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An improved version of the manometric apparatus and its procedures for measuring excess sorption
of supercritical carbon dioxide are presented in detail with a comprehensive error analysis. An
improved manometric apparatus is necessary for accurate excess sorption measurements with
supercritical carbon dioxide due to the difficulties associated with the high sensitivity of density for
pressure and temperature changes. The accuracy of the apparatus is validated by a duplicate
measurement and a comparison with literature data. Excess sorption and desorption of CO2 on
Filtrasorb 400 at 318.11 K up to 17 069 mole /m3 �15.474 MPa� were selected for this validation.
The measured excess sorption maximums are 7.79�0.04 mole /kg at 2253 mole /m3 for the first
sorption isotherm and 7.91�0.05 mole /kg at 2670 mole /m3 for its subsequent desorption
isotherm. The sorption and desorption peaks of the duplicate experiment are 7.92�0.04 mole /kg
at 2303 mole /m3 and 8.10�0.05 mole /kg at 2879 mole /m3, respectively. Both data sets show
desorption data being higher than the sorption data of the same data set. The maximum discrepancy
between the desorption and sorption isotherms of one data set is 0.15 mole/kg. The discrepancy
between the two excess sorption isotherms is 0.12 mole/kg or less. The a priori error of the excess
sorption measurements is between 0.02 and 0.06 mole/kg. The error due to He contamination is
between 0.01 and 0.05 mole/kg. The difference between the a priori uncertainty and the observed
maximum discrepancies is considered to be acceptable. The sorption isotherms show identical
qualitative behavior as data in the literature. The quantitative behavior is similar but the peak height
and the linear decrease in excess sorption at high gas densities are 10% higher. A plot of the excess
sorption versus the density can be used to obtain the sorbed phase density and the specific micropore
volume. These sorbed phase densities are in excellent agreement with the data in the literature.
Furthermore, the excess sorption data scaled to this specific micropore volume in this work and in
the literature collapse on a single curve when plotted versus gas density. © 2009 American Institute
of Physics. �DOI: 10.1063/1.3063064�

I. INTRODUCTION

The amount of carbon dioxide �CO2� that can be sorbed
to coal plays an important role in the CO2 storage in under-
ground coalbeds. Accurate sorption experiments of near criti-
cal CO2 on coal are required for the following applications:
�1� acquisition of fundamental understanding of CO2 sorp-
tion on coal, �2� determination of the economic feasibility of
enhanced coalbed methane projects, and �3� determination of
optimal operating conditions for CO2 storage and methane
�CH4� production enhancement. A comprehensive overview
on CO2 storage in underground coal combined with the pro-
duction of CH4 is given by White et al.1

Experimental data of near supercritical CO2 sorption on
any type of material are scarce. A limited number of
gravimetric,2–13 manometric,4,14–19 and volumetric20,21 stud-
ies have been published. Additional measurements are thus
important. Several researchers �e.g., Humayun and
Tomasko11 and Pini et al.6� have expressed their concern

with respect to the accuracy of supercritical CO2 sorption
determinations. The accuracy of the gravimetric method for
supercritical CO2 sorption has recently been discussed by
Pini et al.6 The focus of the present article is the accuracy of
the manometric method.

The accuracy of the manometric method far below22–27

and far above28–31 the critical point has been discussed in the
literature. However, no literature regarding the quantification
of the accuracy of near critical manometric sorption mea-
surements could be found. All the same, a number of refer-
ences report experimental manometric sorption data of CO2

on coal4,14–16,18 and other materials17,19 in the near critical
region. Recent gravimetric sorption measurements of CO2 on
coal3,5,7 show similar behavior, while recent manometric
measurements vary considerably �e.g., in Ref. 4�. It is the
opinion of the author that these variations in the manometric
experiments are artifacts. These artifacts are caused by small
uncertainties in the pressure and temperature measurements
and the presence of impurities. The proximity to the critical
point magnifies these errors considerably.

In spite of the fact that the requirement of highly purea�Electronic mail: j.bruining@tudelft.nl.
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CO2 has been recognized, no article mentions the possible
effects of contamination due to poor flushing and evacuation
of the setup and its tubing. Using the Peng–Robinson equa-
tion of state �EOS� �Ref. 32� it can be shown that an impurity
of 0.3 mol % of N2 changes the density 2% at 10.000 MPa
and 318.000 K. Other causes of artifacts are insufficient spa-
tial and temporal temperature stability and inaccurate pres-
sure and temperature measurements. For example, a 10 kPa
and 0.10 K change at 10.000 MPa and 318.00 K changes the
CO2 density of 0.6% and 2.0%, respectively. The sensitivity
of an excess sorption isotherm on density errors varies con-
siderably. For example, an error of 2.0% in the density leads
to an excess sorption error of 2%–70% for CO2 excess sorp-
tion on F400 at 318.11 K, depending on which data point is
influenced.

The accuracy of previous manometric experiments is im-
paired by the aforementioned errors. Therefore, we have de-
veloped a high accuracy manometric apparatus which re-
duced these errors with an order of magnitude. The main
improvement of this apparatus is the better accuracy of the
pressure and temperature sensors. Furthermore, the accuracy
is estimated with a comprehensive a priori error analysis
�see Appendix E�. The apparatus, the sample treatment, and
the experimental procedures are discussed in Sec. II. Dupli-
cate sorption measurements of CO2 on Filtrasorb 400 at
318.11 K are compared to each other and to literature data in
Sec. III. Findings are summarized in Sec. III. Appendix A
contains the derivation of the data interpretation equation,
Appendix B contains demonstration of the small influence of
He contamination on the excess sorption measurements,

Appendix C contains the leak-rate model, Appendix D con-
tains demonstration of the negligibility of the influence of
sorption on the leak-rate model, Appendix E contains an a
priori uncertainty analysis, Appendix F contains the data
processing procedure for the determination of the volume
accessible to gas with a He experiment and Appendix G con-
tains a concise explanation on regression of sorbed phase

density �sorbed and the specific micropore volume, V̄micropore,
from excess sorption measurements.

II. EXPERIMENTAL METHODS

Manometric measurement of sorption is based on the
principle of mass conservation. The excess sorption is de-
fined as the difference between the total and the apparent
amount of gas in the setup. The total amount is the sum of
gas added minus gas extracted and leaked. The apparent
amount of gas is determined by multiplication of the gas
density with the volume accessible to gas. This volume is
determined by He sorption experiments before and after the
actual CO2 experiment �see Appendix F�.

A. Manometric apparatus

The manometric apparatus �Fig. 1 and Table I� consists
of a sample cell �A� and reference cell �B: tubing-only cross
in the middle of the figure�. The reference cell B consists of
tubing with a total volume of 3524�4�10−9 m3. The vol-
ume of the reference cell can be enlarged to 12 152�9
�10−9 m3 by opening valve 1 to include vessel C. The op-
tion of an enlargeable reference cell is new for this type of

FIG. 1. �Color online� Technical drawing of the improved manometric apparatus.
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setup. It allows better control of the amount of added and
extracted gas. Two similar sample cells are used to minimize
the downtime for a sample exchange. The volumes of these
two sample cells are 7833�6�10−8 and 7590�10
�10−8 m3. The uncertainty in the empty sample cell volume
does not affect the accuracy of the sorption data.

The stainless steel sample cell �A� was designed at
Delft University of Technology. It holds a maximum of
6�10−5 m3 of sorbent sample. The sample cell is sealed
with Swagelok gaskets �SS-16-VCR-2GR� to minimize leak-
age. It contains filters of high porous sintered metal to mini-
mize sample loss during the desorption run.

A Paroscientific pressure sensor �8� monitors the pres-
sure continuously. Its precision and accuracy are reported by
the manufacturer as 1 and 0.1 kPa in the temperature range
of interest. The PT100 temperature sensor �7� monitors the
temperature continuously. Its precision and accuracy are re-
ported by the manufacturer as 1 and 20 mK. Less accurate
pressure �5� and temperature sensors �6� are used to monitor
pressure in the sample cell and temperature in the reference
cell. However, the lower accuracy of these sensors precludes
their use for excess sorption measurements. However, this
does not affect the accuracy of the sorption data for which
the higher accuracy sensors are used. Valves �1, 2, 3, and 4�
have been selected based on their low leakage characteris-
tics. However, they limit the experimental temperature to a
maximum of 340 K. Furthermore, their internal diameter
limits the evacuation of the setup to a minimum pressure
between 15 and 25 kPa. The thermostatted bath has a volume
of about 40�10−3 m3. A temperature control device �16�
keeps the temperature constant within 20 mK. The gas added
to the setup is pressurized with a booster �11�. The gas is
extracted from the setup with an evacuation pump �13�. All
tubing is 1 /8� Swagelok 316SS and only metal connections
are used.

The PTX611 and the K-type thermocouple are connected
to a Keithley KPCI-3108 data-acquisition and control card,
which is connected to a personal computer with a 16 channel
16 bits single ended analog input. The Paroscientific pressure
sensor and PT100 are connected to the PC through RS232
interfaces. The valves are controlled with a PC via the data-
acquisition and control card. Control of the valves is on a

time interval basis. The acquisition software is written in
TESTPOINT V3.4. The acquisition software scans the measure-
ments every second and records them every 10 s.

The Helium �He� has a purity of 99.996% and its critical
properties are 5.1953 K, 227.46 kPa, and 17 399 mole /m3.
The CO2 has a purity of 99.990% and its critical properties
are 304.1282 K, 7.3773 MPa, and 10 624.9 mole /m3. Gases
are supplied by Linde Gas.

B. Sample selection and treatment

The experiments in this work are performed on Chemvi-
ron Filtrasorb 400, charge reference FE 05707A. This mate-
rial, referred to as F400 in this article, is selected because it
is a well-defined synthetic material with high sorption char-
acteristics and its molecular structure and micropore size dis-
tribution are considered to be similar to coal. Furthermore,
three other publications report the excess sorption of CO2 at
318 K on other Filtrasorb 400s. This makes it the best rep-
resented sorbent in the literature for supercritical CO2 sorp-
tion measurements. This good representation allows a com-
parison of the experimental data.

Prior to the sorption experiments the sample cell, already
filled with F400, is evacuated for 24 h in an oven at a con-
stant temperature of 473 K. To avoid air contamination the
sample cell is filled with He above atmospheric pressure be-
fore its transfer from the oven to the setup. Sample weight is
measured within 0.02 g during the transfer from the oven to
the setup.

C. Experimental procedure

One experiment consists of the four following consecu-
tive procedures: �1� He leak-rate determination, �2� determi-
nation of the volume accessible to gas by a He sorption ex-
periment, �3� actual sorption experiment with CO2, and �4�
control measurement of the He sorption. The second He
sorption experiment is performed to ensure that the volume
accessible to gas has not changed during the experiment.

The He leak rate is determined at approximately 20 MPa
and the experimental temperature for more than 24 h. The
setup is evacuated at the experimental temperature for 24 h
before the start of the sorption experiment. A sorption experi-

TABLE I. Specification of setup components.

No. Name, type Manufacturer

1, 2, 3, 4 4 port 2-pos. valve, air actuated, N60/H VICI ag international
5 Pressure transmitter, PTX600 0–250 bar Druck Netherlands bv
6 Thermocouple, K-type Thermocoax
7 Thermoelement PT100+F200 reader Automated System Laboratories
8 Pressure transmitter, 9000 series Paroscientific

9, 10, 17 Ball valve, SS-43S4 Swagelok NS&S
11 Gas booster air actuated, two stage Haskel
12 Relief valve spring actuated, SS-RL3M4-S4 Swagelok NS&S
13 Vacuum pump, N820.3FT.40.18 KNF
14 Metering valve, SS-31-RS4 Swagelok NS&S
15 Data acquisition unit Delft University Technology
16 Thermostat bath, Proline RP485 Lauda
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ment consists of two parts: determination of the sorption
isotherm followed by the desorption isotherm. For the sorp-
tion isotherm, gas is added stepwise to the evacuated sample
cell until a pressure between 16 and 18 MPa is reached. For
the desorption isotherm, gas is extracted sequentially from
the sample cell until a pressure of 2–5 MPa is reached. Gas is
added or removed after pressure and temperature have stabi-
lized. Pressure stability is attained after 103 s for both CO2

and He. However, time intervals longer than 103 s, i.e., 104

and 105 s, are used to ensure stability.

D. Data analysis

Measured properties are pressure and temperature; these
are converted to density values, � in mole /m3, using a highly
accurate reference EOS.33 The volume accessible to gas in
the sample, Vs,He in m3, is determined from the He sorption
experiments �see Appendix F�. Sample mass, M in kg, is
determined before the sample cell is built into the setup.

The excess amount of CO2 sorbed is computed with Eq.
�1� �derivation in Appendix A�,

mN
excess,CO2,F400 = �

i=1

N
Vi

r

M
��i

f ,CO2 − �i
e,CO2�

−
�N

e,CO2Vs,He + nN
l,CO2

M
, �1�

with

nN
l,CO2 = �

i=1

N

�i
e,CO2�Vs,He + Vi

r��eti
ekCO2/�Vs,He+Vi

r� − 1�

+ Vs,He�
i=1

N−1

�i
e,CO2�1 − e−ti

fkCO2/Vs,He
� . �2�

Here mN
excess in mole/kg is the Nth determined excess sorption

point. �i
e is the gas density after stabilization of the reference

and sample cell in step i. �i
f is the stable gas density after gas

addition to the reference cell for step i. nN
l in mole is the

cumulative gas leaked out of the sample cell at the Nth sorp-
tion determination �derivation in Appendix C�. Vi

r is the vol-
ume of the reference cell used in step i. k in m3 /s is the
leak-rate coefficient. ti

e and ti
f are the time taken for the equi-

librium and filling phase, respectively.
The first term in Eq. �1� describes the summed difference

between the number of moles in the reference cell for the
filling and equilibrium phases. The second term describes the
number of moles in the free phase in the sample cell. The
first and second terms in Eq. �2� are the cumulative number
of moles leaked during the equilibrium phases and filling
phases, respectively.

III. RESULTS AND DISCUSSION

Table II shows the parameters for the two CO2 sorption
experiments. The determined mass density of F400 for the
two experiments agrees within the experimental uncertainty.
Figure 2 shows the two determined CO2 excess sorption
isotherms on F400 of this work and the literature data near
318 K on other F400s.6,11,20 Experimental data of this work is
shown in Table III.

The maxima of the excess sorption isotherms are
7.79 mole/kg at 2253 mole /m3 and 7.92 mole/kg at
2303 mole /m3. The maxima of the excess desorption iso-
therms are 7.91 mole/kg at 2670 mole /m3 and 8.10 mole/kg
at 2879 mole /m3. The desorption isotherms of both experi-
ments are higher than the corresponding sorption data. The
maximum observed discrepancy between desorption and
sorption data is 0.15 mole/kg. The discrepancy of the sorp-
tion data sets is less than 0.12 mole/kg. The a priori error
estimate of the excess sorption measurements is 0.02–0.06
mole/kg. Appendix E discusses the various sources of
uncertainty in detail. Figure 7 summarizes its results. The
figure illustrates that the pressure and temperature measure-
ments are sufficiently accurate at the chosen temperature of
318.11 K, i.e., density fluctuations are sufficiently small. The
difference between the a priori uncertainty and the observed
maximum discrepancies is acceptable. These differences can

TABLE II. Specification of the experimental parameters. Mass density of F400 for He ��,F400,He is calculated
with M�Vempty

s −Vs,He�−1.

M
�10−5�kg�

T
�K�

Vs,He

�10−7�m3�
��,F400,He

�kg /m3�
kHe

�10−13�m3 /s�
Duration CO2

�105�s�

Experiment 1 3495�3 318.12�0.02 592�1 2080�40 3.1 74.3
Experiment 2 3557�1 318.11�0.02 611�1 2060�40 2.1 4.3
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FIG. 2. CO2 excess sorption data of this work �error bars� and literature data
on F400 at 318 K. The data show typical excess sorption behavior. Excess
sorption data increases sharply with gas density to a peak value of 7–8
mole/kg near 3.0�103 mole /m3. The data decrease after the peak with a
linear decrease for gas densities above 6�103 to 7�103 mole /m3. The
data from Humayun and Tomasko �Ref. 11� �line� and Fitzgerald et al. �Ref.
20� �filled circles� are lowest and in excellent agreement. The data of this
work are in good internal agreement but 10% higher than the data of To-
masko and Gasem. The data from Pini et al. �Ref. 6� �open squares� are in
between the data of this work and that of Tomasko and Gasem.
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be caused by �1� underestimation of the a priori error, �2�
leakage unaccounted for, and �3� an additional slower sorp-
tion process. The sorption isotherms of this work show iden-
tical qualitative behavior as data in the literature. The quan-
titative match is also good but the height of the sorption data
and the linear decrease at high gas densities are 10% higher
in this work than the data in the literature.

The high density part of the excess sorption isotherm

can be interpreted with mexcess= V̄micropore��sorbed−��, where

V̄micropore is the specific micropore volume of F400 and �sorbed

is the sorbed phase density. Humayun and Tomasko11 discuss

how V̄micropore and �sorbed are determined from excess sorp-
tion measurements. This concept is concisely repeated in Ap-
pendix G. Table IV shows the estimated sorbed phase densi-
ties and specific micropore volumes for all excess sorption
isotherms.

The specific micropore volume of this work is the high-
est in Table IV. This is consistent with the excess sorption
isotherm of this work �Fig. 2� being the highest. The differ-
ences in the specific micropore volumes of the F400 samples
are expected to depend on the raw material and procedures
used for F400 production. A 10% higher micropore volume
is an acceptable variation in the properties of F400. The ex-
trapolated sorbed phase density of this work falls between

the values reported by Tomasko and Gasem. All sorbed
phase densities are in good agreement, with the value of Pini
deviating the most. The cause of this deviation may be the
limited accuracy of the regression �see Appendix G� due to
the limited number of data points. The sorbed phase density
is expected to be not susceptible to chemical and mi-
croporosity variations in the F400. The data are in agreement
with this hypothesis �Table IV�.

Figure 2 suggests that the measured excess isotherms of
various authors agree within a constant proportionality fac-
tor. In agreement with this, we have found that the extrapo-
lated sorbed phase density of CO2 is more or less the same
and the peak of the excess sorption is found at the same
density value. This leads to the postulate that excess sorption
is proportional to the specific micropore volume available for
CO2. Hence, the ratio between the various excess sorption
isotherms is equal to the ratio of the specific micropore vol-
umes for CO2. This point of view is corroborated in Fig. 3,

TABLE III. Excess sorption data of CO2 on Chemviron Filtrasorb 400 at 318.11 K determined for this article. The number of data points in general is kept
limited to keep cumulative errors in the desorption data at a minimum. The number of data points of the first data set is small to minimize the time required
for the experiment.

Sorption 1 Desorp 2 Sorption 2 Desorp 2a Desorp 2b

�CO2

�mole /m3�
mexc.

�mole/kg�
�CO2

�mole /m3�
mexc.

�mole/kg�
�CO2

�mole /m3�
mexc.

�mole/kg�
�CO2

�mole /m3�
mexc.

�mole/kg�
�CO2

�mole /m3�
mexc.

�mole/kg�

457 5.39 15 729 2.90 446 5.41 13 513 4.02 1215 7.43
2253 7.79 14 781 3.29 2303 7.92 10 636 5.33 1093 7.27
5270 7.32 13 697 3.75 5154 7.48 8368 6.37 991 7.10
8032 6.23 12 675 4.19 7791 6.46 6630 7.09 904 6.95

10 261 5.18 9900 5.44 9975 5.51 5293 7.58 830 6.79
12 054 4.41 7728 6.42 11 721 4.74 4269 7.88 766 6.64
13 419 3.86 6120 7.08 13 073 4.16 3483 8.04 710 6.50
14 500 3.42 4873 7.51 14 175 3.70 2879 8.10 661 6.36
15 329 3.09 3934 7.76 15 039 3.34 2413 8.07 617 6.22
15 967 2.83 3222 7.88 15 721 3.06 2051 8.00 579 6.09
16 525 2.61 2670 7.90 16 249 2.85 1767 7.88 544 5.97
16 956 2.43 2245 7.85 16 676 2.68 1543 7.74 513 5.85

1916 7.76 17 069 2.53 1362 7.59 485 5.73

TABLE IV. Comparison data.

T
�K�

V̄micropore
F400,CO2 a

�10−6�m3 /kg�
�CO2,F400 a

�103�mole /m3�

Humayun and Tomaskob 318.1�5� 364 22.9�3�
Fitzgerald et al.c 318.1�5� 376 22.6�30�
Pini et al.d 318.4 393�4 23.8�0.1
This worke 318.11 429�4 22.7�0.2

aSee the nomenclature in Table V.
bReference 11.
cReference 20.
dReference 6.
eSee Appendix G for details on regression.
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FIG. 3. CO2 excess sorption data on F400 at 318 K normalized by the
specific micropore volume available. Plotted are this article �error bars�,
Gasem �filled circles�, Tomasko �line�, and Pini �open squares�. All iso-
therms collapse on a single curve with most deviations within 1 mole /m3

�5%�.
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which shows the CO2 isotherms on F400 at 318 K normal-
ized to their estimated specific micropore volumes,

mexcess / V̄micropore.

IV. SUMMARY

The details of an improved manometric apparatus and
its accompanying procedures for accurate measurements
of supercritical CO2 have been discussed. Two separate sets
of experimental data of the excess sorption of CO2 on
Filtrasorb 400 at 318.11 K up to 17 069 mole /m3 have been
presented. The variation between the two sets is 0.15
mole/kg at most, which agrees with the estimated a priori
error of 0.06 mole/kg. The main source of uncertainty
is in the determination of Vs through the He sorption
experiment.

The isotherms of CO2 on Filtrasorb 400 at 318 K from
this work and the literature show similar behavior. The
measurements in this work were 10% higher than the
literature data. It was shown that the ratio between excess
sorption isotherms was constant. This is consistent with an
interpretation in terms of different specific micropore
volumes. The good repeatability and excellent agree-
ment with literature data confirm the accuracy of the im-
proved manometric apparatus. Nomenclature is shown in
Table V.
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APPENDIX A: DERIVATION OF DATA
INTERPRETATION EQUATION

This appendix derives Eq. �1�. It is a cumulative version
�see also Ref. 34� of the equation presented in, e.g., Ref. 16
that uses a stepwise approach. Additional terms have been
included to calculate leakage effects. The amount of excess
sorbed gas is the difference between the amount of total and
free gas in the sample cell, i.e.,

MmN
excess = nN

total − Vs�N
e . �A1�

nN
total is the total amount of gas in the sample cell. The

amount of free gas in the sample cell is given by the volume
accessible to gas and the density of the gas �Vs�N

e �.
The total amount of gas in the sample cell is given by

nN
total = nstart + nN

added − nN
l , �A2�

where nstart is the amount of gas at the start of the experi-
ment, nN

added is the summed amount of gas added via the
reference cell, and nN

l is the amount of gas leaked. The
amount of leaked gas is given by Eq. �2� and derived from
Appendix C. The amount of gas added �and extracted� via
the reference cell is expressed by

nN
added = �

i=1

N

Vi
r��i

f − �i
e� . �A3�

Using the initial condition of negligible gas at the start of
the experiment, i.e., nstart=0 and substituting Eqs. �A3� and
�A2� in Eq. �A1�, results in

mN
excess = �

i=1

N
Vi

r

M
��i

f − �i
e� −

Vs

M
�N

e −
nN

l

M
. �A4�

APPENDIX B: INFLUENCE OF CONTAMINATION ON
THE CARBON DIOXIDE SORPTION EXPERIMENT

Impurities in the CO2 influence the accuracy of the ex-
cess sorption experiment. This is clear since the derivation of
Eq. �1� only considers the presence of a single pure gas. The
presence of impurities invalidates the EOS and the single
component molar balance. Some He may remain in the
sample cell because He is used during transport, for leak-rate
determination, and for determination of the volume acces-
sible to gas in the sample cell before the actual sorption
experiment. Indeed, 15–25 kPa of He pressure remains in the
sample cell after evacuation. This remnant He is the main
impurity in the sorption experiments, i.e., impurities in the
bottled CO2 and contamination by air are negligible. Consid-
eration of the He contamination and ignoring the effect of
leakage modify Eq. �1� to

TABLE V. Nomenclature.

Symbol Unit Physical quantity

mexcess mole/kg �Gibbs� Excess sorption
mabsolute mole/kg Absolute sorption of gas
nl mole Amount of leaked gas
nstart mole Amount in sample before experiment
Vi

r m3 Reference cell volume used in step i
Vs m3 Volume accessible to gas in the sample

V̄micropore m3 /kg Specific micropore volume of sorbent
k m3 /s Leak-rate coefficient
t s Time
� mole /m3 Molar gas density
�sorbed mole /m3 Molar density of sorbed gas
�� kg /m3 Mass density
T K Temperature

Superscripts

e Equilibrium phase parameter
f Filling phase parameter
Vacuum Parameter at vacuum conditions at the start

of the experiment
CO2 Parameter is determined with or specific for CO2

He Parameter is determined with or specific for He
F400 Parameter is determined for F400

Subscripts

i Parameter for step i
N Parameter for step N
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mN
excess,CO2,F400 = �

i=1

N
Vi

r

M
��i

f ,CO2 − xi
e,CO2�i

e,He–CO2�

−
Vs,He

M
xN

e,CO2�N
e,He–CO2, �B1�

where �i
e,He–CO2 is the density of the He–CO2 mixture in step

i. The CO2 in the reference cells during the filling phase is
considered to be pure. The mole fraction of carbon dioxide in
the equilibrium phase xe,CO2 can be obtained from

1 − xe,CO2 = xe,He =
nHe/Vs,He

�nHe + nCO2�/Vs,He =
�He,vacuum

�e,He–CO2
. �B2�

The density of the remnant He after evacuation �He,vacuum is
constant throughout an experiment because Vs and nHe are
constant and He sorption is small. It is assumed that the
molar density of the mixture �e,He–CO2 can be approximated
as an ideal mixture

�He–CO2 = xCO2�CO2 + �1 − xCO2��He. �B3�

Using Eq. �B3� for the equilibrium phase into Eq. �B2� leads
to a quadratic equation in xe,CO2. The solution of this equa-
tion is

xe,CO2 =
�e,He − 1

2 ��e,CO2 + E�
�e,He − �e,CO2

, �B4�

with E= �4�vacuum,He��e,He−�e,CO2�+ ��e,CO2�2�1/2.
Now, the errors associated with the He contamination

can be calculated. The remnant He pressures were 13 and 10
kPa for the two experiments. The following calculations are
based on a remnant He pressure of 15 kPa and a constant
temperature of 318.11 K. This corresponds to a He density
after evacuation �He,vacuum of 5.7 mole /m3. This number of
moles of He is less than the total amount of CO2 for any step
i. The amount of He is 0.16% in the first step and decreases
for additional steps. The remnant helium is thus negligible in
comparison to the overall molar balance, i.e., the assumption
of nstart=0 is justified. The value of 5.7 mole /m3 for
�He,vacuum corresponds to a CO2 mole fraction values of 0.987
in the first measurement step and and drecreases for addi-
tional steps. The corresponding densities of He–CO2 mixture
are at most 0.13% less dense than pure CO2.

Calculating mole fractions with Eq. �B4� and the corre-
sponding mixture densities with Eq. �B3� and substitution in
Eq. �B1� results in excess sorption values of 0.01–0.05
mole/kg higher than the values calculated without consider-
ation of He contamination with Eq. �1� values. This system-
atic error is approximately as large as the other a priori er-
rors �see Appendix E�. Thus the experimental accuracy of
this setup is limited at 0.01 to 0.05 mole/kg. Further im-
provements in accuracy require a decrease in the remnant
pressure after evacuation. This constitutes the use of other
valves in the setup.

APPENDIX C: LEAK-RATE MODEL

Leakage always occurs during manometric measure-
ments and can be the main cause of inaccuracy. The ideal
situation is that the leakage is negligible in comparison to the
sorption. However, it was found that in sorption experiments

at pressures above 10 MPa and lasting several days leakage
is often significant. Therefore, a leak-rate model is incorpo-
rated to correct for the leakage or to ensure that the effect of
leakage is negligible. This model is only applicable for ex-
periments with relatively small leakage. Appendix D dis-
cusses the conditions in which the model is applicable.

Combination of the mass balance equation �V�t�+R
=0� with density driven mass transfer �R=k�� leads to

�leak�t� = �exame−k�t−texam�/V for t � 0, �C1�

where �leak�t� is the density of gas decreasing due to diffu-
sion out of the cell of volume V. The used boundary condi-
tion is ��t= texam�=�exam. k is the leak-rate constant. Atmo-
spheric CO2 concentration and air diffusion into the cell are
disregarded. The amount of leaked gas for 0� t� texam is
then given by

nleak,I�t� = V�exam�ektexam/V − e−k�t−texam�/V� , �C2�

and for t� texam by

nleak,II�t� = V�exam�1 − e−k�t−texam�/V� + nleak,I�texam� . �C3�

Equation �2� is Eq. �C3� with Eq. �C2� with parameters rel-
evant for the apparatus. Leakage from the reference cell to
the outside during the filling phase has no influence on the
sorption measurements. The experiment specific leak-rate
constants are determined with a He leak test before the sorp-
tion experiment. The CO2 leak-rate constant is calculated
with kHe /kCO2 �3. This dependency was observed in refer-
ence experiments with an empty setup. The CO2 leak-rate
constant is considered to be accurate within 20%.

APPENDIX D: DEMONSTRATION OF THE
NEGLIGIBILITY OF THE INFLUENCE OF SORPTION
ON THE LEAKAGE CORRECTION

The purpose of this appendix is to show that the leakage
correction in Appendix C is useful as long as the character-
istic times for sorption and leakage are sufficiently separated.
For this reason, the influence of sorption on the leakage is
investigated. We compare the case without the effect of sorp-
tion to the case with the effect of sorption to demonstrate that
the effect is small.

Consider a vessel with a sorbent of mass M, a volume
accessible to gas V, gas density �forward, and sorption mforward.
The total number of moles in the vessel is ntotal,forward

=V�forward+Mmforward. The volume of the sorbed phase is
considered negligible. Gas density and sorption are in equi-
librium when mforward=��forward. Time dependent behavior of
the density due to leakage is described with the same model
as in Appendix C4: V d�

dt =−k�. Time dependent behavior of
density and sorption is described by M dmforward

dt =����forward

−mforward�. This is in line with the suggestion by Prigogine
et al.35 for the description of reaction rates near equilibrium.
Combination results in

V
d�forward

dt
+ M

dmforward

dt
= − k�forward. �D1�
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Using boundary conditions �forward�t=0�=�0 and
mforward�t=0�=��p, Eq. �D1� is solved by Laplace trans-
forms. The time dependent density and amount of leaked gas
of the forward model are given by

�forward�t� = A�s1es1t − s2es2t� + B� es1t

s1 −
es2t

s2 � , �D2�

nforward�t� = k�Aes1t − Aes2t + BC�t�� , �D3�

with

A =
�0

s1 − s2 , B =
��M��p + �0V�

MV�s1 − s2�
,

C�t� =
es1t − 1

s1 −
es2t − 1

s2 ,

s1,2 =
− 1

2kM − 1
2 M�� − 1

2V� � D

MV
,

and

D =
1

2
	�kM + M�� + V��2 − 4MVk� .

Now the amount of leaked gas from the forward model
with sorption can be compared to the amount of leaked gas
from Appendix C without sorption. The ratio of these two
leaked amounts nleak,I��� /nforward��� is examined as a function
of the characteristic sorption time, �=�t /M. Four values of
�, spanning realistic sorption magnitudes, were used. Other
parameters are given in Table VI. Figure 4 shows that ignor-
ing sorption leads to large errors when the characteristic time
of sorption and leakage are similar ��V /Mk=1�. Figure 5

shows that ignoring sorption leads to errors less than 10% for
�V /Mk=25. This agrees with the simple notion that the
amount of leakage is not influenced by sorption if sorption is
much faster than leakage.

In our experiments �Vs /MkCO2 	25, so the simple leak-
rate model can be used to correct for the leakage. In experi-
ments with

kaVf

Mkl
�25, the simple leak-rate model may still be

useful depending on the actual parameter values, especially
�. In such circumstances, a better approximation of the sorp-
tion isotherm will be required in order to prove the negligi-
bility of sorption on the leakage correction. In this appendix
a linear sorption isotherm is used because it allows an ana-
lytical expression for the relevant characteristic times.

APPENDIX E: A PRIORI UNCERTAINTY ANALYSIS

A useful tool to determine the accuracy of experimental
data is an a priori analysis of the uncertainties associated
with the experiment. An a priori uncertainty analysis sup-
poses that the main uncertainty in the determination is the
uncertainty in parameters used for the determination and cal-
culates the error in the determined parameter as propagated
by the parameter errors. In this article, the existence of other
uncertainties has been safeguarded by rigorous specification
of procedures and empty cell calibration experiments. The
a priori error, calculated in this appendix, is estimated at
0.02–0.06 mole/kg. The error due to the presence of He is
estimated at similar values. The observed discrepancy be-
tween the duplicate experiments has a maximum of 0.12
mole/kg. The discrepancy between the a priori uncertainty
estimate and the maximum observed uncertainty is a factor
of two. This is acceptable, but possible causes for the dis-
crepancy are �1� underestimation of the a priori error, �2�
unaccounted leakage, and �3� an additional slower sorption
process.

It is important to emphasize the cumulative nature of
manometric measurements. We use the term cumulative to
stress that measurement O depends on all previous �O−1�
measurements. This means that �a� measured points are not
independent within a data set, �b� an error in a data point

TABLE VI. Input parameters for the comparison of the forward and leak-
rate models.

V
�m3�

M
�kg�

�0

�mole /m3�
�p

�mole /m3�

70�10−6 35�10−3 17�103 16�103
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FIG. 4. Ratios of the leaked gas as calculated by the simple leak model and
�D3� for kaVf /Mkl=1 vs the characteristic sorption time. It is clear that the
two models differ significantly for all values of 
 and that the leak-rate
model �Appendix C� is unusable.
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FIG. 5. Ratios of the leaked gas as calculated by the simple leak model and
�D3� for kaVf /Mkl=25 vs the characteristic sorption time. Deviation be-
tween the two models is 10% or less at �→10 for all values of 
. The
leak-rate model �Appendix C� is applicable under these conditions.
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propagates to all subsequent data points, and �c� the effect of
leakage is cumulative throughout the experiment.

The uncertainties in the two reference cell volumes are
4 mm3 �0.1%� and 9 mm3 �0.07%�. The uncertainty in the
sample mass M is 0.03 g �0.09%� at most. The uncertainties
in the reference cells and sample mass are a negligible effect
in the sorption data. The uncertainties in the volume acces-
sible to gas Vs, the leak-rate constant k, and the calculated
densities � are significant and specifically considered in the
following paragraphs.

The uncertainty in the gas accessible sample cell volume
Vs is 0.1�10−6 m3 �0.2%� �see Appendix F�. The uncer-
tainty in excess sorption due to the uncertainty in Vs is given
by

�VsmN
excess =

1

2

mN

excess�Vs + �Vs; . . .�

− mN
excess�Vs − �Vs; . . .�
 . �E1�

The uncertainty in the calculated leaked amounts is de-
termined by the 20% uncertainty in the leak-rate constant k.
The leak-rate model and its uncertainty are discussed in Ap-
pendix C. The uncertainty in the excess sorption due to the
uncertainty in K is given by

�lmN
excess =

1

2

mN

excess�k − �k; . . .� − mN
excess�k + �k; . . .�
 .

�E2�

Uncertainties in the computed density values are caused by
uncertainties in pressure, temperature, and the uncertainty of
the used EOS. Figure 6 shows the uncertainty in � as calcu-
lated for these three uncertainties. The uncertainty in the ex-
cess sorption due to the uncertainties in the densities is cal-
culated with

��mN
excess =

1

M
	�

i=1

N

��Vi
r��i

f�2 + ��Vi
r + �iNVs���i

e�2� .

�E3�

The a priori errors estimated with Eqs. �E1�–�E3� for the
first sorption data set are shown in Fig. 7. The order of mag-
nitude is similar for all three types of uncertainty. Total
a priori uncertainty is thus between 0.02 and 0.06 mole/kg.
The leaked amount and its error are negligible in the second
shorter experiment. However, the a priori uncertainty esti-
mate has not appreciably changed.

APPENDIX F: INTERPRETATION OF HE SORPTION
EXPERIMENT

The volume accessible to gas in the sample cell Vs is an
important parameter in the interpretation of sorption experi-
ments. Previous work generally assumes that He sorption is
negligible. However, both Sircar37 and Gumma and Talu38

demonstrated that this assumption is not always valid and
suggested alternative experimental procedures to determine
Vs. These procedures determine He sorption from its tem-
perature dependency over a wide range of temperatures.
These procedures were not adopted because of the limited
operating temperature of the equipment. To incorporate the
effect of He sorption on the Filtrasorb 400, an alternative
approach is used based on the ansatz that He sorption on
Filtrasorb 400 can be described with the Langmuir equation
using Langmuir parameters bHe and s�

He. The Langmuir equa-
tion adequately describes the sorption of He on silicilates, as
demonstrated by the data of Gumma and Talu.38

Using the Langmuir equation for mexcess in Eq. �A4�with
remnant He �nstart� and neglecting leakage results in

Ms�
HebHe�N

e,He

1 + bHe�N
e,He = nstart,He + �

i=1

N

Vi
r��i

f ,He − �i
e,He� − Vs�N

e,He,

�F1�

with the remnant He �free and sorbed� given by

nstart,He = �He,vacuumVs +
Ms�

HebHe�He,vacuum

1 + bHe�He,vacuum . �F2�
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FIG. 6. Relative error in the density of CO2 at 318.1 K for 1 kPa, 20 mK,
and 0.2% in the EOS uncertainty �Ref. 36�. Pressure uncertainty dominates
at low densities since limP→0 �P / P=�. Temperature error dominates near
3.0�103�mole /m3 where the density is very sensitive to temperature. The
EOS error dominates at densities above 6.0�103�mole /m3 where uncer-
tainty in pressure and temperature is negligible.
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FIG. 7. Uncertainty in the first sorption data set for the uncertainties in Vs,
leakage, and �. The uncertainty in Vs is linear with density and dominates
above 10.0�103�mole /m3. The uncertainties in leakage and � are cumu-
lative throughout the experiment and are high in the data. Uncertainty in the
leakage is the main uncertainty in the desorption data below 7.0�103

�mole /m3.
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Nomenclature is given in Table V. The parameters Vs,
bHe, and s�

He are determined by fitting Eq. �F1� to the He
density values calculated from the measured pressures and
temperatures.39 The “lsqnonlin” function from the Optimiza-
tion Toolbox™ in MATLAB® �Ref. 40� is used for fitting.

Figure 8 confirms the ansatz that a Langmuir equation
can describe He sorption on Filtrasorb 400. Consideration of
the He sorption decreases the Vs value by 2% and the uncer-
tainty in its determination by a factor of four.

APPENDIX G: SPECIFIC MICROPORE VOLUME AND
SORBED PHASE DENSITY DETERMINATION
FROM THE EXCESS SORPTION ISOTHERM

The absolute sorbed amount is by definition

mabsolute  �sorbedV̄micropore,

where V̄micropore is the specific micropore volume filled with
sorbed gas and �sorbed is the density of the sorbed gas. The
relationship between the excess sorption, mexcess, and the ab-
solute sorption is

mexcess = mabsolute − �V̄micropore = ��sorbed − ��V̄micropore,

�G1�

with � as the gas density. Eq. �G1� shows that excess sorp-
tion is zero when the sorbed phase density equals the gas
phase density ��sorbed=� at mexcess=0�. It is assumed that both
the filled specific micropore volume and density of the
sorbed phase are approximately constant at high gas densi-
ties, i.e., in the linear part of the excess sorption isotherm in

Fig. 2. It follows that mexcess is a linear function of � with −V̄

as the slope. Thus both the density of the sorbed phase and
the specific micropore volume can be determined from a lin-
ear regression through the high density excess sorption data .

Table VII shows the quality of the linear regressions.
The standard deviation from linear regression mexcess is in
good agreement with the repeatability and a priori error �see
Sec. III and Appendix E�. Calculations show that the error of
our measurements is not normally distributed, which is ex-
pected from the a priori analysis.
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