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Abstract Moment invariants have been frequently used as features for shape recognition. They are 
computed based on the information provided by both the shape boundary and its interior region. Although 
several fast algorithms for computing traditional moment invariants have been proposed, none has ever 
shown the theoretical results of moment invariants computed based on the shape boundary only. This paper 
proposes improved moment invariants computed using the shape boundary only, which tremendously 
reduces computations. The new moment invariants, called improved moment invariants are mathematically 
proved to be invariant to scaling, translation, and rotation. Graphical plots of the first two improved moment 
invariants for six country maps and four industrial tools using improved moment invariants are also given. 
The results suggest that improved moment invariants can be used as effective features for shape discrimination 
or recognition. 

Improved moment invariants Traditional moment invariants Shape feature extraction 
Shape recognition 

I. INTRODUCTION 

The use of moment  invariants as features for shape 
recognition and identification can be found else- 
wheretl-4~ since they were first proposed by Hu. 15~ It is 
well known that the moments, proposed by Hu, ts) 
must be computed over all pixels including the shape 
boundary and its associated interior part, which is time 
consuming. Although some fast algorithms of comput-  
ing moment  invariants were proposed in the recent 
literature ~6,v~ and some scaling error was mentioned, t8~ 
none of them have discovered the case when the 
moments are computed only along the shape boundary. 

This paper proposes modified moment  invariants 
based on the shape boundary only to reduce compu- 
tations. The new moment  invariants, called improved 
moment  invariants, are quite similar to the previous 
ones, but require only the computat ions along the 
shape boundary. The two provided examples suggest 
that improved moment  invariants are a good set of 
discriminant shape features, w~ 

2. TRADITIONAL MOMENT INVARIANTS 

Let f (x ,  y) be 1 over a closed and bounded region R 
and 0 otherwise. Define the (p, q)th moment  as 

mvq=~xVyq f ( x , y )dxdy ,  for p , q = 0 , 1 , 2  . . . . .  (1) 
R 

The central moments can be expressed as 

l'pq = ~ (x - Y.)P(y - y)q f ( x ,  y) dx dy 
R 

mlo mot 
w h e r e x =  , y =  . (2) 

m o o  m o o  

For a digital image, equation (1) becomes 

(x,y)~R 

It can be easily verified ~4) that the central moments up 
to the order p + q < 3 may be computed by the follow- 
ing formulas: 

flO0 = moo~ //11 = m l  1 - - f i m l o  

,/21 0 = 0 ,  ,//30 = m 3 o  - -  3 X m 2 o  + 222/7 /10  

/~ot =0,  i~ lz=mlz- -2pmtt  -- :~mo2 + 2y2mt o 

1~2o=m2o--Xmto, /t21 =m21 -- 2xmL1 --~m2o + 2X2mol 

/~o2 = rn02 --.gmoi, /to3=mo3--3ymo2+2y2mol. (4) 

The central moments are invariant to translation. 
They can also be normalized to be invariant to a scaling 
change by the following formula. The quantities in 
equation (5) are called normalized central moments 

qpq= lavq where y = P + q + l ,  f o r p + q = 2 , 3  . . . . .  
/~oo ~ 2 

(s) 

The following moment invariants were derived by 
Hu ~s~ and were frequently used as features for shape 
recognition: 

q~1 = qzo + qo2 

4'2 = (r12o - ~o2) 2 + 4 ~  

(~3 = (/130 - -  3r/1 2) 2 + (t]03 - -  31"/21) z 

(~4 = (/730 + /712) 2 -~- (Y]03 -]- ~21)  2 

PR 26:5-B 683 



684 C.-C. CHEN 

t~5 ~-- (730  - -  3712)(73o + / ~ / 1 2 ) [ ( 7 3 0  4- 712)  2 

- -  3(q2t 4- 703)  2 ]  -{- (3721 - 703) (721  4- 703)  

× [3(730 + 712)  2 - - ( q 2 1  4- 703)  2 ]  

~ 6  = (720  - -  7 0 2 ) [ ( 7 3 0  4- 712)  2 - -  (721 -{- 703)  2"] 

+ 4ql t(q3o + 712)(rlzl + 7o3) 

~b7 = (3q21 - -  qO3)(q30  4- 7 1 2 ) [ ' ( 7 3 0  4- 712)  2 

-- 3(q21 + 703) 2] 4- (3q12 -- 730)(721 4- q03) 

X [3(730 4- q12)  2 - -  (/']21 4- 7 0 3 ) 2 ]  • (6) 

The quantities, qSi, 1 _< i _< 7, were shown to be in- 
variant to scaling, translation, and rotation by Hu. tS) 
However, they are computed over the shape boundary 
associated with its interior part. The next section 
provides a significant improvement  such that the 
moment  invariants are computed based only on the 
shape boundary, and hence we call them improved 
moment  invariants. 

3. I M P R O V E D  M O M E N T  INVARIANTS 

We modified the moment  definition in equation (1) 
using the shape boundary only. For  convenience, 
we used the same notat ion to express the modified 
moments 

mt,q = I xt'yCl ds, for p, q = O, 1, 2, 3 . . . .  (7) 
C 

where ~ is a line integral along the curve C, ds 
C 

= x/((dx)2 + (@)2), the modified central moments can 
be similarly defined as 

#p~ = ~ (x - 2)V(y - ~)q ds, where i = ml o, 
C mo  o 

toOl y =  
m oo  

(8) 

For  a digital shape, equation (8) becomes 

#pq = ~ (x - ff)P(y - 35) q. (9) 
( x , y ) ~ C  

It is obvious that the modified central moments are 
invariant to translation. The following two theorems 
show how to normalize the modified central moments  
such that they are also scaling-invariant, and provide 
an alternative and intuitive proof of rotation invariance 
for the improved moment  invariants defined in equa- 
tion (7) and normalized by using equation (10) given 
next .  

Theorem 1. For/~,~ defined in equation (8) 

p ~ p q  . . . .  
7 - - -  is scahng-mvarmnt for p + q = 2, 3 . . . . .  

(10) 

Proof. Suppose C is a smooth curve in the plane, C' is 
the curve obtained by homogeneously rescaling the 
coordinates by a factor r, then 

#'pq = ~ [x(s') ]P[y(s') ] q ds' 
C' 

= ~ [rx(s)]V[ry(s)] q d(rs) 
C 

= rP+q+' 5 [x(s)]P[Y(S)] q ds 
C 

= r~+q+ 1/~pq. (11) 

Since 

#oo = 5 ds = I C I = length of curve C (1 2) 
C 

/~ao = ~ d s ' =  IC'l = length of curve C ' =  rlCI. (13) 
C' 

Then, for any r > 0, we have 

/~,pq _ rp+q+ l/~pq _ #vq (14) 
(/~o)p+q +' rv+q+'lClP+q+l (/~oo)P+q +' 

Thus, ppq/(#o0) p+q+ 1 is invariant to a homogeneous 
scaling. 

Theorem 2. Suppose C is a smooth curve in the plane 
and C' is the curve obtained by rotating C an angle 0 
clockwise, then 

q~'i=~i for 1 < i < 7  (15) 

where ~b'i is defined as in equation (6) by using 7'pq 
instead of r/p~ for p + q = 2, 3 , . . . .  

Proof. 

~'.~ = S [x(s') ]P[Y(S') ] ~ ds' 
C' 

= S { Ix(s)cos 0 - y(s) sin O]P[y(s) sin 0 
C 

+ x(s) cos 0 ]q } ds. (16) 

Note that ds' =ds .  We shall prove q6' 1 = q51 and 
qS~=q52 as examples. For  3 < j < 7 ,  qS~=qSj can 
be similarly proved after tedious computations by 
using the trigonometric identities, cos 2 0 + sin 2 0 = 1, 
(cos 3 0 - 3 cos 0 sin 2 0) 2 + (sin 3 0 - 3 cos 2 0 sin 0) 2 = 1. 

Since, the length of a plane curve is invariant under 
rotation, that is, lifo =/~oo, from equation (6), we have 

( ~ 0 ) 3 ¢  ', = (~,0)3(7~0 + 7~2) 

= / ~ 0  + v~2 

= S { Ix(s) cos 0 - y(s) sin 0] 2 
C 

+ [x(s) sin 0 + y(s) cos 0] 2 } ds 

= ~ { [cos 2 0 + sin 2 0] Ix(s)] 2 
C 

+ fcos 2 0 + sin 2 0] [y(s)] 2 } ds 

= j'{ [x(s)] 2 + [y(s)-I 2 } ds 
C 

fiE0 4- ~02  = ( / / 00 )3 (720  + 702)  = (J// t)0)3~l " 

(17) 
Therefore 

¢,'~ = ¢,1. 
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Again from equation (6) we have 
30- 

( # 0 0 ) 6 ( ~  = (]./{)016 [-(~'~20 - -  /~02) 2 -I- 4r/', 2 ] 

= 0 4 o  - ~o2) 2 + 4# ' / ,  

= [ ~ { [x(s) cos 0 - y(s) sin 0] 2 20- 
C 

- Ix(s) sin 0 + y(s) cos 0] 2 } ds] z 

+ 4{ ~ [x(s) cos 0 -- y(s) sin O] lO- 
C 

× [x(s) sin 0 + y(s) cos O] ds} 2 

= [P2o cos 20 - t-/o2 cos 20 - 2//1 , sin 20] 2 -0 - 

+ [P2o sin 20 --/~o2 sin 20 + 2 ~  cos 20] 2 

= [ , / / 2 0  - - , / 1 0 2 ]  2 -~- 4,/t21 

= ( , / / 00 )6 [ - ( ?~20  - -  n O 2 )  2 -[- 4th21] = ( ] . / ; 0 ) 6 ( / ) 2  . 

(18) 
Therefore 

4'~ = 4'2- 40- 

4. E X A M P L E S  

of 
n 

I I I 
10 15 20 

Fig. 3. Plot ofcountry maps based on the first two improved 
moment invariants. 

30 
The performance of our improved moment invariants 

were experimentally demonstrated by Chang ~9~ through 
testing five sets of shapes. This section provides two 2o 
examples. Figures 3 and 4 show the plots based on 
the first two improved moment  invariants for a set 
of six country maps, including Canada (c), China (n), 10- 
France (f), Italy (i), Taiwan (t), and United States (u) 
given in Fig. 1, and for a set of industrial tools, in- 
cluding screwdriver (s), hammer  (h), scissors (x), and -o- 
pliers (p) given in Fig. 2. F rom the plots, the contours 
of France and United States are similar, and the con- 
tours of scissors and pliers are similar, which matches 
human visual judgement. 

i i I 
10 15 20 

Fig. 4. Plot of industrial tools based on the first two improved 
moment invariants. 

c n f i t u 

Fig. 1. Country maps: Canada, China, France, Italy, Taiwan, U.S.A. 

s h x p 

Fig. 2. Industrial tools: screwdriver, hammer, scissors, pliers. 
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5. CONCLUSION 

We have mathematically proved that the traditional 
moment  invariants proposed by Hu tSt can be slightly 
modified such that the improved moment  invariants 
are computed only along the shape boundary, which 
tremendously reduces the computat ional  efforts. The 
improved moment  invariants can be easily computed 
from a chain code representation of the shape bound° 
ary. (9) The computat ions of seven improved moment  
invariants for a digital shape of size 250 × 250 pixels 
require about  0.6 s on a Sun 4/330 machine, however 
it requires more than 15 s for computing the traditional 
moment  invariants. Although fast computat ions IL6~ 
of traditional moment  invariants were proposed,  
they perform shape feature extraction from the shape 
"region" not from the shape boundary. 

It must be mentioned that the improved moment  
invariants and traditional moment  invariants are dif- 
ferent shape features. It is not appropriate to say that 
one outperforms another  on all data sets. Future work 
needs to compare  the performance evaluation for 
the improved moment  invariants and the traditional 
moment  invariants. 
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