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Abstract—Improved navigation and guidance system of 

Autonomous Underwater Vehicle (AUV) is a most important 

assignment for most researchers, specifically in difficult 

environments such as the ocean. In ocean environment, the AUV 

needs a reliable navigation and guidance system to navigate and 

guidance AUV in the desired path with high efficiency. The 

proposed method for improving navigation system of AUV is 

based on integrated MEMS smartphone sensors by the collected 

data from Doppler Velocity Log (DVL), depth, and compass 

sensors via Loosely Coupled Kalman Filter (KF). The Loosely 

Coupled KF is used to estimate and correct velocity and attitude 

errors of AUV navigation system by DVL, depth and compass 

measurements, respectively. The practice device of AUV is based 

on Ultrasonic sensors, microcontroller, depth, and digital circuit 

sensors. The ultrasonic sensor is used to detect boundaries in the 

route of AUV. The depth sensor is used to dive the AUV in the 

required depth. The microcontroller and digital circuit are usage 

to rule the motion and direction of AUV in the required path. The 

AUV is examined in a testbed at depth of 7 meters from water 

surface. There are three obstacles are placed in the direction of 

AUV to check its efficiency. During tests, the AUV is capable to 

reach the target place with high efficiency. After that, it returned 

back to the base station accordance to saved direction in its 

reminiscence with full effectiveness also.  

Index Terms—AUV, Smartphone MEMS Sensors, DVL, 

Ultrasonic sensor, Depth Sensor, Digital compass, 

Microcontroller and Testbed. 

I. INTRODUCTION

A reliable navigation and guidance system in ocean 

environment is very essential issue of most Autonomous 

Underwater Vehicles (AUVs) that required a particular 

path for Planning, guidance and autonomous navigation. 

In this paper, the AUV navigation system is primarily 

based on Micro-Electro-Mechanical System (MEMS) - 

Inertial Navigation (INS) of smartphone sensors [1]. 

Today, most updated smartphone units maintain various 

MEMS sensors such as accelerometers, gyroscopes, 

magnetometer, orientation, barometer, and so on that can 

be used in several applications. The MEMS 

accelerometers and gyroscopes sensors of the smartphone 

are shown in Fig. 1. 
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Fig. 1. Smartphone MEMS-INS sensors.

 

The MEMS smartphone sensors have many advantages. 

They can reduce cost, size and provide acceptable 

efficiency. The disadvantages of smartphones MEMS 

sensors are their errors increase over time

 

due to 

accelerometers and gyroscopes drifts. This paper aims to 

improve

 

the navigation system of AUV via integrated 

MEMS-INS smartphone sensors (3 accelerometers and 3 

gyroscopes) by Doppler Velocity Log. (DVL), deepness 

and circuit sensors. The DVL is used to limit velocity 

errors, whilst deepness and circuit sensors are necessity to 

decrease posture errors of AUV navigation system [2]. The 

data collected from MEMS-INS smartphone (3 

accelerometers and 3 gyroscopes), DVL, depth and 

compass sensors are integrated via Loosely Coupled 

Kalman Filter (FK). Loosely Coupled KF is used to 

estimate and correct velocity and attitude errors of AUV 

navigation system by DVL, depth and compass 

measurements, respectively. The guidance system of AUV 

is based on

 

ultrasonic sensor, microcontroller, depth sensor, 

and digital compass. The ultrasonic sensor is used to 

realize boundaries in the path of AUV. The depth sensor is 

used to dive the AUV in required depth. The Arduino 

microcontroller is used as guidance and control system. It 

is used to manage the movement and path of AUV to keep 

away from obstacles. The digital circuit is used to adjust 

the movement attitude of AUV in order it pass it in the 

required path [3], [4].  

 

II. OVERVIEW OF AUV

 

CONSTRUCTION

The block design of AUV system with its major 

subsystems is shown

 

in Fig.

 

2. It consists of three main 

subsystems as follows:
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• AUV Guidance System: The guidance system is used 

to instruct ASV to reach the goal position to enforce 

the required tasks. It also saves the path taken by the 

AUV in its memory. The return back of AUV to base 

station depends on the stored direction in its memory. 

• AUV Guidance System: The guidance system is used 

to guide ASV to reach the target position to implement 

the required tasks. It also saves the path taken by the 

AUV in its memory. The return back of AUV to base 

station depends on the stored path in its memory.      

• AUV Control System: The control system is used to 

control the movement and direction of AUV to avoid 

obstacles. 

 
Fig. 2.Block diagram of AUV system. 

A. AUV Navigation System  

The navigation system of AUV is shown in Fig. 3. The 

MEMS smartphone sensors (3 accelerometers and 3 

gyroscopes) are used to determine the velocity and attitude 

of AUV. It is integrated and fused with DVL, depth and 

compass sensors via Loosely Coupled Kalman Filter. The 

DVL system is used to correct velocity errors. While 

deepness and compass are usage to accutate attitude errors 

of AUV navigation system.   

 
Fig. 3. AUV navigation system. 

1) MEM-INS navigation system 

Normally, most MEMS-INS systems consist of three 

accelerometers and three gyroscopes to measure the 

accelerations (ax, ay, ay) and angular rates (p, q, r) around 

three axes (x, y, z), respectively. Today, most smartphones 

contain several MEMS sensors such as accelerometers, 

gyroscopes, Camera, temperature, magnetometer, 

orientation, barometer and so on which can be used in 

several applications such as autonomous navigation and 

guidance. [5]. 

2) Accelerometer 

Accelerometers are common MEMS devices. They 

measure the rate of accelerations (ax, ay, and az) on three 

axes (x, y, z), respectively. Most an accelerometer sensors 

consist of a seismic mass and support spring that made of 

silicon as shown in Fig. 4. 

 
Fig. 4. Accelerometer Sensor. 

The provided acceleration from an accelerometer is 

determined by Newton's Second Law as following Eq. (1). f = ma                                             (1) 

where f is the force, m is the mass, and a is the acceleration. 

Let �⃗⃗� ⃗⃗  (𝒕) �⃗⃗�  (𝒕) and �⃗⃗�  (𝒕) be the acceleration, velocity, and 

position vectors of the vehicle, respectively. The 

relationships between velocity, position, and acceleration 𝑎   (𝒕) are given by following Eq. (2). 

                          𝑣 ⃗⃗⃗  (𝑡) =∫ 𝑎 (𝑡)𝑑𝑡𝑡0     �⃗⃗� (𝑡) = ∫ 𝑣 (𝑡)𝑑𝑡𝑡0                                 (2) 

                        𝑥 (𝑡) =∫ ∫ 𝑎 (𝑡)𝑑𝑡 𝑑(𝑡)𝑡0𝑡0  

3) Gyroscopes 

The principle basics of Gyroscopes are somewhat 

similar to that of acceleration sensors. It is designed to 

measure the angular rates (r, q, and p) on three axes (x, y, 

and z). The gyroscopes are made of massive rotors called 

spin axes. They are fixed on rings called gimbals on three 

axes. These gimbals are designed to isolate the central 

rotor from any outside torques. When there are any 

rotations along the axis, this rotation will be detected and 

processed to measure the angular rate value on this axis. 

The principle basic of the gyroscope is shown in Fig. 5. 

 
Fig. 5. Gyroscope Sensor. 
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B. MEM Smartphone Navigation Equations 

MEMS smartphone sensors consist of three gyroscopes 

and three accelerometers to determine the angular rates (p, 

q, r) and accelerations (ax, ay, az), respectively [6]. The (p, 

q, r) and (ax, ay, az) are used to determine the attitude (ϕ, θ, 
ψ) and velocities (U, V, W) in Vehicle Coordinate System 

(VCS), respectively. The attitude is used to determine the 

Direction Cosine Matrix (DCM). DCM is usage to 

transform the velocities from VCS to Navigation 

Coordinates System (NCS) [7]. The relation between the 

derivative of the Euler angles and angular rates [8] is given 

by using Eq. (3). 

    [ϕ̇Ѳ̇ψ̇] = [1 sinϕtanѲ cosϕtanѲ0 cosϕ −sinϕ0 sinϕ/cosѲ cosϕ/cosѲ][pqr]         (3) 

By integration, the Eq. (3) gives attitude (𝜙, 𝜃, 𝜓) using 

the initial conditions of attitude at a given time. 

The accelerations of the vehicle along the three body 

axes are determined by MEMS smartphone accelerometers. 

If the acceleration due to gravity (𝑔) is supplied as a 

function of location around the earth [9], then �̇�, �̇�, and �̇� 

are given by Eq. (4).     𝑈 �̇̇��̇�=  𝑎𝑥 + 𝑟𝑉 − 𝑞𝑊 + 𝑔𝑠𝑖𝑛Ѳ                       =  𝑎𝑦 − 𝑟𝑈 + 𝑝𝑊 − 𝑔𝑐𝑜𝑠Ѳ𝑠𝑖𝑛𝜙       (4)= 𝑎𝑧 + 𝑞𝑈 − 𝑝𝑉 − 𝑔𝑐𝑜𝑠Ѳ𝑐𝑜𝑠𝜙                
By integration, the Eq. (4) gives velocities (U, V and W) 

in VCS body using the initial velocities. The DCM is usage 

to transform the velocities (U, V, W) from VCS body to 

velocities (𝑉𝑁, 𝑉𝐸, 𝑉𝐷) in North -East-Down (NED) body. 

It is given by using Eq. (5). 

DCM=  

[ 𝒄𝒐𝒔Ѳ𝒄𝒐𝒔𝝍 𝒄𝒐𝒔Ѳ𝒔𝒊𝒏𝝍 −𝒔𝒊𝒏Ѳ𝒔𝒊𝒏Ѳ𝒔𝒊𝒏𝝓𝒄𝒐𝒔𝝍 − 𝒔𝒊𝒏𝝍𝒄𝒐𝒔𝝓 𝒔𝒊𝒏𝝍𝒔𝒊𝒏Ѳ𝒔𝒊𝒏𝝓 + 𝒄𝒐𝒔𝝍𝒄𝒐𝒔𝝓 𝒔𝒊𝒏𝝓𝒄𝒐𝒔Ѳ 𝒔𝒊𝒏Ѳ𝒄𝒐𝒔𝝓𝒄𝒐𝒔𝝍 + 𝒔𝒊𝒏𝝍𝒔𝒊𝒏𝝓 𝒔𝒊𝒏𝝓𝒔𝒊𝒏Ѳ𝒄𝒐𝒔𝝓 − 𝒄𝒐𝒔𝝍𝒔𝒊𝒏Ѳ 𝒄𝒐𝒔𝝓𝒄𝒐𝒔Ѳ ] 

(5) 

The relationship among the velocities (U, V, W) in VCS 

frame and velocities (𝑉𝑁, 𝑉𝐸, 𝑉𝐷) in NED frame is given 

by Eq.(6). 

[𝑉𝑁𝑉𝐸𝑉𝑈]𝐼𝑁𝑆 = 𝐷𝐶𝑀𝑇 [𝑈𝑉𝑊]𝐼𝑁𝑆                    (6) 

The geodetic (latitude, longitude, altitude) frame is used 

as navigation frame. Let ⋋, µ and ɦ denote the latitude, 

longitude and altitude of the vehicle at any instant, 

respectively. The relationship between velocities (𝑉𝑁, 𝑉𝐸, 𝑉𝐷) in NED frame and geodetic frame can be expressed by 

Eq. (7). 

[⋋̇µ̇ɦ̇]INS = [  
  1Re 0 00 1Re cos⋋ 00 0 −1]  

    [VNVEVU]MEMS      (7) 

where Re is the radius of the earth. By integration, the Eq. 

(7) gives the position (⋋, µ, ɦ) in geodetic body the use of 

the initial situation of a position at a given time.  The block 

diagram of MEMS smartphone navigation equations is 

shown in Fig. 6.   

 
Fig. 6. Block diagram of MEMS navigation equations. 

The Fig. 7 shows the relationship between common 

references frames that used in navigation frames. They 

include Earth Central Earth Fixed (ECEF) frame, North -

East-Up (NEU) frame and geodetic (⋋, µ, ɦ) frame. 

 
Fig. 7. Relationship between references frames commonly used in inertial 

navigation. 

C. DVL Navigation System 

MEMS smartphone sensors (3 accelerometers and 3 

gyroscopes) have a good short-term accuracy and they 

provide a continuous navigation solution, but their errors 

are increasing over time. To avoid this disadvantage, the 

MEMS smartphone sensors are fused and integrated by 

DVL to reduce velocity errors of AUV. Most DVL has 4 

transducers as shown in Fig. 8. Only one transducer is used 

as an emitter and three remained transducers are usage to 

measurement velocities (U, V, and W) on three axes (x, y, 

and z), respectively [10]. 

 
Fig. 8. DVL fundamentals.   

The measured velocity by DVL is given by Eq.(8) 
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𝑉𝐷𝑉𝐿 = ∆𝑓 𝐶𝑠𝑜𝑢𝑛𝑑2 𝑓0  𝑐𝑜𝑠(𝜃𝑑𝑣𝑙  )               (8) 

where: Vdvl is the velocity of the vehicle along the axis, ∆f 
is the difference between transmitter frequencies and 

reflect frequency, f0 is transmitted frequency, fr is reflected 

frequency, csound is the speed of the sound in water, and Ɵdvl 

is the angle transmission between L1 and L2 level. The 

angle transmission angle between L1 and L2 is given by Eq. 

(9) and shown in Fig. 9.  tan(𝜃𝑑𝑣𝑙) =  𝐿2𝐿1                        (9) 

 

 
Fig. 9. Transmission angle between L1 and L2. 

1) DVL navigation equations 

The DVL measurements are used to reduce velocities 

errors of AUV navigation system. Therefore, the 

integration between MEMS smartphone and DVL is a Key 

step in reducing errors of navigation system [11], [12]. 

Before integrated MEMS smartphone sensors with DVL, 

the MEMS smartphone sensors and DVL must be located 

at the same level on the body of ASV as shown in figure 

10. In this case, the same DCM can be used to convert the 

determined velocities by MEMS smartphone and DVL 

from VCS to NCS frame.   

 
Fig. 10.  MEMS and DVL levels relative to the ASV body. 

The converted velocities of DVL form VCS frame to 

velocities (𝑉𝑁, 𝑉𝐸, 𝑉𝑈) in NED frame are given by Eq. (10). 

[VNVEVU]DVL =  DCMT  [UVW]DVL          (10) 

The relationship between velocities (𝑉𝑁, 𝑉𝐸, 𝑉𝐷) in NED 

frame and velocities (⋋̇, µ̇, ɦ̇) in the geodetic frame is given 

by Eq. (11). 

[⋋̇µ̇ɦ̇]𝐷𝑉𝐿 = [  
  1Re 0 00 1Re cos⋋ 00 0 −1]  

    [VNVEVU]𝐷𝑉𝐿        (11) 

 

By integration, the Eq. (11) shows the geodetic frame 

location using initial position state at a given time. 

D. Determined Attitude Equations 

A determined attitude (𝜙, Ѳ, 𝜓) by MEMS smartphone 

(Eq. (3)) is used to create DCM matrix that using to 

convert velocities of MEMS and DVL from VCS to NCS. 

But this attitude has errors increase with time due to the 

gyroscope drifts [13]. [14].So the attitude errors in our 

proposed method are corrected by depth (z) and compass 

(ψ) measurements. The Depth sensor measures the depth 
(z) of the vehicle from the surface using pressure 

transducer [15], [16]. The depth (z) value can measure by 

the Eq. (12).   

Z =    𝑃𝑎−𝑃0𝑃𝑔                   (12) 

where z is the depth value with meter (m), P0 is the 

pressure at current depth point, Pa is the atmospheric 

pressure at the surface, ρ=1030kg/m3 is the water density, 

and 𝑔=9.8 m/s is the gravity. The derivative of quaternions 

(�̇�0, �̇�1, �̇�2, �̇�3) and angular rates (p, q, r) is given by Eq. 

(13). 

( q0q1q2q3 ) =  
( 
  0 p 2⁄ q 2⁄ r 2⁄p 2⁄ 0 r 2⁄ −q 2⁄q 2⁄ −r 2⁄ 0 q 2⁄r 2⁄ q 2⁄ −p 2⁄ 0    

) 
   =  ( q0q1q2q3 ) (13) 

The relationship between the changed in z and (q) 

quaternions is given by Eq. (14).   𝑍 = 2(𝑞1 𝑞3  − 𝑞0 𝑞2  )𝑈 + 2(𝑞0 𝑞1  − 𝑞2 𝑞3  )𝑉+ (𝑞02 − 𝑞12− 𝑞2+ 2 𝑞32 )𝑊                           (14) 
where U, V and W are the speeds calculated from the DVL. 

The attitude estimated by quaternions method, is given by 

Eq. (15). 

 ∅ = atan2(2(q0 q1  + q2 q3  ) , 1 − 2(q12 + q22))    θ = arc sin 2  (q0 q2  − q3 q1  )                                   (15) ∅ = a tan2(2(q0 q3  + q1 q23  ) , 1 − 2(q22 + q32) )   
 

The partial derivatives of �̇� with respect to the 

quaternions, is given by Eq. (16). 𝜕�́�𝜕𝑞0 =  −2 𝑞2 𝑉 + 2𝑞1 𝑉 + 2𝑞0 𝑊 

 𝜕�́�𝜕𝑞1 = −2 𝑞3 𝑈 + 2𝑞0 𝑉 + 2𝑞1 𝑊 

 

             
𝜕�́�𝜕𝑞2 = −2 𝑞0 𝑈 + 2𝑞3 𝑉 + 2𝑞2 𝑊              (16) 

 𝜕�́�𝜕𝑞3 =  −2 𝑞1 𝑈 + 2𝑞2 𝑉 + 2𝑞3 𝑊 

The simplified of Eq. (14) is given by Eq. (17). 
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Ź =  − sinθ. U + sin ∅cosθ . V + cos∅ cosθ .W (17)̇  

From Eq. (17), only the angle of roll (𝜙) and pitch (Ѳ) 

can be corrected by deepness (z). So to fix the yaw angle 

(𝜓) the compass is used. The compass is among the oldest 

navigation devices that ship commanders, pilots and 

explorers are still using widely [17]. A compass consists 

of two sensors to calculate the Earth's magnetic field 

change on two axes (X, Y) relative to the North Pole as 

shown in figure 11. 

 
Fig. 11. Principle basic of compass sensor. 

If BX and BY are adjustments made in the magnetic 

domain on the X and Y axes, respectively, then the 

compass angle will give by Eq. (18).  𝜑𝑐𝑜𝑚𝑝𝑎𝑠𝑠 = 𝑎𝑟𝑐𝑡𝑎𝑛 ( 𝐵𝑌𝐵𝑋)                    (18) 
E. Kalman Filter 

The Kalman filter (KF) is a calculation algorithm that 

recursively works based on the basis of initial estimates 

and prior knowledge. The Kalman filter assumes that the 

dynamics of the navigation system are discrete in time. It 

comes as a result of two stages, the stage of prediction 

stage and the stage of updating [18]. 

Based on values obtained from the prior period (k-1), 

the state vector (𝑥k) and the error co-variance matrix (Pk) 

of the present period (k) are estimated prediction phase. 

This relation is given by Eq. (19). 𝑥𝑘− = 𝑓(𝑘, 𝑥𝑘−1+ )                       (19) 

where 𝑓(𝑘, 𝑥) is the integral of dynamics matrix .The error 

covariance matrix (Pk) is given by Eq. (20): 𝑃𝑘− = 𝐹𝑘−1𝑃𝑘−1𝐹𝑘−1𝑇 + 𝑄𝑘                    (20)  
where Fk denotes the system dynamics matrix and Qk is a 

spectral density matrix. 

In the update stage, Kalman gains (KK) that is given 

by Eq. (21): 𝐾𝑘 = 𝑃𝑘−𝐻𝑘𝑇(𝐻𝑘𝑃𝑘−𝐻𝑘𝑇 + 𝑅𝑘)−1                    (21)  

where HK is an observation matrix and Rk is matrix for 

noise calculation. The state vector (𝑥k) will be modified 

with the following Eq. (22): 𝑥𝑘+  = 𝑥𝑘− + 𝐾𝑘𝑧𝑘 − ℎ(𝑘, 𝑥𝑥−)                   (22) 

where zk is the vector of measure and ℎ(𝑘, 𝑥) is an integral 

matrix of observation (HK). The error covariance matrix is 

then updated using the following Eq. (23): 

𝑃𝑘+ = 𝑃𝑘− − 𝐾𝑘𝐻𝑘𝑃𝑘−                (23) 

Previous knowledge such as matrix of transition (ɸk), 

noise covariance matrix (Qk), observation matrix (Hk), 

shaping matrix (Gk), and measuring noise matrix (Rk) must 

be calculated prior to the beginning of the test. Taylor's 

series expansion may be used to expand the transition 

matrix(Φ𝑘). It is given by Eq. (24): 𝛷𝑘 = 𝑒𝑥𝑝(𝐹𝑘−1 𝒯𝑖  )  ≈ 𝐼 + 𝐹𝒯𝑖                 (24)  

where I is identity matrix and 𝒯𝑖  is time variable. The noise 

matrix (QK) is given by Eq. (25): 𝑄𝑘 = 𝑑𝑖𝑎𝑔(𝑛𝑟𝑔2 𝐼3𝑛𝑟𝑎2 𝐼303𝑛𝑏𝑎𝑑2 𝐼3𝑛𝑏𝑑𝑔2 𝐼3)т𝑖   (25) 

where I3 is an identity matrix (3 x 3), 𝑛𝑟𝑔2  is the angular 

rate error Power Spectrum Density (PSD), 𝑛𝑟𝑎 2  is the PSD 

of speed error, 𝑛𝑏𝑎𝑑2  is the accelerometer bias instability 

PSD, and 𝑛𝑏𝑔𝑑2  is the gyroscope bias instability PSD.The 

observation matrix (Hk) is given by Eq. (26):                      𝐻𝑘 = (0303 03−𝐼3−𝐼303 03030303)𝑘                         (26) 

where 03 is a (3 x 3) Zero matrix. The shaping matrix (Gk) 

is given by Eq. (27): 𝐺𝑘 = ( 𝐶𝑏𝑛0309𝑥3
03𝐶𝑏𝑛09𝑥3)                                  (27) 

where 𝐶𝑏𝑛 is rotating matrix, that converts errors of the INS 

frame (𝑏) to navigation frame (𝑛).  

The central measurement noise square (𝑣𝑘) is the noise 

control matrix (Rk). It is given by Eq. (28): 𝑅𝑘 = 𝐸 (𝑣𝑘𝑣𝑘𝑇)                                 (28) 

The error of the state variable and measurement 

function is determined in the concept of state-space. The 

dynamic system (�̇�𝑘) of the KF model is given by Eq. (29): �̇�𝑘 = 𝑓(𝑥𝑘  ) + 𝐺𝑘𝑤𝑘                        (29) 

where 𝑤𝑘    is process noise of MEMS smartphone sensors. 

The measurement vector(𝑧𝑘) of the KF model is given by 

Eq. (30): 𝑧𝑘 = (𝑃𝑖𝑛𝑠𝑛  − 𝑃𝑑𝑣𝑙𝑛𝑉𝑖𝑛𝑠𝑛 − 𝑉𝑑𝑣𝑙𝑛 )                                (30) 

where 𝑝𝑛 and 𝑣𝑛 are position and velocity of respectively in 

the navigation frame. 

F. MEMS /DVL/Depth/Compass Integrated System of 

AUV 

The navigation model of AUV is designed with Matlab 

and Simulink as shown in Fig. 12. It consists of two stages.  

The first stage consists of collection and fusion data 

measurements from smartphone MEMS, DVL, Depth and 

compass sensors. The second stage consists of integrated 

MEMS smartphone with DVL, depth and compass via 

Loosely Coupled Kalman [19], [20].    

The state vectors (ϕ, Ɵ, ψ) MEMS that determined by 

MEMS smartphone navigation equation (Eq. (3)) are 
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integrated by state vectors (ϕ, Ɵ, ψ ) MEMS that 

determined by depth and compass equations (Eq. (17) & 

Eq. (18)) via Loosely Coupled KF to estimate and correct 

attitude errors. 

 In the same time, the state vectors (⋋, µ, ɦ) MEMS that 

determined by MEMS smartphone navigation equation 

(Eq. (7)) are integrated by state vectors (⋋, µ, ɦ) DVL that 

determined by DVL navigation equation (Eq. (11)) via 

Loosely Coupled KF to estimate and correct velocity 

errors. 

 
Fig. 12. Software model of MEMS/DVL/Depth/Compass Loosely 

Coupled KF. 

III. GUIDANCE & CONTROL SYSTEM OF AUV 

The core aspects of the command and direction system 

are a microcontroller, ultrasonic, depth, and, digital 

compass sensors. They are used to control the movement 

and direction of AUV to avoid obstacles and guide AUV 

in the desired path.   

A. Control System of AUV 

The control system of AUV consists of the following 

parts: 

1) Arduino microcontroller   

The Arduino Uno is a microcontroller system built on 

the ATmega328 chip as shown in Fig. 13. 

 
Fig. 13. Arduino microcontroller. 

It is a programmable open source tool designing 

interactive works [21]. It has several advantages as 

follows:- 

• It can power AUV engines, LEDs, sensors and other 

items. 

• It is a computer system of smaller size that requires low 

power with high precision, and to most Unmanned 

Vehicles (UVs) it is a suitable processing platform. 

• It comprises of a microchip of read-write capacities on 

a computer chip, memory, inputs, and outputs. 

Arduino microcontroller is used as a control and 

guidance system. It is used to process the measured data of 

sensors to control the movement and direction of ASV. 

The data sheet of the Arduino microcontroller is given in 

Table I. 

TABLE I: ARDUINO MICROCONTROLLER DATA SHEET 

Microcontroller ATmega328 

Operating Voltage 5V 

Input Voltage (recommended) 7-9V 

Output Voltage (recommended) 6-20V 

Digital I/O Pins 14(of which 6 provide PWM output) 

Analog Input Pins 6 

DC Current per I/O Pin 40 mA 

DC Current for 3.3V Pin 50 mA 

Flash Memory 32 KB (ATmega328) 

(0.5 KB used by boot loader) 

SRAM 2 KB (ATmegs328) 

EEPROM 1 KB (ATmegs328) 

Clock Speed 16 MHZ 

 

2) Accelerate and command direction of AUV  

The process for controlling AUV rate is the Pulse Width 

Modulation (PWM) method [22]. The PWM produces a 

rectangular pulse wave which results in variation of the y 

(t) average waveform value as shown in Fig. 14. The 

average value of y (t) waveform is given by Eq. (31).    �̅� =  1𝑇 ∫ 𝑦(𝑡)𝑇
0 𝑑𝑡                          (31) 
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where: �̅�  is the average value of y (t) waveform, T is 
periodic time. 

 
Fig. 14. Pulse waveform. 

y (t) is a rectangular pulse wave. It is given by Eq. (32). y(t) =  (𝑦𝑚𝑎𝑥 , 𝑓 𝑜𝑟 0 <  𝑡 <  𝐷 ∗  𝑇𝑦𝑚𝑖𝑛 , 𝑓 𝑜𝑟 𝐷 ∗  𝑇 <  𝑡 <  𝑇)    (32) 

where: 𝑦𝑚𝑎𝑥  is the maximum value of the waveform, 𝑦𝑚𝑖𝑛 

is the wave form lowest possible value D is the work 

period.  The mean value of the pulse waveform is 

presented by Eq. (33). �̅� =  1𝑇 (D ∗  T ∗  𝑦𝑚𝑎𝑥  +  T ∗ 𝑦𝑚𝑖𝑛(1 −  D))     (33) 
If 𝑦𝑚𝑎𝑥 = 0 and 𝑦𝑚𝑖𝑛 = 1, then Eq. (34) gives the average 

value.    �̅� =  D                                      (34) 

Fig. 15 shows examples of the median value for varying 

D. 

 
Fig. 15. Waveform for different values of D. 

3) The sensors ultrasonic 

An ultrasonic sensor concept is comparable to the radar 

and sonar concept. It usually consists of the sensor 

transmitter and the sensor receiver [23]. The sender sensor 

sends sound waves of high frequency and by its receiver 

sensor measures the reflected echo from the obstruction. 

As shown in figure 16, the time interval between sending 

and receiving signal will be used to evaluate the distance 

between the obstacle and the AUV.   

In several other implementations, this technique could 

be used to measure a speed, distance, detect and avoid 

obstacles.   

 
Fig. 16. Principle of parallax PING ultrasonic sensor. 

Many Ultrasonic sensors have a burst pulse frequency 

(fburst) of around 40 kHz. And Eq. (35) gives the length of 

the sound wave. 

λ =   𝐶𝑠   𝑓𝑏𝑢𝑟𝑠𝑡⁄                       (35) 

In which Cs is sound velocity and fburst would be the 

ultrasonic burst pulse frequency. Eq. (36) gives the 

wavelength (λ). 

λ =   343.85 𝑚  𝑠⁄40000 𝐻𝑧    = 8.5 𝑚𝑚                (36) 

The Ultrasonic sensor will also discern barriers that are 

greater than 8.5 mm in wave length. Once an ultrasonic 

sensor detects impacts with any barrier in the AUV 

direction, the echo of this barrier will reflect back to the 

ultrasonic sensor receiver. Which indicates, across AUV 

direction there is a barrier. A time discrepancy between 

both the signals received and the signals transmitted is 

being used to evaluate the range (d) between both the ASV 

and the barrier as follows Eq. (37). 𝑑 = (𝑇 ∗  𝐶𝑠  ) 2⁄                            (37) 

where: d is the measured distance in cm, T is a time in µsec. 

The control system of AUV is shown in Fig. 17. 

 

Fig. 17. Control system of AUV.
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B. GUIDANCE Algorithmic of AUV 

In dangerous and disastrous environments, the AUV is 

preprogrammed to dive and sail from Base station (BP) to 

Target position (TP) to execute the required tasks 

efficiently and return back without any external control 

from base station [24]. [25].So there are necessary 

parameters to be obtains. These parameters include, the 

current position (CP) of AUV, the target position (TP), the 

angle (Ɵc) between the CP of AUV and North pole,   the 

distance (d) and direction angle (Ɵd) between CP of AUV 

and TP, and  the movement angle (Ɵm) between CP of AUV 

and TP. The AUV is designed according to the following:- 

• Send AUV from the base station to goal position to 

perform multiple tasks like surveillance, rescue and 

tracking. Instantaneously, the direction taken by AUV 

is stored in AUV memory. 

• After implementing the tasks, AUV returns back to 

base station according to the stored path in its memory. 

1) AUV Sending of Base Station (BP) to Target (TP) 

A simple model for sending the AUV from BP to TP, in 

addition to the necessary parameters, is represented in Fig. 

18. 

 
Fig. 18. Flowchart of sending and storing path. 

The sending steps are followed: 

• Diving AUV to required depth of target position. 

• Using compass sensor to determine the angle (Ɵc) 

between the present AUV (CP) location of AUV and 

North Pole location. 

• The angle of direction (θd) between the current location 

of AUV (𝐶𝑃𝑙𝑎𝑡,𝐶𝑃𝑙𝑜𝑛) and target position (𝑇𝑃𝑙𝑎𝑡 ,𝑇𝑃𝑙𝑜𝑛) 

is given by Eq. (38). .Ɵ𝑑 = 𝑎 𝑡𝑎𝑛2 (𝑋, 𝑌)                           (38) 

where 
                      X = cos(TPlat) ∗  sin(TPlon −  CPlon) 
Y = cos(CPlat) ∗ sin(𝑇𝑃𝑙𝑎𝑡) −  sin(𝐶𝑃𝑙𝑎𝑡) ∗ cos ( 𝑇𝑃𝑙𝑎𝑡 ) ∗ cos(𝑇𝑃𝑙𝑜𝑛 −𝐶𝑃𝑙𝑜𝑛) 

• The movement angle (Ɵm) between CP of AUV and 
TP is determined by Eq. (39). .Ɵ𝑚 = Ɵ𝑐 − Ɵ𝑑                                     (39) 

where: θc is the north angle between both present AUV 
location and the North Pole location, θd is the angle of 

direction between the actual AUV location and the goal 

location, and movement angle (Ɵm) is used to rotate ASV 

to the right direction. 

• The distance (d) between target position (TP) and 

current position (CP) of AUV is determined by 

Haverise formula [26] as the following Eq. (40).   d = 2𝑅𝑒 ∗ 𝑎𝑟𝑐 sin(√𝑠𝑖𝑛2(𝑇𝑃𝑙𝑎𝑡 − 𝐶𝑃𝑙𝑎𝑡 2⁄ ))+ √cos(TPlat) ∗ cos(CPlat) ∗ 𝑠𝑖𝑛2(𝑇𝑃𝑙𝑜𝑛 − 𝐶𝑃𝑙𝑜𝑛 2⁄ ) (40) 

 

where: d is the distance between the target location and the 

current location of AUV, and Re is earth’s radius= 
6.317km.  

The sending and storing path flowchart of AUV is 

shown in Fig. 19. 

 
Fig. 19. Flowchart of sending AUV and path storing. 

2) Return AUV Back from Target (TP) to Base Station 

(BP)  

A simplified diagram of return AUV back from TP to BP, 

in addition to the necessary parameters, is represented in 

Fig. 20.  

 
Fig. 20. Flowchart of return AUV back path. 
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It the return AUV steps are followed:- 
• A compass sensor is using to measure the angle (Ɵc) 

between Target position (TP =  𝑪𝑃𝑛  ) and North Pole. 

• Reading next position (𝑪𝑃𝑛−1) from memory of AUV. 

• The direction angle (θd) between the current position  

of AUV (𝑪𝑃𝑛𝑙𝑎𝑡  , 𝑪𝑷𝒏𝒍𝒐𝒏 )  and  the next  position 

(𝑪𝑃𝑛𝑙𝑎𝑡−1 , 𝑪𝑷𝒏𝒍𝒐𝒏−𝟏)  from the AUV memory  gives by 

Eq. (41). .Ɵ𝑑 = 𝑎 𝑡𝑎𝑛2 (𝑋, 𝑌)                  (41) 

where 
                      X = cos(CPnlat−1) ∗  sin(CPnlon−1 −  CPnlon) 

 
Y = cos(CPnlat−1) ∗ sin(CPnlat−1) −  sin(CPnlat) ∗ cos ( CPnlat−1) ∗

 cos(CPnlon−1 − CPnlon) 

 

• The movement angle ( Ɵ m) can be calculated by 

following Eq. (42). .Ɵ𝑚 = Ɵ𝑑 − Ɵ𝑐                       (42) 

where: θc is the angle between the target position of AUV 

and the North Pole, θd is the direction angle between the 

target position of AUV and the next position in memory of 

AUV. 

• Haverise equation calculates the (d) among target 

location ( 𝑪𝑃𝑛𝑙𝑎𝑡   , 𝑪𝑷𝒏𝒍𝒐𝒏 ) and next location 

(𝑪𝑃𝑛𝑙𝑎𝑡−1 ,𝑪𝑷𝒏𝒍𝒐𝒏−𝟏) from AUV memory. The Haverise 

formula is given by Eq. (43). 
 d = 2𝑅𝑒 ∗ 𝑎𝑟𝑐 sin(√𝑠𝑖𝑛2(𝐶𝑃𝑛𝑙𝑎𝑡−1 − 𝐶𝑃𝑛𝑙𝑎𝑡 2⁄ ))                                                                                                                              + √cos(𝐶𝑃𝑛𝑙𝑎𝑡−1) ∗ cos(𝐶𝑃𝑛𝑙𝑎𝑡) ∗ 𝑠𝑖𝑛2(𝑃𝐶𝑃𝑛𝑙𝑜𝑛−1 − 𝐶𝑃𝑛𝑙𝑜𝑛 2⁄ )                                                           (43) 
  
where: d is the distance between the target location and the 

next location from memory, and Re is earth’s 
radius=6.317km. 

The Returned AUV flowchart is shown in Fig. 21. 

 
Fig. 21. Flowchart of returning AUV. 

IV. EXPERIMENTAL WORKS 

The designed AUV used in the following tests is shown 

in Fig. 22 (a). Its details of the overall system are shown in 

Fig. 22 (b). 

 

 
Fig. 22. Designed AUV and system details. 

The efficiency of AUV has been tested at depth of 7 

meters from water surface in testbed. The testbed is shown 

in Fig. 23. 

 

 

Fig. 23. Testbed. 

A. Test 1: Sending AUV to Target Located at Depth of 7 
Meters from Water Surface 

In this test, the target (TP) is located at depth of 7 meters 

from water surface. After that, the AUV sent automatically 

from the Base station (BP) on water surface to the target 

position (TP) to test its efficiency. In the same time, the 

path taken by the AUV is stored in AUV memory. This 

path is plotted with the Matlab program as shown in Fig. 

24. 
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Fig. 24. The path taken by AUV to reach the target located surface. 

In test1, the estimated errors of latitude, longitude, and 

altitude relative to ideal path are shown in Fig. 25. 

 

 

 
Fig. 25. Estimated errors of latitude, longitude, and altitude relative to 

ideal path. 

From test1, the maximum estimated errors of latitude, 

longitude, altitude, and position relative to ideal path are 

shown in Table II. 

TABLE II: MAXIMUM ERRORS OF LATITUDE, LONGITUDE, ALTITUDE 

AND POSITION RELATIVE TO IDEAL PATH 

 Maximum Errors (m) 

Latitude 0.4975 

longitude 0.52741 

Altitude 0.3672 

Position 0.61234 

B. Test2: Placing Three Obstacles in Path of AUV 

Throughout this study, the AUV route comprises three 

barriers. After that The AUV sent automatically from the 

Base station (BP) on water surface to Target position (TP) 

to test its efficiency. In the same time, the path taken by 

the AUV is stored in AUV memory. This path is plotted 

with the Matlab program as shown in Fig. 26 
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Fig. 26. The path taken by AUV to reach the target with three obstacles. 

In test2, the estimated errors of latitude, longitude, and 

altitude relative to ideal path are shown in Fig. 27. 

 

 
Fig. 27. Estimated errors of latitude, longitude, and altitude relative to 

ideal path. 

From Fig. 27, the maximum estimated errors of latitude, 

longitude, and location through GPS blackouts are shown 

in Table III. 

TABLE III:  MAXIMUM ERRORS OF LATITUDE, LONGITUDE, ALTITUDE 

AND POSITION RELATIVE TO IDEAL PATH 

 Maximum Errors (m) 

Latitude 0.6321 

longitude 0.78341 

Altitude 0.3214 

Position 0.81235 

C. Test3: Returning AUV Back to Base Station 
According to the Memory Stored Route  

In this test, changed obstacle 1 location and obstacle 

2 location. After that the AUV return back from target 

location to base station according to the route saved into 

its memory. The return path taken by AUV is plotted with 

the Matlab program as shown as shown in Fig. 28. 

 

 

 

 

Fig. 28. Return path taken by AUV according to Stored Path in its 

Memory. 
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From test3, the calculated errors of latitude, longitude, 

and altitude relative to ideal path are shown in Fig. 29. 

 

Fig. 29. Estimated errors of latitude, longitude, and altitude relative to 

ideal path. 

From Fig. 29, the maximum estimated errors of latitude, 

longitude, and are shown in Table IV. 

TABLE IV:  MAXIMUM ERRORS OF LATITUDE, LONGITUDE, ALTITUDE 

AND POSITION RELATIVE TO IDEAL PATH 

 Maximum Errors (m) 

Latitude 0.5143 

longitude 0.698321 

Altitude 0.376432 

Position 0.71563 

 

During test3, although there are changing in the 

locations of obstacle 1 and obstacle2, the AUV could be 

returning to base station with highly efficient. 

V.   CONCLUSION 

Our proposed method to improve a navigation and 

guidance system of AUV is able to provide a reliable 

navigation and guidance solution of AUV. The AUV is 

able to reach the target location with high efficiency. After 

that, the ASV is able to re-turn to the base station 

according to the stored route from its memory with highly 

efficient also. In addition, our proposed navigation and 

guidance method can reduce cost and provide a suitable 

size for most AUVs. Finally, it is a useful platform to 

develop new future skills and implement more difficult 

tasks. 
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