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Abstract 
 

In this paper, a new algorithm is developed for 
recovering the large disocclusion regions in depth 
image based rendering (DIBR) systems on 3DTV. For 
the DIBR systems, undesirable artifacts occur in the 
disocclusion regions by using the conventional view 
synthesis techniques especially with large baseline. 
Three techniques are proposed to improve the view 
synthesis results. The first is the preprocessing of the 
depth image by using the bilateral filter, which helps 
to sharpen the discontinuous depth changes as well as 
to smooth the neighboring depth of similar color, thus 
restraining noises from appearing on the warped 
images. Secondly, on the warped image of a new 
viewpoint, we fill the disocclusion regions on the depth 
image with the background depth levels to preserve 
the depth structure. For the color image, we propose 
the depth-guided exemplar-based image inpainting 
that combines the structural strengths of the color 
gradient to preserve the image structure in the 
restored regions. Finally, a trilateral filter, which 
simultaneous combines the spatial location, the color 
intensity, and the depth information to determine the 
weighting, is applied to enhance the image synthesis 
results. Experimental results are shown to 
demonstrate the superior performance of the proposed 
novel view synthesis algorithm compared to the 
traditional methods.  
 
1. Introduction 

The 3DTV display [1] provides the observer with 
realistic 3D viewing experience. Conventional 
stereoscopic displays deliver two video streams for left 
and right eyes, respectively, and the parallax generates 
the sense of depth. More recently, the autostereoscopic 
display extends the content to wider baseline and more 
viewpoints, up to 21 distinct views. To simultaneously 
deliver so many video streams requires extremely 
large bandwidth. A more compact format, video plus 

depth, uses a single stream and the corresponding 
depth map, and the device-independent format enables 
to synthesize multiple views in real-time.  

For the new view synthesis, the DIBR systems 
[2][3] established a framework that consists of the 
following three steps: preprocessing of the depth 
image, image warping, and hole filling. The first step 
can shrink the holes after image warping. The second 
step computes the displacement from the depth and 
warps the image to the new viewpoint. The last step is 
to restore the holes, i.e. the disocclusion regions. 
Based on this framework, related techniques can be 
divided into two approaches. The first approach is the 
pre-filtering of the depth image, such as average 
filtering, Gaussian filtering [3], and asymmetric 
filtering [4], to eliminate or reduce the holes. This 
approach has the advantage of simple implementation, 
efficiency, and smooth synthesized image. However, 
the over-smoothing of the depth image usually leads to 
unrealistic sense of depth, especially for the 
disocclusion region for the boundary with sharp depth 

 

    

    
(a)                (b)                  (c) 

Figure 1. Illustrations of the proposed method compared 
with previous methods. (a) DIBR. (b) image inpainting; 
(c) our solution. 
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Note that we denote the normalized depth value in 
range of [0,1]. For all of our experiments shown in this 
paper, we applied the trilateral filter with a 7 7×  
window size and the parameter setting 
( ),1.0 0.25, 0.15s c dσ σ σ= = = . 
 
4. Experimental Results 

For subjective assessment of the novel view 
synthesis, we compare the proposed algorithm with the 
conventional DIBR [3] and fast image inpainting [10] 
and show the results in Figure 1 and 6. Figure 5 gives 
the result by applying the proposed algorithm to the 
image associated with the depth map obtained by 
stereo matching algorithm. For quantitative analysis, 
we used the stereo image shown in Figure 6 to 
calculate the PSNR of the synthesized images, as 
shown in Table 1. 

 
Table 1. The PSNR of the restored synthesized image as 
shown in Figure 6. 

Method DIBR [3] Inpainting 
[10] 

Before tri-
filtering 

Trilateral 
filtering 

PSNR 29.2869 29.0043 29.1884 29.7571 
 
4. Conclusions 

 
In this paper, we presented an improved solution 

for novel view synthesis of large baseline based on 
DIBR systems for 3DTV. Three main techniques, i.e. 
the bilateral filtering for the preprocessing of the depth 
image, the depth-guided color image inpainting, and 
the trilateral filtering, were developed to improve the 
quality of the synthesized image from a new viewpoint.  
The experimental results for both objective and 
subjective assessment demonstrate the superior 

performance of the proposed algorithm compared to 
the previous methods. 
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(a) (b)
(c) 

                                                                      

(d) (e)
(f)               

Figure 6. The synthesized novel views for objective comparisons. 
(a) Input left image, (b) input depth image, (c) the warped image 
of a new view, and the final synthesized images by (d) DIBR 
interpolation, (e) image inpainting, and (f) the proposed method. 

(a) (b) 

(c) (d) 
Figure 5. The proposed method applied to the depth image 
obtained by stereo matching. (a) The color image. (b) The 
depth image. (c) The disocclusion regions from the new 
viewpoint. (d) The final result. 
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