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Improved quantitative description of Auger recombination in crystalline silicon
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An accurate quantitative description of the Auger recombination rate in silicon as a function of the dopant

density and the carrier injection level is important to understand the physics of this fundamental mechanism and to

predict the physical limits to the performance of silicon based devices. Technological progress has permitted a near

suppression of competing recombination mechanisms, both in the bulk of the silicon crystal and at the surfaces.

This, coupled with advanced characterization techniques, has led to an improved determination of the Auger

recombination rate, which is lower than previously thought. In this contribution we present a systematic study of

the injection-dependent carrier recombination for a broad range of dopant concentrations of high-purity n-type

and p-type silicon wafers passivated with state-of-the-art dielectric layers of aluminum oxide or silicon nitride.

Based on these measurements, we develop a general parametrization for intrinsic recombination in crystalline

silicon at 300 K consistent with the theory of Coulomb-enhanced Auger and radiative recombination. Based on

this improved description we are able to analyze physical aspects of the Auger recombination mechanism such

as the Coulomb enhancement.

DOI: 10.1103/PhysRevB.86.165202 PACS number(s): 72.20.Jv, 81.65.Rv, 79.20.Fv

I. INTRODUCTION

Band-to-band Auger recombination processes are a gener-

alization of the atomic Auger effect: An electron recombines

with a hole and the excess energy is transferred to another free

charge carrier. With improved device technology, i.e., surface

passivation, Auger recombination has become increasingly

important for the performance of silicon devices, e.g., bipolar

transistors1,2 or silicon solar cells.3,4 Since Auger recombi-

nation is an intrinsic property of silicon, it ultimately limits

device performance, unlike defect recombination, which can

be reduced by avoiding defects. While the carrier lifetime in

lowly doped silicon is mainly affected by the Auger mech-

anism under high-injection conditions,5 the carrier lifetime

in highly doped silicon is also affected under low-injection

conditions.1,6

The excess energy of the Auger recombination processes is

either transferred to another electron (“eeh” process) or hole

(“ehh” process). Traditionally, the charge carriers involved

in these purely collisional Auger processes are assumed

to be noninteracting quasifree particles.7–9 As a result, the

recombination rates of both processes, Reeh and Rehh, are

proportional to the involved carrier densities: Reeh = Cnn
2p

and Rehh = Cpnp
2, where n and p are the electron and

hole densities, and Cn and Cp are the respective Auger

coefficients. The total Auger recombination rate RAuger is then

the sum of Reeh and Rehh. From this traditional Auger theory,

the Auger lifetimes can be approximated for high-injection

conditions to

τAuger,hi =
1

(Cn + Cp)�n2
=

1

Ca�n2
, (1)

and for low-injection conditions to

τAuger,li =
1

CnN
2
dop

for n-type silicon, and (2)

τAuger,li =
1

CpN
2
dop

for p-type silicon, (3)

where �n = n − n0 = p − p0 is the excess carrier density, n0

and p0 are the thermal equilibrium concentrations of electrons

and holes, Ndop is the net dopant concentration, and Ca ≡ Cn +

Cp is the ambipolar Auger coefficient. Thus, in high-injection

conditions τAuger is only a function of �n, while under

low-injection conditions it depends only on Ndop. The most

cited values of the Auger coefficients are those of Dziewior

and Schmid10 with Cn = 2.8 × 10−31 cm6 s−1 and Cp = 9.9 ×

10−32 cm6 s−1. Sinton and Swanson accurately measured Ca

in the �n range between 1015 and 2 × 1017 cm−3, which was

found to be 1.66 × 10−30 cm6 s−1 and thus about four times

higher than the sum of Cn and Cp.11

This traditional Auger theory is in good agreement

with measured lifetimes of highly doped silicon (Ndop >

5 × 1018 cm−3). For lower dopant concentrations, however,

the predicted lifetimes significantly exceed the measured

lifetimes.10 Hangleiter and Häcker attributed this deviation to

Coulomb interactions of mobile charge carriers, by applying

a quantum-mechanical theory to lowly injected silicon.12

According to this theory, the correlated charge carriers form

bound states (i.e., excitons) and scattering states. Due to the

formation of excitons, the electron density in the vicinity of

a hole is increased, which consequently increases the Auger

recombination probability. At high majority carrier densities
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the exciton formation can be described by a Mott transition: For

majority carrier densities above the excitonic Mott density (for

silicon approximately 1 × 1018 cm−3 at 300 K)6 the exciton

formation is strongly suppressed due to screening of the

electron-hole interaction. Thus, this Coulomb-enhanced Auger

recombination (CE-AR) converges to the traditional Auger

recombination of noninteracting charge carriers. To account

for CE-AR, the Auger coefficients Cn and Cp are multiplied

with the enhancement factors geeh and gehh, respectively.12

Based on lifetime measurements Altermatt et al. proposed an

empirical parametrization of geeh and gehh for low-injection

conditions:6

geeh(n,T )

= 1 + [gmax ,n(T ) − 1]

{

1 − tanh

[(

n

N0,eeh

)0.34]}

, (4)

gehh(p,T )

= 1 + [gmax ,p(T ) − 1]

{

1 − tanh

[(

p

N0,ehh

)0.29]}

, (5)

where gmax,n = gmax,p = 45 at 300 K, and N0,eeh = N0,ehh =

5 × 1016 cm−3.

In addition to the Coulomb interactions, the Auger recombi-

nation processes can occur also with phonon participation13,14

or involve impurities.15 For a fundamental understanding of

the involved processes, theoretical models are indispensable,

as Auger recombination cannot be determined directly, like ra-

diative recombination.16 However, a theoretical determination

of the Auger recombination rate as a function of the dopant

density and the excess carrier density is not yet possible, as not

all involved processes are completely understood.13,14 Thus,

for a quantitative description empirical parametrizations based

on the equations of the traditional Auger theory are used.17–21

A review of the various parametrizations can be found in

Ref. 21. Widely used is the parametrization proposed by Kerr

and Cuevas in 2002 for silicon at 300 K.21 They included the

radiative recombination according to Schlangenotto et al.22 in

their parametrization, so that the predicted intrinsic lifetime of

silicon reads

τintr,Kerr =
�n

np
(

C∗
nn0.65

0 + C∗
pp0.65

0 + C∗
a�n0.8 + B∗

) , (6)

with C∗
n = 1.8 × 10−24, C∗

p = 6 × 10−25, C∗
a = 3 × 10−27,

and B∗ = 9.5 × 10−15.

Such empirical parametrizations are based on experimen-

tally determined minority carrier lifetime data where the sur-

face recombination is neglected. Hence, the accuracy of these

empirical parametrizations is limited by the quality of surface

passivation. Over the last years, silicon surface passivation

has improved continuously. In particular, Al2O3 appeared

to feature extremely low surface recombination velocities

(SRV) below 5 cm/s,23–27 which allows for investigating

silicon bulk recombination with a high precision. Recently,

several authors have reported measured effective lifetime

values for lowly doped silicon exceeding Kerr’s intrinsic

lifetime limit.25,28,29 This indicates that it is necessary to

revise the quantitative description of the Auger recombination.

Meanwhile, the description of the radiative recombination

coefficient B in silicon has also been improved: Trupke et al.

measured thoroughly B as a function of the temperature,30

which appeared to be 50% smaller than the value measured

by Schlangenotto et al. at 300 K. Subsequently, Altermatt

et al. introduced a B model, which accounts for Coulomb

interaction of electrons and holes.31 At the same time, the

lifetime measurement techniques were developed further,

too.32–34

Based on the improved surface passivation techniques for

silicon wafers, particularly by depositing Al2O3 and SiNx , we

examine the Auger recombination as a function of the injection

level and the dopant density for lowly doped silicon very

accurately in this work. Therefore, we measure the injection-

dependent effective recombination lifetime of passivated

p-type and n-type silicon wafers with various dopant densities.

To assess the accuracy of our effective lifetime measurements,

we first compare two independent measurement techniques

at two different laboratories. Based on these experimental

lifetime results, we introduce a parametrization for the intrinsic

lifetime of crystalline silicon at 300 K, which is consistent with

the theory of CE-AR, accounts for Coulomb-enhanced radia-

tive recombination, and permits the quantification of Auger

recombination for a broad range of dopant concentrations and

excess carrier densities.

II. EXPERIMENTS

A. Sample preparation

To study the intrinsic recombination of crystalline silicon

(c-Si) as a function of the excess carrier density and the dopant

concentration, symmetrical passivated lifetime samples have

been prepared in parallel at Fraunhofer ISE and at ISFH using

different surface passivation equipment and procedures. Due to

this parallel processing systematic errors can be considerably

reduced.

Shiny-etched phosphorus-doped n-type and boron-doped

p-type float-zone (FZ) silicon wafers, as well as some

phosphorus-doped n-type Czochralski (Cz) silicon wafers

were used as base material. All wafers feature a (100)-

oriented surface and the wafer thickness ranges from 180

to 300 μm. The wafer dopant concentration ranged between

4.6 × 1013 cm−3 and 2.5 × 1017 cm−3. For a controlled vari-

ation of the wafer thickness, some wafers were mechanically

thinned using a grinder.35 The grinding damage on the wafer

surface was removed by a chemical polishing solution. At

Fraunhofer ISE, the wafer surface was cleaned in a HNO3

solution, followed by a dip in diluted HF prior to the deposition

of the passivating layers. The samples were either passivated

with Al2O3 or with a-SiNx :H (briefly SiNx). Plasma-assisted

atomic layer deposition (PA-ALD) in a commercial ALD

reactor (OpAL, Oxford Instruments) was used to deposit

the Al2O3 layers. Typically, the deposition was performed

at a substrate temperature of 180 ◦C. After the deposition

of ∼30-nm-thick Al2O3 layers, the samples were annealed

at 440 ◦C for 25 min in forming gas ambient (N2/H2), to

activate the surface passivation of Al2O3. The 70-nm-thick

SiNx layers were deposited via plasma-enhanced chemical

vapor deposition (PECVD) using a reactor with a microwave

induced plasma (AK800, Roth & Rau). At ISFH the wafers

were cleaned according to the standard RCA procedure36 and
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afterwards passivated with 10-nm-thick Al2O3 layers. The

Al2O3 layers were deposited using PA-ALD in a FlexAL

reactor from Oxford Instruments. To activate the surface

passivation of the Al2O3 layers, the samples were annealed

afterwards at 425 ◦C for 15 min in nitrogen gas ambient.

B. Characterization techniques

The effective minority carrier lifetime τeff was measured

using the photoconductance decay (PCD) technique as well

as the photoluminescence (PL) technique. In the case of

the PCD technique, the decay of �n generated by a short

illumination is determined from the measured decay of the

excess photoconductance �σ , which is directly related to

�n:37–39

�σ = e�n(μn + μp)W, (7)

with the elementary charge e, the wafer thickness W and the

electron and hole mobility μn and μp, respectively. For silicon,

the variation of the carrier mobility with the carrier concentra-

tions is well known;40–43 thus Eq. (7) can be solved iteratively

to find �n for each measured �σ .44 The PCD measurements

were performed with the lifetime tester WCT-120 from Sinton

Instruments. This tool illuminates the sample with a white

light flash lamp and the samples’ photoconductance decay is

measured contactless with a calibrated rf bridge circuit, which

is inductively coupled to the samples’ conductivity.39,45 The

light intensity of the flash lamp is measured with a calibrated

concentrator solar cell simultaneously with the voltage signal

of the rf bridge circuit. The PCD measurements were either

performed in the transient mode5,37,38 (tr-PCD) or in the quasi-

steady-state mode (QSSPC) using a generalized analysis.46 In

tr-PCD, the decay of �σ is measured after the excess carrier

generation by the short light pulse is terminated. τeff is then

determined directly from the time-dependent decay of �n(t):

τeff[�n(t)] = −
�n(t)

d�n(t)/dt
. (8)

However, the determination of low τeff values with tr-PCD

require a fast PCD measurement and also a fast decaying

light pulse. For the WCT-120 tool with a minimum flash lamp

decay time of ∼30 μs, tr-PCD measurements are limited to

samples with τeff above ∼200 μs. In particular, samples with

lower lifetime values were measured in the QSSPC mode. In

this mode the sample is illuminated with a prolonged light

pulse, featuring an exponential decay with a time constant of

2.1 ms. For these quasi-steady-state measurement conditions,

the continuity equation can be written as46

τeff[�n(t)] =
�n(t)

G(t) − d�n(t)/dt
, (9)

with the photogeneration rate G(t). To calculate τeff from

this generalized analysis of QSSPC measurements, G(t) is

required, which is determined from the calibrated voltage

signal of the concentrator solar cell. It is worth mentioning that

the effective lifetime determined from PCD measurements in

both the tr-PCD mode and the QSSPC mode does not depend

on the depth profile of the minority carrier distribution, except

for the weak dependence introduced by evaluating the mobility

for an averaged carrier concentration.39,46 However, even for

the varying absorption depth of the white light flash lamp, the

carrier concentration is homogeneous throughout the wafer

thickness, as the samples are much thinner than the diffusion

length. This holds for all samples measured within this work,

except for the p-type samples with Ndop above 1017 cm−3.

It is important to note that lifetime measurements with the

lifetime tester WCT-100 can result in significant uncertainties

for Ndop below ∼5 × 1014 cm−3.33,47 We observed this with

our WCT-120 setup too, when measuring samples with Ndop

below ∼5 × 1013 cm−3. To gain more confidence for the

results, all samples with Ndop below ∼5 × 1014 cm−3 were

measured with the PL technique.

The PL technique monitors the �n decay by measuring the

time-dependent light emitted by the radiative recombination

of electrons and holes. The relation between the photolumi-

nescence intensity IPL of the radiative recombination and �n

is given by32,34,48

IPL = AB�n(�n + Ndop), (10)

with the radiative recombination coefficient B. The factor A

accounts for optical properties of the measurement setup and

the sample. The PL measurements are carried out with a setup

where the samples are illuminated from the top side either with

a light emitting diode (LED) array or a beam-shaped laser, with

a wavelength of 810 and 790 nm, respectively. The photolu-

minescence is measured with a photodetector placed below

the sample. The illumination light intensity is monitored with

a second, calibrated photodetector to determine G(t). Some

PL measurements were performed under quasi-steady-state

conditions (QSSPL) applying the self-consistent calibration

proposed by Trupke et al.32 By applying a suitably chosen

intensity shape of the light pulse (featuring a slow rise and a

slow decay) the continuity equation under quasi-steady-state

conditions, given in Eq. (9), can be used to determine a

self-consistent value for the calibration factor A, as required

for the determination of �n(t) from Eq. (10).32 Alternatively,

PL measurements were also performed under steady-state

conditions (SSPL) as described by Giesecke et al., which

makes use of a self-consistent QSSPL measurement as a

lifetime calibration, i.e., to determine the factor A which

is then also used for SSPL.34 In the case of SSPL, τeff is

determined from the steady-state relation τeff = �n/G, which

is not a dynamic measurement such as QSSPL, QSSPC, and

tr-PCD. Therefore, the sample is illuminated with sufficiently

long, square-shaped laser light pulses, with typical modulation

frequencies between 1 and 100 Hz. Depending on the signal-to-

noise ratio, the SSPL measurements are repeated and averaged

over a sufficient number of modulation periods. For both PL

methods, the evaluation of the effective lifetime depends on

the radiative recombination coefficient B, which is a function

of the mobile charge carrier density, i.e., �n and Ndop, due

to Coulomb interactions at high carrier concentrations.31 This

was taken into account according to the parametrization given

in Ref. 49, which is based on quantum-mechanical modeling of

the radiative recombination including Coulomb interactions.

It should also be mentioned that τeff resulting from PL

measurements can be affected by reabsorption processes, when

�n varies strongly perpendicular to the wafer surface.50,51

Trupke pointed out, however, that for τeff > 50 μs this effect is

negligible.50 This is fulfilled for all our samples measured with
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TABLE I. Details of the wafers prepared in this work for the dopant concentration variation. From the maximum measured lifetime of

each sample, the maximum surface recombination velocity Seff,max was estimated with Eq. (11) assuming an infinite bulk lifetime. The last

two columns show the recombination current density prefactors J0 and the ideality factors m, which were used to model the surface depletion

region recombination of those samples according to Eq. (16).

Sample Dopant Growth ρbulk
a Ndop W Passivation Max. τeff Seff,max τeff J0

No. type method (� cm) (cm−3) (μm) layer (ms) (cm/s) measurement method (nA/cm−3) m

#1 n FZ 95 4.7 × 1013 203 Al2O3
b 22 0.5 QSSPL 46 4.0

#2 n FZ 97 4.6 × 1013 203 Al2O3
b 32 0.3 SSPL 23 3.8

#3 n FZ 10.3 4.4 × 1014 204 Al2O3
b 27 0.4 SSPL 30 3.8

#4 n FZ 1.56 3.1 × 1015 239 Al2O3
c 9.3 1.3 PCD – –

#5 n FZ 0.96 5.2 × 1015 203 Al2O3
b 4.3 2.4 QSSPL 76 4.0

#6 n FZ 1.00 4.9 × 1015 181 Al2O3
b 6.8 1.3 SSPL 20 3.8

#7 n FZ 1.00 4.9 × 1015 200 SiNx
d 6.3 1.6 QSSPL – –

#8 n Cz 0.41 1.3 × 1016 197 SiNx
d 1.2 8.6 PCD – –

#9 p FZ 100 1.3 × 1014 254 Al2O3
b 33 0.4 QSSPL – –

#10 p FZ 105 1.3 × 1014 253 Al2O3
b 40 0.3 SSPL – –

#11 p FZ 9.7 1.4 × 1015 256 Al2O3
b 13 1.0 QSSPL – –

#12 p FZ 9.8 1.4 × 1015 253 Al2O3
b 19 0.7 SSPL – –

#13 p FZ 1.34 1.1 × 1016 303 Al2O3
c 3.7 4.1 QSSPL, PCD – –

#14 p FZ 1.26 1.2 × 1016 300 Al2O3
c 6.8 2.2 PCD – –

#15 p FZ 1.00 1.5 × 1016 250 Al2O3
b 3.1 4.0 QSSPL – –

#16 p FZ 1.05 1.4 × 1016 250 Al2O3
b 3.9 3.2 PCD – –

#17 p FZ 0.49 3.3 × 1016 297 Al2O3
c 0.95 15.6 PCD – –

#18 p FZ 0.47 3.4 × 1016 251 Al2O3
b 0.87 14.5 QSSPL – –

#19 p FZ 0.16 1.3 × 1017 259 Al2O3
c 0.088 147 PCD – –

#20 p FZ 0.10 2.5 × 1017 255 Al2O3
b 0.037 346 QSSPC – –

aMeasured bulk resistivity of the wafers.
bDeposition technique: PA-ALD using OpAL reactor.
cDeposition technique: PA-ALD using FlexAL reactor.
dDeposition technique: PECVD.

PL, expect for the low-injection lifetime (�n < 1011 cm−3) of

the Al2O3 passivated n-type samples. For the evaluation of the

SSPL measurements, actually, the reabsorption was taken into

account as described in Ref. 34. All lifetime measurements

were performed at a temperature of 300 ± 5 K.

For all lifetime measurement methods mentioned above, the

knowledge of the wafer thickness W as well as Ndop is required.

The wafer thickness was measured either with a contactless

wafer geometry gauge (E + H Metrology) or with a dial indica-

tor, with a relative accuracy of 1% resulting from comparison

of both. To determine Ndop, four point probe measurements

were performed and from the resulting bulk resistivity Ndop

was calculated using the mobility model of Ref. 43. The

accuracy of the determined Ndop is estimated to be 5%.

C. Uncertainty of the lifetime measurements

Before considering a quantitative description of the Auger

recombination based on effective lifetime measurements, we

first verified our effective lifetime measurements. Therefore,

we compared independent lifetime measurement techniques

at two different laboratories to exclude systematic deviations

caused by specific measurement procedures: (i) PCD measured

at ISFH and (ii) PCD as well as QSSPL measured at Fraunhofer

ISE. An Al2O3-passivated p-type FZ silicon sample (Ndop =

1.1 × 1016 cm−3) was used for this experiment (sample #13

in Table I). The resulting effective lifetime data are compared

in Fig. 1. The upper graph shows the relative deviation of

both PCD measurements with respect to the PL measurement.

As can be seen, all measurements are in good agreement.

In particular, the relative deviation is below 10% for the

injection range above 1015 cm−3, the range dominated by

Auger recombination. The decrease of the effective lifetime

for �n < 1015 cm−3 indicates that the low-injection range is

dominated by defect recombination. It is important to note that

this agreement is observed for independent effective lifetime

measurement techniques based on different detectors measur-

ing either the illumination induced photoconductance decay

(PCD) or the illumination induced decay of the spontaneous

emission of the radiative recombination (PL). In addition, the

evaluation of τeff also involves different material parameters:

for PCD particularly the carrier mobility, and for PL mainly

the radiative recombination coefficient, both as a function of

the mobile carrier concentration. Thus, the good agreement

of τeff resulting from PCD and PL demonstrates also the

robust and consistent extraction of both �n as well as τeff ,

and particularly in the relevant injection range for Auger

recombination. From these lifetime comparison measurements

as well as the measurement uncertainties, we estimated a

relative uncertainty range of ± 20% for lifetime measurements

carried out within this work (dashed gray lines in the upper

graph of Fig. 1). This uncertainty range accounts for the

uncertainty in the extracted τeff and also in �n.

Figure 1 also compares the measured lifetime data with

τintr,Kerr according to Eq. (6). The relative deviation with

respect to the PL measurement is plotted in the upper
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FIG. 1. (Color online) Comparison of different lifetime measure-

ment techniques at different laboratories. The measurements were

performed with an Al2O3-passivated p-type FZ Si sample (Ndop =

1.1 × 1016 cm−3). The solid line represents τintr,Kerr after Eq. (6).

The upper graph shows the relative deviations of the different τeff

measurements with respect to the QSSPL measurement. The dashed

lines mark the estimated uncertainty range of our τeff measurements.

graph. It can be seen that for �n > 5 × 1014 cm−3 τintr,Kerr

underestimates the measured effective lifetime considerably,

with a maximum relative deviation of 36% for �n around

3 × 1015 cm−3. This deviation cannot be explained by lifetime

measurement uncertainties.

III. RESULTS

A. Discrimination between bulk and surface recombination

In a first experiment, the bulk lifetime τbulk was de-

termined for Al2O3-passivated p-type FZ Si samples with

Ndop = 1.4 × 1016 cm−3 by applying the wafer thickness

variation method52 with mechanically thinned wafers. For

symmetrically passivated samples, as used in this work, and for

sufficient low surface recombination velocities S, the effective

lifetime can be expressed as53

1

τeff

=
1

τbulk

+
2S

W
, (11)

with a relative accuracy of 4% for SW/D < 0.25, which is

well fulfilled for the investigated samples. D is the diffusion

constant of the excess carriers. This equation can be interpreted

as a linear function of 1/W with a slope of 2S and an intercept

of 1/τbulk. Hence, the contribution of bulk recombination

and surface recombination on the measured effective lifetime

can be separated by lifetime measurements on wafers with

varying thickness. In this work, the slope and the intercept

were calculated for each excess carrier density using linear

regression. This is shown in Fig. 2 exemplarily for three

different excess carrier densities.

The resulting τbulk and S are shown in Fig. 3 as a function

of �n, together with the measured effective lifetime of the

samples used for the wafer thickness variation. The error bars

FIG. 2. (Color online) Plot of the inverse effective lifetime as

a function of the inverse wafer thickness for Al2O3-passivated

p-type FZ silicon samples with Ndop = 1.4 × 1016 cm−3 and wafer

thicknesses between 38 and 250 μm. The data are shown exemplarily

for three different excess carrier densities �n.

of τbulk and S specify the uncertainty range resulting from the

linear regression. For these Al2O3-passivated p-type samples

(Ndop = 1.4 × 1016 cm−3), a very low surface recombination

level in the range of 1 cm/s is observed, in combination

with a bulk lifetime as high as 4.5 ± 0.5 ms at �n around

1015 cm−3. In low injection, the measured effective lifetime

decreases slightly. Since S exhibits a flat injection-independent

value around 0.8 cm/s in this injection range, the decrease can

FIG. 3. (Color online) Measured effective lifetime for Al2O3-

passivated p-type FZ Si samples with Ndop = 1.4 × 1016 cm−3 and

wafer thicknesses between 38 and 250 μm. From this wafer thickness

variation the silicon bulk lifetime τbulk and the surface recombination

velocity S were calculated according to Eq. (11) by linear regression

for each �n. The error bars of τbulk and S indicate the uncertainty

range resulting from the regression. The solid line is the intrinsic

lifetime limit τintr,Kerr according to Eq. (6).
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be clearly attributed to τbulk, and thus indicates a weak bulk

recombination even for these high-quality FZ silicon wafers.

The comparison of τbulk with τintr,Kerr in Fig. 3 reveals again an

underestimation of about 55% at �n around 1015 cm−3, which

is significantly higher than our 20% uncertainty range.

B. Carrier recombination as a function of injection level

To investigate the Auger recombination rate over a wide

range of conditions, p-type and n-type silicon samples with

dopant concentrations Ndop ranging from 4.6 × 1013 to 2.5 ×

1017 cm−3 were carefully characterized. For this purpose we

used selected samples showing the highest measured carrier

lifetimes from different experiments performed over a time

frame of more than one year to exclude any technological or

processing variability. Table I gives an overview of the main

parameters of these samples.

Figure 4 shows the measured effective lifetime for two

representative sets of samples. Effective lifetimes up to 32 ms

were observed for the lowest-doped n-type sample (Ndop =

4.6 × 1013 cm−3), and up to 40 ms for the lowest-doped p-type

sample (Ndop = 1.3 × 1014 cm−3). If these effective lifetimes

were interpreted to be solely due to surface recombination,

that is, if intrinsic recombination in silicon was deemed to be

inexistent, an upper limit for the SRV Seff,max as low as 0.3 cm/s

would be determined from Eq. (11) for both samples, as shown

in Table I. This indicates that it is reasonable to, instead, assume

that surface recombination is negligible in these samples and

interpret the measured effective lifetimes as a close reflection

of intrinsic recombination in silicon.

As predicted by the Auger recombination theory, the

maximum measured effective lifetime strongly decreases with

increasing Ndop, although it remains above 1 ms for Ndop <

1.5 × 1016 cm−3. For each sample, the effective lifetime

decreases at high carrier injection levels, again as expected

from the Auger recombination theory. It can also be noted in

Fig. 4 that for most samples the measured effective lifetime de-

creases towards the left of the maximum, that is, towards very

low carrier injection levels. Except for sample #12 (Ndop =

1.4 × 1015 cm−3) all Al2O3-passivated p-type samples show

only a slightly decreasing effective lifetime with decreasing

injection. Sample #12 shows a stronger decreasing lifetime

in low injection which seems to saturate at a level around

5 ms. Such a saturating lifetime in low injection is typical

of a Shockley-Read-Hall54,55 (SRH) defect recombination.

This defect recombination could either originate from the

bulk or from the surface, or from a mixture of both. In

the previous section an injection-independent SRV in low

injection was determined for the Al2O3 passivation of the

p-type sample with Ndop = 1.4 × 1016 cm−3. Thus, one would

expect a bulk defect recombination to be present in sample

#12. We modeled the low-injection lifetime of sample #12

for two prominent recombination-active impurities in p-type

silicon:56 iron, either interstitially dissolved or paired with

boron,57 and oxygen, which forms boron-oxygen pairs under

illumination,58,59 both well characterized in terms of defect

level and recombination capture cross section.60–63 By treating

the defect density as a single fit parameter, it was not possible

to describe the low-injection lifetime accurately, either with

iron impurities or with boron-oxygen pairs.

In contrast to the Al2O3-passivated p-type samples,

the Al2O3-passivated n-type samples show a considerably

stronger decrease of the effective lifetime in low injection. In

the case of the n-type sample with Ndop = 4.4 × 1014 cm−3,

the effective lifetime drops over three orders of magnitude

from about 30 ms at �n ∼ 1015 cm−3 to about 50 μs at

�n ∼ 1010 cm−3. A similar low-injection recombination is

observed for SiNx-passivated p-type surfaces,64 which exhibit

a surface depletion region (SDR) due to the fixed positive

FIG. 4. (Color online) Effective lifetime for p-type (left) and n-type (right) Si wafers with various bulk resistivities measured at 300 K

(with sample number according to Table I). The samples were passivated either with Al2O3 or SiNx . The lines represent the modeled effective

lifetime τeff,mod according to Eq. (14), which includes τintr,adv and τextr. For the Al2O3-passivated n-type samples, additional lines indicate a

more complete modeling that also includes recombination in the surface depletion region (SDR) according to Eq. (16).
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FIG. 5. (Color online) Maximum effective lifetime as a function of the dopant concentration measured at 300 K on p-type (left) and n-type

(right) silicon, together with literature data (Refs. 10,48,52,71–75). The data are compared to the effective lifetime limit τeff,mod after Eq. (14)

including τintr,adv and the assumed τextr. Also plotted are the intrinsic lifetime limit of this work, τintr,adv of Eq. (18), and the simpler Eq. (22),

τintr,lin. In addition, τrad according to Trupke et al. (Ref. 30), and according to Altermatt et al. (Ref. 49), as well as the free-particle Auger

lifetime with the Auger coefficients after Dziewior and Schmid, Eqs. (2) and (3) are also given.

charge of SiNx layers.65 The Al2O3/Si interface is known

to feature a high fixed negative charge;66–69 thus a SDR is

formed on n-type surfaces due to the repulsion of electrons

from the Al2O3/Si interface. Recombination within such

SDRs is believed to be the origin of the strong injection-

dependent effective lifetime in low injection.65,70 Thus, for

the Al2O3-passivated n-type samples, the decreasing lifetime

in low injection can be attributed to surface effects, but not

to silicon bulk defects. Consistent with this SDR argument,

the SiNx-passivated n-type samples do not show a decreasing

lifetime in low injection.

In Fig. 5 the maximum measured effective lifetime of

all p-type and n-type samples is compared to literature

data as a function of the dopant concentration. For Ndop >

5 × 1015 cm−3, all of the data form two straight-line regions:

the CE-AR region for Ndop < 1017 cm−3, and the traditional

free-particle Auger recombination region for Ndop > 5 ×

1018 cm−3, with the Mott transition region in between. For

Ndop < 5 × 1015 cm−3, however, the measured lifetime data

stay significantly below the CE-AR straight-line region, which

cannot be explained by intrinsic recombination processes. This

deviation is typically attributed to SRH recombination,5,6 and

thus, the maximum measured effective lifetime of the samples

with Ndop < 2 × 1015 cm−3 is either dominated by surface

or bulk recombination or a combination of both, but not by

radiative or Auger recombination.

The preceding discussion stresses the fact that, despite

technological advances, it is almost impossible in practice to

completely suppress SRH recombination, either at very low

majority carrier concentrations (i.e., dopant densities) or very

low minority carrier concentrations. Such conditions are not

conducive to strong Auger or band-to-band recombination,

and it is not surprising that extrinsic processes, either in the

bulk or at the surfaces, become predominant. We focus next

on the extraction of the Auger recombination rate in the range

where it is clearly dominant.

IV. EXTRACTION OF THE AUGER RECOMBINATION

RATE FROM MEASURED LIFETIME DATA

A. Modeling of lifetime data

In order to quantitatively extract Auger recombination from

the measured effective lifetime data, we modeled the latter as

the reciprocal sum of the lifetimes related to the different

recombination mechanisms:

1

τeff

=
1

τrad

+
1

τAuger

+
1

τbulk,SRH

+
1

τsurf

, (12)

where τrad is the lifetime associated with the radiative

recombination, τAuger the Auger lifetime, τbulk,SRH the SRH

lifetime of the bulk defect recombination, and τsurf the surface

recombination related lifetime. As the contribution of τbulk,SRH

and τsurf cannot be distinguished unambiguously for most of

our measured lifetime data, we define an effective extrinsic

recombination lifetime τextr which accounts for both:

1

τextr

≡
1

τSRH,bulk

+
1

τsurf

. (13)

Thus, the modeled effective lifetime can be written as

1

τeff,mod

=
1

τintr

+
1

τextr

, (14)
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FIG. 6. (Color online) Measured τeff for the Al2O3-passivated

p-type FZ Si sample with Ndop = 1.3 × 1014 cm−3 (sample #10)

compared to the lifetime resulting from the reciprocal subtraction

of τrad. Additionally, the modeled effective lifetime τeff,mod for this

sample according to Eq. (14) is shown too, where τintr,adv was used

for the intrinsic lifetime limit and the extrinsic lifetime was modeled

according to the SRH formalism with a single defect level.

with the intrinsic lifetime

1

τintr

=
1

τrad

+
1

τAuger

. (15)

The radiative recombination can be modeled with the

radiative recombination coefficient measured by Trupke

et al. for lowly doped silicon Blow which has a value of

4.73 × 10−15 cm3/s at 300 K.30 We also account for the

Coulomb-enhanced radiative recombination model proposed

by Altermatt et al.31 according to the parametrization of the

relative radiative recombination coefficient Brel(n0,p0,�n)

given in Ref. 49. The radiative recombination coefficient B

is then the product of Blow and Brel.

To extract the Auger recombination we assume a constant

value of the effective extrinsic SRH recombination,76 inde-

pendent of Ndop and �n. In order to estimate such a value,

we subtract 1/τrad from the measured effective lifetime of the

sample with the highest lifetime, which is the Al2O3-passivated

p-type sample with Ndop = 1.3 × 1014 cm−3. This is shown

in Fig. 6. The effective lifetime corrected for the radiative

recombination shows a maximum value of ∼47 ms, and thus

we used τextr = 47 ms. This value was found to model our

maximum measured lifetime data adequately. Trupke et al.
reported a measured effective lifetime of 130 ms for n-type

silicon wafer with Ndop = 4.3 × 1012 cm−3,48 which indicates

that high-quality ultra-lowly-doped silicon may present even

higher lifetimes than we have observed and that τextr might be a

function of the dopant concentration for this ultra-lowly-doped

silicon. To verify this, however, more experimental data for

such material is necessary, and therefore we decided to use a

more conservative value.

As the measured lifetime of the Al2O3-passivated n-type

samples is dominated by SDR recombination in low injection,

we additionally took a term for SDR recombination into

account. There are different approaches to model the SDR

recombination.18,70,77 We applied the model according to

Refs. 18 and 77, which explains the measured low-injection

lifetime of all our Al2O3-passivated n-type samples very well.

This model describes the SDR recombination by means of

a recombination current density prefactor J0 in combination

with an ideality factor m, as typically used for the recombi-

nation within a space-charge region. Accordingly, the lifetime

related to SDR recombination can be expressed as

1

τSDR

=
2

W

J0

e�n

[(

�n

n0, min

+ 1

)1/m

− 1

]

, (16)

where e is the elementary charge, and n0, min the thermal

equilibrium minority carrier density. To determine values for

J0 and m, τSDR was fitted to the measured low-injection lifetime

for each Al2O3-passivated n-type sample separately, treating

J0 and m as fitting parameters. The determined values are

given in Table I. It is worth mentioning that a subtraction of

this SDR lifetime from the τrad corrected effective lifetime

of sample #2 (n-type sample with Ndop = 4.6 × 1013 cm−3)

analogous to that shown in Fig. 6 for the p-type sample

with Ndop = 1.3 × 1014 cm−3, results in the same maximum

lifetime level around 47 ms. Therefore, a value for τextr of

47 ms applies to both the p-type and n-type samples.

To calculate n0,min from the thermal equilibrium majority

carrier density we applied the effective intrinsic carrier

concentration ni,eff which is given by following relation:78

ni,eff = nie
β�Eg/2, (17)

where ni is the intrinsic carrier concentration, �Eg the energy

band-gap narrowing, and β = 1/kBT , with the Boltzmann

constant kB and the absolute temperature T . We used a ni value

measured by Misiakos and Tsamakis, which is 9.7 × 109 cm−3

at 300 K.79 As Altermatt et al. pointed out, this value is in good

agreement with older measurements.78 This ni value is also

consistent with the determination of Blow by Trupke et al.,30 as

they also used the values of Misiakos and Tsamakis. To account

for band-gap narrowing, we calculate �Eg according to the

random-phase approximation model proposed by Schenk.80

This calculation of ni,eff was used throughout this work.

B. Quantitative description of Auger recombination

Based on our effective lifetime measurements for lowly

and moderately doped silicon, together with literature data

for highly doped silicon,10,72,74 it is possible to describe the

Auger recombination rate in a general manner as a function

of the dopant concentration and the excess carrier density for

crystalline silicon at 300 K, using an expression similar to

that of Kerr and Cuevas.21 As a difference with respect to

that previous study, and to account for Coulomb-enhanced

Auger recombination according to the theory of Hangleiter

and Häcker,12 we have applied enhancement factors geeh and

gehh similar to the empirical parametrizations of Eqs. (4)

and (5) as introduced by Altermatt et al.6 We further included

the radiative recombination in our expression with the product

BrelBlow, as this was used to extract the Auger recombination
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TABLE II. Advanced parametrization for the intrinsic lifetime τintr,adv of crystalline silicon at 300 K including the improved parametrization

of Coulomb-enhanced Auger recombination. All parameters are specified in Table III.

τintr,adv =
�n

(

np − n2
i,eff

)

(2.5 × 10−31geehn0 + 8.5 × 10−32gehhp0 + 3.0 × 10−29�n0.92 + BrelBlow)
(18)

with the enhancement factors

geeh(n0) = 1 + 13

{

1 − tanh

[(

n0

N0,eeh

)0.66]}

and gehh(p0) = 1 + 7.5

{

1 − tanh

[(

p0

N0,ehh

)0.63]}

, (19)

and N0,eeh = 3.3 × 1017 cm−3 and N0,ehh = 7.0 × 1017 cm−3.

from the measurements. Therefore, the resulting parametriza-

tion describes all intrinsic recombination in silicon. It can

be expressed as a recombination lifetime of the minority

carriers τintr,adv given by Eq. (18) of Table II, with all the

parameters specified in Table III. Possible simplifications to

τintr,adv, in particular concerning ni,eff and Brel, are discussed

in the Appendix together with their respective ranges of

applicability.

It should be pointed out that this parametrization is not

significantly affected by the assumed τextr of 47 ms. In the high-

injection regime it is exclusively based on the lifetime data

above �n ∼ 5 × 1015 cm−3, which is clearly dominated by

Auger recombination. Concerning the low-injection regime,

it is important to note that the low-injection lifetime of

the samples with Ndop around 5 × 1015 cm−3 and above is

predominantly limited by Auger recombination, while for

Ndop of 1 × 1015 cm−3 and below it is dominated by τextr

(cf. Fig. 5 and Sec. III B). Therefore, the parametrization of

the low-injection Auger recombination was based only on the

measured low-injection lifetime of the samples with Ndop �

5 × 1015 cm−3. Hence, the low-injection Auger parametriza-

tion is not significantly affected by the assumed τextr either.

To illustrate the applicability of the parametrization, Fig. 6

compares the modeled and measured effective lifetimes for

sample #10, where the extrinsic recombination was modeled

according to the SRH formalism with a single defect level,81

and not with τextr = 47 ms. As can be seen, both are in

excellent agreement over the whole carrier injection range.

A similar agreement between model and experiment has been

observed for all p-type samples that show a decreasing and

saturating lifetime in low injection, the typical shape of SRH

recombination. This indicates that the improved quantitative

description of Auger recombination, together with the SRH

formalism is able to describe the experimental evidence, and

further justifies the assumption of the constant τextr to extract

a unique Auger parametrization.

The lower graphs of Fig. 7 show the relative deviation

of the improved parametrization for the intrinsic lifetime

with respect to the measured effective lifetime τintr,adv/τeff

for all p-type (left) and n-type (right) samples. With this

notation, an underestimation leads to values τintr,adv/τeff < 1.

The 20% uncertainty range of our measured effective lifetime

is also plotted in the graphs (gray dashed lines). It can be

seen that for �n above ∼5 × 1015 cm−3, the high-injection

Auger-dominated region, almost all deviations are constant at

a certain level within our uncertainty range, indicating that

the high-injection slope of our parametrization predicts very

well the slope of the measured high-injection lifetime data.

In contrast, the same deviations for τintr,Kerr plotted in the

upper graphs show a considerable positive slope leading to a

significant overestimation of the intrinsic recombination. For

the samples with Ndop below ∼2 × 1015 cm−3, τintr,adv/τeff

is considerably above 1 for �n below ∼5 × 1015 cm−3

indicating a significant overestimation of τeff . However, as

the low-injection lifetime of these samples is not limited by

intrinsic recombination as quantified with τintr,adv but by defect

recombination, such an overestimation can be expected, even

for �n around 1015 cm−3.

Figure 4 compares the measured effective lifetime data

of the p-type and n-type silicon samples with the modeled

effective lifetime τeff,mod according to Eq. (14) using τintr,adv

given by Eq. (18) as intrinsic lifetime limit. It can be seen that

τeff,mod is in very good agreement with the measured data for

p-type and n-type silicon, in particular at high injection. The

low-injection lifetime of the p-type samples is slightly over-

estimated, due to the rather simple approximation of τextr with

an injection-independent constant value. As mentioned above,

an even better fit can be obtained by adding the defect SRH

TABLE III. Parameters of Eq. (18).

Parameter Unit Description

n cm−3 Electron density

p cm−3 Hole density

n0 cm−3 Thermal equilibrium electron density

p0 cm−3 Thermal equilibrium hole density

�n cm−3 Excess carrier density

ni cm−3 Intrinsic carrier concentration for lowly doped and lowly injected silicon, 9.7 × 109 cm−3 at 300 K (Ref. 79)

ni,eff cm−3 Effective intrinsic carrier concentration, according to Eq. (17)

Blow cm−3 s−1 Radiative recombination coefficient for lowly doped and lowly injected silicon, 4.73 × 10−15 cm3 s−1 at 300 K (Ref. 30)

Brel – Relative radiative recombination coefficient, according to Ref. 49
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FIG. 7. (Color online) Relative deviation τintr/τeff of the intrinsic lifetime limit τintr and the measured effective lifetime τeff for the p-type

(left) and the n-type (right) samples. The upper graphs show the relative deviation for Kerr’s parametrization, Eq. (6), the lower graphs for the

advanced parametrization of this work, Eq. (18). The samples are labeled according to Table I. The gray lines mark the relative uncertainty

range of 20% of our lifetime measurements, obtained from the lifetime measurement comparison in Sec. III C.

contribution. It is worth mentioning that the SDR recombina-

tion according to Eq. (16) predicts the measured low-injection

lifetime of the Al2O3-passivated n-type samples very well.

V. DISCUSSION

To be consistent with the Coulomb-enhanced Auger re-

combination (CE-AR) theory of Hangleiter and Häcker, we

have applied in our quantitative description of the Auger

recombination of Eq. (18) enhancement factors geeh and gehh

analogous to those introduced by Altermatt et al.6 These

enhancement factors describe very well the characteristic CE-

AR hump of the experimentally determined Auger-dominated

low-injection lifetime for Ndop > 5 × 1015 cm−3 with a

transition region around 1 × 1018 cm−3 (cf. Fig. 5). If CE-AR

behaved symmetrically in Ndop and �n, one would expect to

observe a similar hump also for lowly doped silicon under high

injection, with a similar transition region starting at �n around

1017 cm−3, as suggested by Schmidt et al.20 However, such a

transition region and the related shape are not exhibited by

the measured lifetime data in high injection (cf. Fig. 4),

nor have they been reported in the literature. For example,

the effective lifetime, corrected by radiative recombination,

of the p-type sample with Ndop = 1.3 × 1014 cm−3 shown

in Fig. 6, presents a straight-line behavior in the Auger-

dominated high-injection range. It is possible that the CE-AR

characteristic hump is not visible due to the fact that our

lifetime measurements are limited to a maximum injection

level of about 5 × 1016 cm−3. Nevertheless, Hangleiter and

Häcker mentioned in their work on CE-AR of lowly injected

silicon that under high excitation of lowly doped silicon a

stronger shielding is expected than for low excitation of highly

doped silicon, due to the equal densities of electrons and

holes.12 Thus, the transition region would be shifted to even

lower �n values, towards the range we have measured. As the

physical nature of the CE-AR mechanism in high injection is

not completely understood yet, and since we have not observed

the CE-AR characteristic hump under high injection, we have

included in our parametrization enhancement factors only for

the thermal equilibrium carrier densities, n0 and p0.

In Fig. 8, these enhancement factors are compared to the

theoretically determined values of Hangleiter and Häcker12

exemplarily for n-type silicon, i.e., for geeh. For high car-

rier concentrations above 1 × 1018 cm−3, the theoretically

determined geeh overestimates the experimentally determined

geeh of Altermatt et al. and of this work considerably.

The same holds also for gehh of p-type silicon, and was

FIG. 8. (Color online) Enhancement factor geeh for lowly injected

n-type silicon. The experimentally quantified geeh of Altermatt et al.,

Eq. (4), and this work, Eq. (19), are compared to the theoretically

determined geeh of Hangleiter and Häcker (Ref. 12).
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observed by Häcker and Hangleiter for geeh and gehh also.74

Due to some scattering of the experimentally determined

low-injection lifetime in the range of the transition region

around 5 × 1017 cm−3, there is small uncertainty of the

experimentally determined enhancement factors in this range.

However, for low carrier concentrations below 1016 cm−3,

where the theoretically determined geeh is in good agreement

with the geeh of Altermatt et al., the geeh extracted from our

experimental data is more than a factor of 2 lower than the

theoretically determined geeh. Again, the same trend even

more pronounced is observed for gehh also. This indicates that

the quantum-mechanical theory of Hangleiter and Häcker for

lowly injected silicon overestimates the Coulomb enhance-

ment of the Auger recombination (due to the formation of

excitons) not only for high carrier concentrations, but also for

low carrier concentrations. One possible explanation can be

the scattering of mobile charge carriers at locally fixed ionized

dopant atoms. This was not accounted for in the CE-AR theory

of Hangleiter and Häcker, but was found to be important for

modeling other physical mechanisms, in particular the charge

carrier mobility in silicon.43

VI. SUMMARY

The recent advances in surface passivation techniques for

silicon wafers, in particular for depositing Al2O3 and SiNx ,

have permitted the study of silicon bulk recombination more

precisely than ever before. In this work we have measured the

injection-dependent effective lifetime of high-purity silicon

wafers as a function of the dopant concentration (phosphorus

or boron) by applying such surface passivation layers. We

found that in many cases the measured effective lifetime

exceeds the previously accepted values for the intrinsic

recombination proposed by Kerr and Cuevas.21 To assess the

accuracy of our lifetime measurements we have compared two

different measurement techniques at two different laboratories,

from which we determined a relative uncertainty of ±20%. In

comparison, the discrepancy between the measured lifetime

and Kerr’s expression for the intrinsic lifetime was found

to be as high as 50% for lowly doped silicon at medium

injection levels. To quantify Auger recombination based

on our experimental lifetime results, we have developed a

parametrization for the intrinsic lifetime of n-type and p-type

crystalline silicon at 300 K, which is consistent with the

theory of Coulomb-enhanced Auger recombination (CE-AR)

and accounts for Coulomb-enhanced radiative recombination.

This parametrization provides excellent accuracy to describe

the upper limit of the minority carrier lifetime in crystalline

silicon for a wide range of dopant densities, as well as a broad

range of carrier injection levels. A comparison with the results

of CE-AR theory for lowly injected silicon of Hangleiter and

Häcker12 revealed that the theory considerably underestimates

the low-injection Auger lifetime not only for high carrier

concentrations, but also for low carrier concentrations.
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APPENDIX: SIMPLIFIED EXPRESSIONS FOR THE

INTRINSIC LIFETIME LIMIT

The parametrization of the intrinsic lifetime derived in this

work given in Eq. (18) contains ni,eff and Brel, which were

calculated according to rather complex state-of-the-art models.

Therefore, in this section we discuss some simplifications to

improve the practical application of the parametrization.

In the term (np − n2
i,eff) of Eq. (18), n2

i,eff accounts for

the thermal recombination in the thermal equilibrium in

dark. For �n ≫ ni,eff and Ndop ≫ ni,eff , this term can be

FIG. 10. (Color online) Relative deviation of the modeled intrin-

sic low-injection lifetime of Eqs. (20)–(22) with respect to the full

parametrization of Eq. (18) for n-type and p-type Si.
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TABLE IV. Simplified equations for the intrinsic lifetime parametrization of this work τintr,adv given in Eq. (18): Equation (20) without

ni,eff and Brel and Eq. (21) additionally without the enhancement factors geeh and gehh, which fits the Eq. (18) for low dopant concentrations.

Equation (22) presents a polynomial parametrization without enhancement factors for the whole Ndop range. The maximum relative deviation

from τintr,adv is also quoted. All parameters are specified in Table III.

Simplified model for the intrinsic lifetime with enhancement factors and without ni,eff and Brel:

τintr,enh =
�n

np(2.5 × 10−31geehn0 + 8.5 × 10−32gehhp0 + 3.0 × 10−29�n0.92 + Blow)
, (20)

with the enhancement factors according to Eq. (19); maximum relative deviation max�n,Ndop
|1 − τintr,enh/τintr,adv| < 4%.

Linear model for the intrinsic lifetime without enhancement factors, which fits Eq. (18) for low dopant concentrations:

τintr,lin,low =
�n

np(8.7 × 10−29n0.91
0 + 6.0 × 10−30p0.94

0 + 3.0 × 10−29�n0.92 + Blow)
; (21)

Maximum relative deviation max�n,Ndop
|1 − τintr,lin,low/τintr,adv| < 10% for Ndop < 6 × 1016 cm−3.

Linear model for the intrinsic lifetime without enhancement factors for the whole Ndop range (less accurate than Eq. (21)

for Ndop < 6 × 1016 cm−3):

τintr,lin =
�n

np(1.1 × 10−25n0.71
0 + 1.6 × 10−26p0.73

0 + 3.0 × 10−29�n0.92 + Blow)
; (22)

maximum relative deviation max�n,Ndop
|1 − τintr,lin/τintr,adv| < 60% for Ndop < 1020 cm−3.

approximated by np. Additionally, ni,eff is used to calculate

the thermal equilibrium minority carrier density from the

thermal equilibrium majority carrier density. For Ndop ≫ ni,eff ,

however, the contribution of the thermal equilibrium minority

carriers can be neglected as the thermal equilibrium majority

carrier density is more than three orders of magnitude higher.

The contribution of Brel on τrad can be seen in Fig. 5 as

a function of Ndop. Compared are τrad,Altermatt, which was

calculated with the product BrelBlow, and τrad,Trupke, which

was calculated only with Blow. For Ndop above ∼1017 cm−3,

τrad,Altermatt begins to differ from τrad,Trupke. In this range,

however, Auger recombination clearly dominates and thus, Brel

as a function of Ndop is negligible. The same argumentation

also holds for Brel as a function of �n.

Therefore, we introduce with τintr,enh, [Eq. (20) in Table IV],

a parametrization with the following simplifications to the

full parametrization of Eq. (18): (i) neglecting the term n2
i,eff ,

and thus the thermal equilibrium recombination, (ii) neglect-

ing the thermal equilibrium minority carrier concentration,

and (iii) assuming Brel = 1, thus not accounting for the

Coulomb-enhanced radiative recombination. In Fig. 9 τintr,enh

is compared to τintr,adv as a function of �n for three different

dopant concentrations of p-type silicon. It can be seen that

for a �n range from 1010 to 1020 cm−3 and for a Ndop range

from 1015 to 1019 cm−3 both parametrizations are in very good

agreement. The relative deviation τintr,enh/τintr,adv is less than

4%, which holds also for even smaller Ndop values and in

particular, also for n-type silicon. This can also be seen from

the relative deviation τintr,enh/τintr,adv in low injection shown

in Fig. 10 as a function of Ndop. Thus, τintr,enh is a reasonable

simplification of τintr,adv.

Following the approach of Kerr and Cuevas without

enhancement factors, a simple fit to the measured effective

lifetime data is given by τintr,lin according to [Eq. (22) in

Table IV]. In Fig. 5 the low-injection lifetime of τintr,lin is

compared to the low-injection lifetime of τintr,adv as well as

to measured effective lifetime data. As can be seen, τintr,lin

features a linear shape in the CE-AR transition region around

Ndop = 1018 cm−3. This leads to an overestimation of the mea-

sured lifetime data directly above the transition region and to

an underestimation directly below, although measured lifetime

data are rare in this range, in particular around Ndop = 1017

cm−3. As can be seen, around the transition region τintr,adv gives

a better fit to maximum measured lifetime values. Figure 10

shows the relative deviation of τintr,lin and τintr,adv, which is

∼60% (∼50%) for n-type Si and ∼30% (∼40%) for p-type Si

above (below) the CE-AR transition region. For Ndop > 5 ×

1019 cm−3 the deviation increases significantly as τintr,lin does

not converge to the free-particle Auger lifetime for high dopant

concentrations according to Eqs. (2) and (3), even if there is

only limited lifetime data available in this range. The linear fit

of τintr,lin can be improved by restricting it to dopant concen-

trations below 6 × 1016 cm−3. Such a fit is given by τintr,lin,low

according to [Eq. (21) in Table IV]. As can be seen from Figs. 9

and 10 τintr,lin,low is in good agreement with τintr,adv for Ndop <

6 × 1016 cm−3, indicated by a deviation of less than 10%.
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