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Abstract—In this letter we discuss the exploitation of aggre-
gated mobility patterns in mobile networks including heteroge-
neous multiple access techniques. We advocate the use of knowl-
edge about neighboring devices to create routing groups (RGs) of
adjacent nodes in order to optimize radio resource management.
Basically, RGs consist of aggregated logical structures which are
built and maintained at the application layer. Their use allows
decreased signaling overhead between groups of nodes and access
points (AP) and, at the same time, improved connectivity, which
is achieved through the exploitation of technology diversity and
relaying schemes. We illustrate a simple yet effective analytical
model, and validate it through accurate simulation results.
Finally, we show the effectiveness of the RG approach in terms of
resource efficiency, throughput and multiple access performance.

Index Terms—Communication system routing, multiaccess
communication, personal communication networks, hierarchical
systems.

I. INTRODUCTION

IN FUTURE generation networks, we expect a strong
synergy among heterogeneous radio resources. This is

particularly true for Ambient Networks [1], where environ-
mental information, as well as the co-existence of diverse
radio access techniques and network management entities, are
exploited to achieve a high level of integration. In this letter
we address the resource allocation and routing problem in
mobile scenarios, where the geographical information about
physical proximity and correlated node mobility patterns is
exploited by network protocols, similarly to what discussed
in [2]. We discuss the creation of aggregated structures that
we name Routing Groups (RGs), which are composed of
nodes with similar mobility patterns. As an example of the
effectiveness of such an approach, think of multiple users
moving together and handing over at the same time between
two access points. These users may be aggregated in a RG
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so that a single message (to the RG leader) needs to be
exchanged to successfully accomplish the handover procedure,
instead of using a dedicated transmission for each terminal.
Another advantage of aggregating devices is the reduction of
interfering messages exchanged by neighboring nodes. RGs
can in fact be exploited to locally improve the coordination
in the data transmission to and from the RG leader. However,
these benefits do not come for free, as RGs also need some
signaling to be properly set up and maintained [3].

For these reasons, a quantitative evaluation of whether,
and to what extent, grouping network terminals in aggregated
structures is beneficial, is an important topic for heterogeneous
network resource management. Previous work [4]–[7] on
device aggregation in wireless networks primarily proposed
practical techniques to increase transmission efficiency by
means of this rationale. Instead, we investigate how much
terminal aggregation can improve the performance from a
theoretical standpoint. This considerably differentiates our
work, as we neither propose nor compare efficient techniques
to aggregate mobile terminals, but we rather evaluate the
general paradigm of terminal aggregation. Indeed, all the
aforementioned papers can be seen as particular cases of our
analysis.

Moreover, we consider heterogeneity among access tech-
nologies, which is a very limitedly explored topic in the
existing literature. An exception in this sense is represented
by [8], where the only case with two access technologies
(one short-ranged and one long-ranged) can be found. We
take instead a more general approach where any number of
technologies, and with general characteristics, can be framed.
We presented a preliminary purely analytical investigation
in [9], where the RG effectiveness was theoretically shown
as a function of various parameters including the density of
RGs, the number and type of radio technologies and their
energy consumption. Our goal here is to validate these findings
through accurate simulation results, where we relax all the
restrictive assumptions made in [9] about channel propagation
and radio access technologies. The results in this letter show
a generally good agreement between theory and simulation.
Quantitative differences are however present. They will be
discussed and explained in light of physical effects which are
taken into account in the simulator and that, for complexity
reasons, are difficult to model analytically.

This letter is organized as follows: in Section II we discuss
in short the structure, the design philosophy and the capabil-
ities of the simulator. Section III summarizes the analytical
framework. In Section IV we compare numerical and analyt-
ical results and in Section V we draw our conclusions.
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II. DESCRIPTION OF THE SIMULATION ENVIRONMENT

This section gives a short description of our event-driven
network simulator for heterogeneous wireless systems called
ANEMURAS (Ambient NEtworks MUlti-Radio Architecture
Simulator). This tool was developed within the Ambient
Networks project [1], and was specifically designed to model a
multi-technology mobile and wireless communication scenario
including mobile users and fixed access points (APs). Node
mobility, wireless channel variability and inter-user/system
interference are explicitly and accurately accounted for. Each
device (or node) in the simulator can be mobile or static, and
behave as a user or an AP. The main goal in designing the
simulator structure was to obtain a truly modular and scalable
tool, where physical and upper layers are fully decoupled
and interchangeable. This allows, for example, the use of the
same physical channel module for different radio technologies,
which is in charge of all calculations related to timing, power
levels, interference and synchronization. Next, we discuss a
few more features of the simulator.
Topology: Access points can be either deterministically or
randomly placed at the beginning of the simulation and can
be either static or on the move. The same applies to mobile
users. The only difference between APs and user terminals is
that APs may have a high speed path connecting them, e.g.,
through a wired backbone.
Channel Module: The channel is modeled accounting for
path loss, shadowing and multi-path fading phenomena and
using their product as the link gain which is subsequently
associated with each transmission link. Path loss is imple-
mented according to the well known Hata model [10]: if
Ptx is the transmitted power, the path loss is calculated
as Ptx/Prx = Kdβ , where d is the distance separating
the two communicating entities, whereas K and β are con-
stants. Shadowing is accounted for according to Gudmunson’s
model [10], and multi-path fading is implemented for each
link through a Jakes simulator with a programmable number
of oscillators [10], [11]. The channel module calculates link
gains as the simulation time evolves, whereas a further entity,
called physical module, processes the channel gain matrix
and user transmission powers to derive intra- and inter-system
interference metrics.
Physical Module: The physical module takes as input the
channel gain matrix (see channel module above) and trans-
mission powers and returns Signal to Interference plus Noise
Ratio (SINR) metrics for each active link. Let N be the set
of nodes in the network and consider a specific user j, which
wants to receive a data flow from user i. The SINR for user
j at time t is:

γij(t) =
SijP

i
tx(t)gij(t)∑

k∈N ,k/∈{i,j} αkjP k
tx(t)gkj(t) + NoB

(1)

where γij(t) is the SINR experienced by user j at time
t and associated with the communication i → j, gkj(t),
k, j ∈ N , k �= j is the link gain associated with the wireless
link connecting node k to node j, P i

tx(t) is the transmission
power used at time t by user i, No is the white noise power
spectral density and B the transmission bandwidth. Sij is the
spreading gain which depends on the specific CDMA codes

used in the wireless technology under consideration. In IEEE
802.11b, Sij = 1, whereas Sij = SF for UMTS, where SF is
the spreading factor used by terminal i [12]. αkj is a parameter
that we use, at user j, to model the fraction of the received
power from user k which interferes with transmission i → j.
Observe that α can be used to model interference between
non-orthogonal frequency channels (e.g., IEEE 802.11), non-
orthogonal spreading codes (e.g., in asynchronous CDMA)
or between different systems (e.g., IEEE 802.11 and IEEE
802.15.4).
Other features: The current version of the simulator supports
IEEE802.11b (multi-rate transmission and distributed coordi-
nation function, DCF), IEEE802.15.4 (ZigBee) and UMTS
radio technologies [12], [13]. These are accurately modeled for
what concerns physical, link, and MAC layers. For routing, we
implemented a modified version of Dynamic Source Routing
(DSR), see Section IV. In the simulator both independent
and group mobility behaviors are supported, according to the
model described in [14]. Data can be generated according to
Poisson, continuous and periodic packet generators.

III. ANALYTICAL MODEL

In this section we present the simplified analytical model
that we use in this paper and its key assumptions. A similar
model was also used in [9].
General assumptions: We consider an Ambient Network
where a number of APs and users coexist. We assume that each
user requires a separate flow and all flows have the same bit-
rate BU . The extension to different bit-rates is possible with
minimal modifications. Both APs and users have a number
of different radio technologies which are described by the
indices 1, 2, . . . , J , where technologies are sorted according
to their transmission energies. That is, Etx

i ≤ Etx
j if i < j.

We define three vectors Etx = {Etx
1 , Etx

2 , . . . , Etx
J }, Erx =

{Erx
1 , Erx

2 , . . . , Erx
J } and r = {r1, r2, . . . , rJ} tracking the

energies required to transmit and receive a single bit and
the maximum transmission ranges for every radio technology,
respectively. We additionally assume that Etx

i ≤ Etx
j implies

ri ≤ rj . Not all nodes offer all radio interfaces and, in general,
the set of offered interfaces may differ in different nodes.
Here, we assume that an interface of type i is available at
a generic node with probability pi and that interfaces are
assigned independently to each user. For the topology, we
consider that users are independently placed according to a
planar Poisson process of intensity ρ, i.e., the average number
of users within an area A is given by ρA, whereas the
probability to have exactly n nodes in this area is derived as
P(n,A) = ((ρA)n/n!) exp (−ρA). Access points are placed
according to a uniform distribution with density ρAP and are
equipped with all technologies 1, 2, . . . , J .

Within the analysis, nodes positions and channels are con-
sidered to be stationary. These assumptions will be relaxed in
the simulation results of Section IV. Finally, we consider an
idealized MAC by neglecting interference: in the analysis our
only interest is to capture the network connectivity (i.e., the
availability of a path between any two nodes, in the connec-
tivity graph). The reception capability of the radio interfaces
is modeled through vector r. In fact, once the models for path
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loss, shadowing and decoding sensitivity of each radio i are
given, it is possible to calculate the corresponding maximum
transmission distance ri as a function of the transmission
power used by interface i (see Etx

i ). Moreover, given the
network topology and the radio interface models, we can
find the density ρi of nodes with an interface of type i.
Formally: ρi = [

∑∞
n=0 P(n,A)

∑n
k=0 kpi(k|n)]/A = piρ,

where A ∈ R+, pi(k|n) =
(

n

k

)
pk

i (1 − pi)n−k.

RG formation: Routing groups can be formed through a
distributed approach. That is, users cooperate and exchange
data to gain information about their physical surroundings
and, at the same time, to measure the benefit of grouping
with other devices. This involves the periodic exchange of so
called HELLO messages between mobile nodes [15]. In each
HELLO, every node can for example include the list of its
“stable neighbors”, i.e., the nodes that have been in its close
proximity long enough. In fact, if movements are correlated,
stable nodes are likely going to stay in close proximity of
the sending device and are therefore good candidates to be
grouped with it.

The goal of our analysis is to keep the evaluation of
algorithms for RG formation as general as possible, thus
we do not investigate a specific aggregation strategy but we
simply assume that the RG formation is possible and can
be either activated or not, thus determining different network
behaviors. The objective of our investigation is to quantify the
potential benefits in terms of connectivity with RGs in place
and to weigh them against the energy expenditure required
to maintain RGs. We further assume that a leader is elected
within each RG, having the special role of handling the data
traffic so as to optimize the transmission and the access
to the channel for RG members. This can be seen, as in
standard clustering algorithms [5], [6] for ad hoc networks, as
a way to partially centralize the transmission control thereby
enhancing the performance. In order to abstract from the
specific clustering techniques that might be used to form RGs,
and also from the network topology, we adopt a randomized
approach for RG leader selection, where each node is chosen
as a RG leader with probability pL. This holds both for the
analysis and for the simulation results that will be shown later.
After the RG leader selection, the group is assumed to be
created by neighboring nodes which join the leader. Note that
this happens in an ideal way in the analysis (nodes always join
their closest RG leader), whereas in the simulation we actually
implemented the HELLO message procedure (it might happen
that a HELLO packet is lost and, in turn, a node may not detect
all terminals in its physical proximity). We assume that every
interface i ∈ {1, 2, . . . , J} sends HELLO messages with a
period T h

i and we refer to bh
i as the number of bits composing

HELLO packets sent by interfaces of type i. Moreover, we
consider that all T h

i s are multiple of a reference time period
ΔT such that T h

i = ξiΔT , ξi ∈ N+, i ∈ {1, 2, . . . , J},
ΔT ∈ R+. If we define the least common multiple (LCM)
of all ξis as ξ, then we have that nh

i = ξ
ξi

is the number of
HELLOs sent by the i-th interface in a time period of ξΔT
seconds.
Connectivity evaluation: The average distance between two
APs is dAP = 1/(2

√
ρAP ). Hence, on average each AP

is in charge of delivering data to all users placed within a
circle of radius rAP = dAP /2 (we neglect the overlap in
circular regions, i.e., the terminals which can be identically
covered by more than one AP by arbitrarily assigning them to
a single AP). The density of nodes with technology j is still
given by ρj . The approach to evaluating the network coverage
proceeds by slicing the AP coverage area into J different
annuli, where the area of the jth annulus is Aj = π(r2

j −r2
j−1)

and contains the region covered by technology j but not by any
of the technologies with lower index (i.e., with lower coverage
radius). The average number of users that have to be reached
in the jth annulus, nj , is found according to nj = ρAj . The
average number of users nj,h in the jth annulus that can be
optimally covered by exploiting interface h is therefore found
as:

nj,h =

{
ρp̃hjAj h ≥ j

0 h < j ,
(2)

where p̃hj = ph[
∏

j≤�<h(1 − p�)], and p� is the probability
that a generic user has an interface of type �. The average
number of users which can not be reached by any technology,
called in the following uncovered users, depends on whether
the RG formation is active or not. In the case RGs are used, the
coverage radius required is smaller, so that the coverage gener-
ally increases. However, an additional connection between the
AP and the RG leader is required. The analytical evaluation of
these two quantities leads to: nu = πr2

AP ρ−∑J
j=1

∑J
h=1 nj,h

for what concerns the case where RGs are inactive, and:

nu = πr2
RGρ − (

1 − exp (−ρAP πr2
J )

) J∑
j=1

J∑
h=1

nj,h , (3)

when they are active. In both cases, the number of uncovered
users per unit area is evaluated as nu/(πr2

AP ).
Energy consumption evaluation: To evaluate the energy
spent for covering the network, we compare the normalized
values per unit area. It is possible to obtain the total value
multiplying by πr2

AP where rAP = 1/(4
√

ρAP ). In the
following, the asterisk indicates normalization to the unit area.
We obtained in [9] the following expression for the case where
RGs are not active:

E
∗
noRG =

∑J
h=1

∑J
j=1 nj,h(Etx

j + Erx
j )BU

πr2
AP

. (4)

For the case where RGs are present, we have instead that
the total energy expenditure consists of three terms: E

∗
RG =

E
∗
(a)RG + E

∗
(b)RG + E

∗
(m)RG, where E

∗
(a)RG is the energy

required to transmit the flow from the AP to the RG leader
(see [9] for its detailed analysis), E

∗
(b)RG is required to deliver

the flow from the leader to the nodes, and finally E
∗
(m)RG

is the energy to maintain the RG structure. The normalized
value E

∗
(b)RG is identical to E

∗
noRG (the difference is in the

fact that the area of a RG is usually smaller than that covered
by an AP, but their evaluation is identical as we do not model
power control). Thus, with respect to the case where RGs are
not present, the energy expenditure has two more terms. The
energy spent to maintain the RG structures over an area A in
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a time period of ξΔT seconds can instead be derived as:

E(m)RG(A, T = ξΔT ) =
J∑

j=1

∞∑
n=1

P(n,A) ×

×
n∑

k=1

{
kpj(k|n)bh

j nh
j [Etx

j + Erx
j εj ]

}
, (5)

where εj is the mean number of nodes receiving the HELLO
message sent by a given sending node and using interface j
(assuming that HELLO packets are only decoded by the node
neighbors whose distance is less than or equal to rRG), i.e.:

εj =
∞∑

n=2

P(n, π min(rj , rRG)2)
n∑

k=1

(k − 1)pj(k|n) . (6)

The normalized value of the cost to create and maintain RG
structures is therefore derived as:

E
∗
(m)RG =

ERG(A, ξΔT )
AξΔT

. (7)

IV. VALIDATION OF THE ANALYSIS

In this section, we present simulation results to validate
the above analysis while also providing additional insights.
We consider a network scenario with two radio access tech-
nologies: IEEE802.11b and UMTS. User devices move within
a simulation area of 160 × 160 m2, with speeds uniformly
distributed in [0.5, 2] m/s (e.g., typical pedestrian scenario).
The density ρ of the mobile nodes is chosen in [0.001, 0.01].
Mobility patterns are generated according to a random way
point mobility model. We consider a single AP, placed at
the center of the simulation area and owning both technolo-
gies. Exactly 20% of the mobile devices own both wireless
technologies, whereas the remaining 80% of the population
is equipped with IEEE802.11b only. As above, we consider
two different access strategies: with and without RGs. In the
former case (RGs), each user can access the AP either relaying
its data to an in–range RG leader or by direct transmission to
an in–range AP. Moreover, each node decides between the two
previous options by minimizing the number of hops required
to deliver its data to the selected access point. In case the user
has to decide between two paths having the same number
of hops the choice is driven by the available bandwidth. RG
leaders are the only nodes which are allowed to aggregate
traffic and act as relays, by therefore providing coverage
extension through multi-hop routing. RG leaders are elected
at random at the beginning of the simulation with probability
pL among the users having both technologies. General RG
creation strategies can be included in our framework by
properly tuning pL. Note that in the no RG case relaying is
not permitted and a mobile device is connected to the AP if
and only if the AP is directly reachable through at least one
of the radio technologies owned by the user. On the other
hand, in the presence of RGs, a user which does not have a
direct connection with any AP can still exploit the relaying
functionalities of an in–range RG leader, if present. As will
be shown next, this improves connectivity performance. The
UMTS network covers the whole simulation area, whereas the
IEEE802.11b technology roughly covers half of the simulation
area. All users generate uplink traffic (i.e., users → AP) at
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Fig. 1. Average number of uncovered users per unit area as a function of
the node density ρ.

the rate of one packet per second. Packets are 512 bytes long.
Users’ traffic is exploited, in part, for the establishment and
maintenance of the routes to get to the AP: we modified the
DSR protocol in such a way that only RG leaders and APs
can relay data traffic.

Next, we report accurate simulation results obtained with
the multi-technology simulator presented in Section II. In
Fig. 1 we plot the density of uncovered users for both scenarios
(with and without RGs). As expected, and in accordance with
the analysis, the case without RGs gives the worst performance
in terms of connectivity. However, note some deviations from
the theoretical investigation. In fact, the analytical curves show
a probability of being uncovered around 5 times lower in
the case with RGs (even though it is not shown, a similar
gain is observed for pL = 0.05). Instead, simulation results
always indicate a larger number of uncovered nodes. This is
due to a more precise modeling of the propagation scenario,
which no longer consists of circular areas. Thus, the analysis
is optimistic in estimating the connectivity performance by
means of a simplified transmission model. Moreover, the
performance of the RG case further degrades as the node
density ρ increases. The main reason for this phenomenon
is that mutual interference among nodes (neglected in the
analysis) strongly increases with the node density, therefore
limiting the communication exchanges. This happens for the
connections towards the AP, and is in fact the main reason
for the increase of all the curves when the node density
increases, but also for the inter-RG communications. When
ρ ≈ 0.01, both cases with and without RGs become similar,
because the strongest limitation to the connectivity is given
by interference. In fact, if the density of transmitters is
high, the presence of strong interference is unavoidable, and
therefore all terminals, AP, RG members or RG leaders, suffer
a performance degradation. In such a case no relaying strategy
can help to increase connectivity, which is constrained by the
network capacity itself. As a side remark, the operating region
where a high number of nodes per unit area is active should
be avoided as the performance is dominated by interference
and is usually too bad to be considered acceptable. In this
case, it would be beneficial to decrease the density of active
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Fig. 2. Average energy consumption per node as a function of the node
density ρ.

nodes in some way, e.g., by turning off, or excluding from the
network, or moving to another portion of the spectrum, some
of the terminals. This corresponds to decreasing ρ and moving
the operating point of the network so that it is advantageous
to use RGs.

Fig. 2 analyzes the energy expenditure of the nodes. The
theoretical results are satisfactorily confirmed, although there
is always an additional term due to the interference between
parallel transmissions, which is not considered in the analysis.
Also, in the RG case not only is the consumption higher in
absolute terms, but the increase due to taking interference into
consideration is also higher, because in the RG case there are
more transmitting sources and thus more interference.

The last two figures show how the investigation through
simulation results can be useful to analyze in more depth
some aspects which were not captured by the analysis as they
were not modeled. In Figs. 3 and 4, we report the energy
expenditure per correctly delivered packet and the average
throughput per node, respectively. It is worth observing that
for small to moderate densities (ρ ≤ 0.003 in the reported
graphs) the RG solution leads to better performance in terms
of both energy expenditure and throughput. For these den-
sities the aggregation of terminals in close proximity and
the exploitation of RG leaders as the relay nodes towards
the APs is actually a good strategy. In fact, this makes it
possible to exploit the technology diversity offered by RG
leaders and, at the same time, to better distribute the traffic
among available wireless technologies. However, for very
dense networks relaying is less useful as in this case the high
interference causes congestion and RG leaders become unable
to forward data traffic.

Again, from Fig. 4 we can observe that the maximum
improvement is reached for pL = 0.2, where the throughput
is almost doubled with respect to the no RG case. Clearly,
this is due to the exploitation of RG leaders which provide
coverage to nodes that would be otherwise disconnected from
all APs. As the node density grows larger than 0.004 users
per unit area (i.e., per square meter), relaying causes too much
interference among parallel transmissions and the interference
effect dominates over connectivity improvements.
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The obtained results verify the correctness of the analytical
method. Even though the analysis does not take into consid-
eration some implementation aspects, the qualitative behavior
is similar.

However, the simulation approach is also useful as it is
able to correctly model multi-user interference, which would
cause excessive mathematical complexity. Interference issues
also justify the disagreement between the results obtained with
the two evaluation methods when the node density exceeds a
certain level: simulation results show the congestion due to
interference, while this is not reflected in the analysis.

V. CONCLUSIONS

This letter focused on the performance evaluation of the use
of Routing Groups (RGs) in Ambient Networks. We studied
the improvements in terms of decreased signaling overhead
and system interference given by RGs. Both an accurate
simulation tool and a simple yet effective analytical model
were discussed.

The theoretical approach correctly evaluates the general
trade-offs in RG establishment. However, accurate quantitative
evaluation of RG algorithms can only be obtained through
detailed simulation. The full dynamics at the physical layer
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are, in fact, difficult to track by analysis. Neglecting them,
as observed in our results, often leads to performance bounds
which may hide important behaviors.
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