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Abstract—Design and experimental evaluation of a new sense- trend in reducing the number of logic levels between the pipeline
amplifier-based flip-flop (SAFF) is presented. It was found that stages requires that some portion of the logic be embedded into
the main speed bottleneck of existing SAFF's is the cross-coupled the flip-flop. Furthermore, the impact of the clock skew on the

set-reset (SR) latch in the output stage. The new flip-flopusesanew _." . le ti . in d bmi ter desi
output stage latch topology that significantly reduces delay and im- minimum cycie ume increases in deep submicrometer designs

proves driving capability. The performance of this flip-flop is veri- ~ s the clock skew does not follow the technology scaling. Thus
fied by measurements on a test chip implemented in 0.18m effec-  the ability to absorb the clock skew withoutimpact on setup time

tive channel length CMOS. Demonstrated speed places it among hecomes important. These additional requirements imposed on
the fastest flip-flops used in the state-of-the-art processors. Mea- |31cheg and flip-flops are often given equal importance as to the
surement techniques employed in this work as well as the measure- ¢ feat f the latchi I t itself
ment set-up are discussed in this paper. performance features o . € lalching elemen |_se : )
o o ) ] The amount of cycle time taken out by the flip-flop consists
; Index Terms—(l:_l;_/los digital integrated circuits, clocking, flip- ¢ the sum of setup time and clock-to-output delay. Therefore,
OpS, sense-amplmer. the true measure of the flip-flop delay is the time between the
latest point of data arrival and corresponding output transition.
I. INTRODUCTION Deeply pipelined systems exhibit inherent parallelism that re-

DIGITAL system can incorporate a variety of CIOCkingquires higher fan-outs at the register outputs. This impacts the

schemes that impose constraints on the latching e,’g_quirements for higher flip-flop driving strengths.

ments, thus determining how they are used in the system.Recently reported flip-flops achieve small delay between

The most commonly encountered schemes are single-phggeelates'{ p_oint of data arrival ?.”d output t_r ansition. Typical
and two-phase clocking. A detailed analysis of the timin presentatives are sense-amphﬂer-baseq f"p‘ﬂOP (S_AFF) [71,
requirements in synchronous digital systems is presented in gnd—latch flg)-flop (E!‘de'I:.) [#3] and seml-d()j/namlc flip-flop
paper by Unger and Tan [1]. A comparative analysis of latch 3DFF) [18], [20]. Hybri 1p-1Iops, HLFF.an SDFF, outper-
and flip-flops commonly used in high-performance syste rm.re.ported sen'se-ampllfler-.based de§|gns, because the latter
today is presented in [3], [11]. This analysis deals with thae I|m_|ted by the implementation of their output latch [24].
trade-offs that are always possible between speed and powétn thlshpaper, wehpresent.a ne]\(/vlr)]/ develppetlj SAFF, ”:jat over-
and the effect of the setup time on the cycle time of the systeﬁ?.mes _t € major shortcoming of t € previoustly reporte .SAFF'

Timing elements, latches and flip-flops, are critical for thén Section Il, we present the analysis of the SAFF operation and
performance of digital systems because of the tight timing cow-SCUSS the dr.awbacks' of the structurg that has been commpnly
straints and requirements for low power [12]-[22]. Loading sed [4]. Section 11l reviews the operation of the sense amplifier
the clock distribution network is important because in high-per- A.) as a}pﬁlse-ge?eriu.ng Etage. Thg fourth sectllon prese.nts tk}e
formance systems power consumption attributed to the clo gsign of the new latch in the second stage. Implementation o
consumes 20%—45% of the total power consumed by the dfge new flip-flop, measurement setup and results are prese_;nted
ital system [10]. Short setup and hold times are also essenifypection V. Section VI .presents th,e pgrformance comparison
for performance, but often overlooked. In a complex system it‘f@th recently reported flip-flops, which is followed by a brief

very often necessary to have the ability to scan the data from ﬁ%nclusmn in Section VII.
flip-flops in and out of the system during the test and diagnostic
process. In addition, as the frequency of operation increases, the Il. SENSEAMPLIFIER-BASED FLIP-FLOP

A mechanism illustrating flip-flop operation is shown in
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Input  Input Ill. REVIEW OF THE PULSE-GENERATING STAGE OPERATION

Clock Pulse When Cik is low, nodes labeled and R are precharged
Generator through smallM p; and M py. pMOS transistors, Fig. 2. The
lower limit on the size of these transistors is determined by their
capability to precharge the nodes in one half of the cycle. The
high state ofS and R keepsM 3 and My, on, charging their
sources up td’pp — Vin because there is no path to ground
due to the off state of the clocked transistiyg. Since ei-
ther M 1 or My» is on, the common node @ 1, M2, and
Myg is also precharged t6p,, — Vi . Therefore, prior to the
leading clock edge, all the capacitances in the differential tree
are precharged.

The SA stage is triggered on the leading edge of the
clock. If D is high, nodeS is discharged through the path
M3, M1, Mg, turning M x4 off and M ps on. If D is high,
node R is discharged through the pathly., Myo, My,
turning M3 off and M » on. After this initial change, further
changes of data inputs will not affect the state of thand R
nodes. The inputs are decoupled from the outputs of the SA
forming the base for the flip-flop operation of the circuit.

The output of the SA, which is forced low at the leading

Fig. 1. General structure of a flip-flop.

D edge of the clock, becomes floating low if the data changes
during the high clock pulse. The additional transistég:; al-
i lows static operation, providing a path to ground even after the

data is changed. This prevents the potential charging of the low
output of the SA stage, due to the leakage currents. Those cur-
rents cannot be neglected in low-power designs wherd’the

is lowered in order to boost the performance affected by the

scaling of the supply voltage.

However, the additional transistdf n ; forces the whole dif-
ferential tree to be precharged and discharged in every clock
cycle, independent of the state of the data after the leading edge
of the clock. The additional transistaf 5 is minimized, to pre-
of a sufficient duration is produced. This pulse in turn sets tivent a significant increase in delay of the SA stage, due to the
slave latch. Depending on a particular realization, the PG stagjaultaneous discharging of both the direct path capacitive load
is sensitive to the transition of the clock (from low-to-high, oand the load of the opposite branch.
high-to-low) and not to its level (as is the case with MS combi- This flip-flop has differential inputs and is suitable for use
nation). This sensitivity in the implementation of the PG stagith differential and reduced swing logic. It uses single-phase
may pose a danger under certain conditions in terms of reli@ock, and has small clock load. Its first stage assures accurate
bility and robustness of operation. Thus, the use of flip-flops héiging, due to its SA topology, which is very important at high
been prohibited in some design methodologies such as IBMperating frequencies.

LSSD [22].

The SAFF consists of the SA in the first stage and the slave
set-reset (SR) latch in the second stage as shown in Fig. 2, [7]. IV. SYMMETRIC SLAVE LATCH
Thus SAFF is a flip-flop where the SA stage provides a negative
pulse on one of the inputs to the slave latéhor R (but not The SR latch of the SAFF, shown in Fig. 2, operates as fol-
both), depending whether the outftis to be set or reset. lows: inputS is a set input andk is a reset input. The low level

The pulse-generating stage of this flip-flop is the SAtbothS andR node is not permitted and that is guaranteed by
described in [5], [6]. It senses the true and complementary difie SA stage. The low level atsets the output to high, which
ferential inputs. The SA stage produces monotonic transitioimsturn forces@ to low. Conversely, the low level & sets the
from one to zero logic level on one of the outputs, following th& high, which in turn forces) to low. Therefore, one of the
leading clock edge. Any subsequent change of the data durmgput signals will always be delayed with respect to the other.
the active clock interval will not affect the output of the SAThe rising edge always occurs first, after one gate delay, and the
The SR latch captures the transition and holds the state until thing edge occurs after two gate delays. Additionally, the delay
next leading edge of the clock arrives. After the clock returred the true output(?, depends on the load on the complemen-
to inactive state, both outputs of the SA stage assume logic dagy output,, and vice versa. This limits the performance of
value. Therefore, the whole structure acts as a flip-flop. the SAFF.

Fig. 2. SAFF [7].
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expression. Conversely, the same topology applies for the ex-
_ bR §4 _ pression forQ+ = R + S - Q. In this topology R signal is
s *ﬂ: _ :““" il a parallel branch. The reason for choosing those expressions in
e Q- implementing SL stage is to reduce the number of p-type series
Q e transistors in the branch responsible for the transition to one.
_ This will be fully understood only when we analyze the entire
Fa Q- SL stage resulting from these modifications.
R —|l: _ B :]}— § Equations (1), (2) will be applied to the p-transistor networks
ks R— of the corresponding cross-coupleaND gates consisting the
SL stage. The signals that are applied to the n-transistor net-

2 large pMOS, 2 large nMOS
4 small nMOS, 4 small pMOS

transistors

Fig. 4. Steps in obtaining new symmetric SL.

works are obtained by covering zeros on the corresponding Kar-

naugh maps fo@+ andQ+. Symmetry of the two expressions

is obtained by taking advantage of don’t-care entries in the Kar-

naugh map fofQ™ andQ+. Therefore, we obtain the same cir-
its topology as the one resulting from (1), (2). This is illus-

u

In order to overcome the problem of nonsymmetry of the SE{a :
latch n SAFF, we applied modifications to the SIT stage. In th@; and the process of obtaining expressions for the n-type and
following description,Q represents a present, while"™ repre- _type transistor networks in fap™ andOF. The process of
sents a future state of the SL, i.e., the state after the transit

f the clock. The SL modificati tarts with loai ¢ aining the new symmetric SL is illustrated in Fig. 4.
ot the clock. 1he modriication starts with 1ogic representa- r, resulting slave latch possesses the following features.
tions for the new output valugg™ andQ+ that are obtained by

writing independent logic equations for tfeand outputs of a. In the latch (_)nly one transistor in ea_lch branch is active
the cross-coupleslanp gate SR latch. when changing the state, thus allowing for small keeper

transistors, as shown in Fig. 5.
QT=S+R-Q 1) b. The true and complementary trees of the new SL are sym-
OF=R+5-0Q @) _ metrical, resulting in_equal delays of both outputs, Fig. 6.
Since the keeper transistot&]p7-Mp1g and Myg-Mp12,
Qt = S+ R - Q is implemented as aAND-OR structure, are sized small, they quickly switch off during the transition.
whereS is anoR branch of the circuit used to implement thisThis allows outer, driver transistord{ps;, Mps, M7, and
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Fig. 6. Typical SAFF waveforms.
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Fig. 7. Transistor functions in the new SL.

Mg, to drive the load, and to change the state of the latct
as illustrated in Fig. 7. This feature makes output transistc
size optimization a straightforward process. The only limit in
minimization of keeper transistors is in the robustness of th
output stage to the crosstalk during the low clock pulse.

In addition, only one transistor being active during the tran:
sition increases the driving capability of the output stage, an
prevents the crow-bar current, reducing the power dissipatiol
Both true and complementary outputs have the same drivir
strengths, which is important not only for differential logic
styles, but could also effectively double the driving capability
of the flip-flop even when used with standard CMOS design
The self-loading at the output of the second stage is reduce
as compared to aAND implementation. The loading at the
output with theNAND cross-coupled latch is two large gate
capacitances and three large drain capacitances. The n
output stage has loading of two small gates and two large ar
two small junctions.

The proposed SAFF, shown in Fig. 5, has all the advantage
of earlier published SAFF’s. It allows integration of the logic
into the flip-flop, as well as reduced clock-swing operation [10].
The single-ended input version with multiplexed data scan an
asynchronous reset is possible as shown in Fig. 8.

Otgl

Fig. 8. SAFF with multiplexed scan and asynchronous reset.
V. IMPLEMENTATION AND MEASUREMENTS

The new SAFF is designed and implemented in 0.b8 is optimized using iterative procedure with the objective of
effective channel length CMOS technology. Transistor sizirachieving high speed and compact grid-based layout.
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Fig. 10. Test structure implemented for measurements of flip-flop delay.

In order to measure the flip-flop performance, a simple test
structure was implemented on the test chip shown in Fig. 9.
The minimum delay between the latest point of data arrival
and output transition is measured indirectly, using the struc-
ture from Fig. 10. Several chains of inverters as depicted in
Fig. 10 were implemented. The measurement results were av-
eraged over a set of sample chips obtained from the test run.
The test chip contained a time-base generator, which allowed ¢ - - -~ &+ .~ -
wide variation of clock frequency with resolution of 4 MHz. W S0.0mvVe CH2 $0.0mve M 1.00ns Chz S 4mv

The clock frequency was raised until one of the flip-flops re- (b)
ceiving signal from a chain of inverters failed. The time period Tek EIH 5.00GS/s . _9Acgs :

corresponding to the failing clock frequency was calculated and —— e Treaas
entered into a set of equations describing the timing relation- S N
ship between the flip-flop parameters and the signal delay. The
clock frequency was changed in the 400-700 MHz range using
an on-chip time-base generator. S U A O SN A

The clock frequency was gradually increased until each of P NS e A
four paths fail to satisfy the setup timing, resulting in four pe- : : - S
riods, T3, 15, 13, Ty. Those measurements are repeated for both
rising and falling input data.

The inverter chain used in this measurement consisted of up to
eight cells. Each cell consisted of three inverters with balanced
high-to-low and low-to-high delays. This number of inverters
in the chain was necessary in order to assure that the failure S :
of all the flip-flops receiving the signal was occurring in the mWTDOns g
frequency range maintained by the time-base generator on the
test chip. Equations (3)—(6) represent the timing relationship of
the four paths used in this measurement, Fig. 10, whgrand _Fig. 11. Wav'efor'ms at the outputs of the two flip-flops preceded b_y chains of
Ty, are the cell delaySFn represents a cell deIay with fan-ou nverters dlff_enng in length by one. (a) Normal operation. (b) Sampling region.

. ; . c) Hold region.
of one inverter and’; is the cell delay with fan-out of two. The
inverter of the fan-out of two is actually loaded with one SAFF Ts = Tew—q + Tso + (N — 2)Tyy + 217 (5)

and one dummy inverter. .
Each of the four register-to-register paths has a corresponding Ty =Tew—q +Tsv + (N = 2)T1 + 1. ©)

shortest cycle time: Since both the flip-flop and the inverter are designed to
have the same rising and falling edge delays, the differences
Ty =Tew—q + Tsu + (N = )T + 2172 () in high-to-low and low-to-high transitions are eliminated from
T =Teoiw—g +Tsy + (N = 1)Tn +T12 4) (3)-(6).
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Fig. 12. Measured and simulated clock-to-output delay as a function setup and hold times.

TABLE | Data
SUMMARY OF SAFF PARAMETERS (NOMINAL PROCESS POSTLAYOUT, D_D°“‘D° b 0 L 500fF
Vop = 1.8V, T = 25°C, QLOCK AND DATA RISE TIMES 100 ps) T
> Clk O >
Parameter Simulated, Simulated, Measured, Clock E E i 200fF
differential single-ended single-ended —
. . = 50fF
Cp=200fF | load =2 inverters | load = 2 inverters I
Rising delay, Clk-Q 230ps 165ps 170ps + 20ps =
Falling delay, CIk-Q 225ps 175ps 170ps + 20ps Fig. 13. Test bench for flip-flop comparison.
Setup time -25ps Ops Ops + 20ps . . . . .
i signal approaches the point of setup and hold-time violation
Hold time 160ps 90ps 80ps + 20ps until the flip-flops fails to capture the correct data [2]. This
change inClk-Q delay is plotted in Fig. 12. Thus the precise
Avg. Power 3Iuw 29uW N.A. .
setup and hold time delay measurements were done by ob-

serving the relative difference between the two flip-flop outputs

. . . . fo#lowing the inverter chains of different lengths. To assure that

. By observing the differences n outputs between the PaIrS @l relative difference in delay is attributed only to a setup (or
flip-flops, the unknown values of inverter delayfs, andZ}z, hold) time violation the observing flip-flops were connected
and sums of setup time aidk-Q) delays can be measured. to the chains differing for a sufficient number of inverters,

At cycle times which are long enough for both ﬂlp'ﬂOpSthus assuring that the flip-flop connected to the shorter path

to successfully capture the data, the output waveforms at thofar away from setup (or hold) violation. This makes the

flip-flops following the chains that differ in one inversion areg lay of the flip-flop connected to the shorter path constant

out of phase as expected from Fig. 10, and shown in Fig. 11( dind dent of the sianal arrival ti th ttributing th
As the clock frequency increases, the flip-flop that follow&"¢ InAependent ot tne signai arrival ime, thus attributing the
erence in delay only to the setup (or hold) time dependency

the longer inverter chain fails to capture the data due to setﬂ?g s . X
violation, as observed in Fig. 11(b). With further shortening' the flip-flop under observation. In this measurement the

of the clock cycle the signal propagating through the long&l0ck signal divided by 16 is used as the data ingiand the
inverter chain does not arrive in time, however, the flip-flog€gradation irCik-Q delay is plotted versus the clock period.

will at some point start to successfully capture the perviolidd- 12 shows simulated and measured clock-to-output delays
value of the signal. The capturing of that previous signal val@ a function of setup and hold time.
by the flip-flop will be stabilized only after the signal arrives Simulated flip-flop waveforms (shown in Fig. 6) demonstrate
after the hold-time window of the flip-flop, thus avoiding thethe symmetry of true and complementary delays, even when
hold-time violation. Capturing of the previous value of thelriving 200 fF loads. The balance between the rising and falling
data produces the same waveform as the output of the flip-flspnsitions can be held over a wide range of output loads. Pro-
receiving inverter chain path containing one inversion less, pesed SAFF shows very narrow sampling window of less than
shown in Fig. 11(c). 100 ps. Sampling window is defined as the time interval in
The problem of precise measurement of the setup awthich the flip-flop samples the data value. During this interval
hold-time lies in the fact that the flip-flop delay increases as ttay change of data is prohibited in order to assure robust and
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reliable operation. We found that the hold time is dependent « N e

the slope of the input signal. Thus it was possible toshortents 1 @ i = 1 gl

hold time, by buffering the data, as it was done in our scan pey ,|.____ . L g JHLFE  TGMS| SAFF .

design, shown in Fig. 8. 2 w0l “g’g;edi_ﬁ ,,,,,, IT ,,,,,,,,,,,
Simulated and measured data is summarized in Table I. T§ a0t B2 oo _oMos | e I

measured results show a very good agreement with the Simt™ 1o - b oo i SRR

tion, which testifies not only to the accuracy of the post-layot  °* 1;0 2;0 -~ 300 350 o - o

simulation but a validity of described method for measurin Delay [ps]

flip-flop parameters as well. The accuracy of our measurement

lies within =10 ps in bothr andy directions. Fig. 15. Comparison of delays and power between different flip-flops.

VI. COMPARISON WITH RELATED FLIP-FLOPS Nominal process corner was used with= 25 °C and supply

The interest in high-speed flip-flop design re-emerged r(\a/pltage of 1.8 V. All inputs were driven by large buffers,
gn-sp b-tiop g ge resulting in 100 ps, 20%—-80% rise and fall times and outputs
cently as the frequencies of operation passed 1 GHz. The impor- . . .
: : were loaded with 200 fF. All the flip-flops were optimized
tance of a good flip-flop design affects the power consumed Pg

the clock as well as the available time in ever-shrinking pipeline.r minimum delay with output transistor sizes limited. Power

Many new latch and flip-flop architectures were published ngonsumpﬂon in Fig. 15 is shown for maximum, average, and

: ; inimum activities of the data input.
[71-9], [12]-{21]. They demonstrated improvements in spee ' Table Il shows the total gate length of all compared flip-flops,

pgﬂg;ﬂg\'gg'&yr’ncgﬁgolr?ﬁihsf;:pei??ohsc’k;;:jmaesd ng\;g;)p g_an area estimate. The improved SAFF is about 20% larger
performance par pec b ap an SDFF and HLFF, with a 5%—10% increase in speed, but
sipation in this work is done resembling the setup in [3], [11

with the test bench shown in Fig. 13. batures differential outputs, that both can drive the loads. The

In comparison to other recently published flip-flops, HLFI—SAFZSTIZe Fan be re:juc;gd by ‘:Ibom 5%, with small increase in
[13], Fig. 14(a), SDFF, Fig. 14(b) [18]-[20] modified SASPEed ! 0Ny one outputis used.
flip-flop has the shortest delay, represented by the sum of setup
time and clock to output delay. Transmission-gate MS latch
pair (TG MS), Fig. 14(c), [12], and TIOS MS latch pair, We developed, fabricated and tested an improved SA flip-
Fig. 14(d), [23] are also used in comparison. The simulatiofisp. We presented a systematic method for its derivation, which
were performed using BSIM 3v3 CMOS transistor modeallows flip-flop realization in a circuit topology yielding op-

VII. CONCLUSION
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