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Abstract — The discrimination of the clutter interfering signal is 

a current problem in modern radars’ design, especially in coastal 

or offshore environments where the histogram of the background 

signal often displays heavy tails. The statistical characterization 

of this signal is very important for the cancellation of sea clutter, 

whose behavior obeys a K distribution according to the commonly 

accepted criterion. By using neural networks, the authors 

propose a new method for estimating the K shape parameter, 

demonstrating its superiority over the classic alternative based on 

the Method of Moments. Whereas both solutions have a similar 

performance when the entire range of possible values   of the shape 

parameter is evaluated, the neuronal alternative achieves a much 

more accurate estimation for the lower Fig.s of the parameter. This 

is exactly the desired behavior because the best estimate occurs 

for the most aggressive states of sea clutter. The final design, 

reached by processing three different sets of computer generated 

K samples, used a total of nine neural networks whose contribution 

is synthesized in the final estimate, thus the solution can be 

interpreted as a deep learning approximation. The results are to 

be applied in the improvement of radar detectors, particularly for 

maintaining the operational false alarm probability close to the 

one conceived in the design.

Keywords — Sea Clutter, K Distribution, Shape Parameter 

Estimation, Artificial Neural Networks, Deep Learning

I. InTRoducTIon

R
adaRs are responsible for detecting nearby targets using 
electromagnetic waves [1]. The echo amplitude received by the 

radar, besides carrying the target’s information, contains a distortion 
introduced by surrounding objects. In the particular case of the 
operation in sea environments, the distortion signal is originated in the 
sea surface and it’s therefore called sea clutter [2].

Among the various ways of improving radars’ performance, clutter 
discrimination is frequently addressed in the literature [3]. Although 
other models can be used [4-6], the K distribution is widely recognized 
as the best choice for sea clutter representation [7]. Consequently, 
several solutions have been proposed taking as a priori condition the 
assumption of K clutter [8-10].

Radar classic detectors, such as the CA-CFAR (Cell Averaging - 
Constant False Alarm Rate), use, as a general rule, a fixed adjustment 
factor to define a desired value of false alarms probability [11]. 
However, when a variation appears in the clutter’s statistics, a 
correction of the adjustment factor is necessary to ensure the operating 
false alarm probability remains close to the one conceived in the design 
[12].

The statistical variation of the background signal translates 
mathematically into a modification of the shape parameter of the 
assumed model. The problem can be then reduced to a search of the 

shape parameter using a finite set of samples.

The more popular technique for estimating the K shape parameter 
is the Method of Moments (MoM) which uses the 2nd and 4th order 
algebraic moments [13]. The MoM is also used in the estimation under 
Weibull clutter, through the computing of the first two moments. A 
previous research related to the Weibull model has shown that Artificial 
Neural Networks (ANN) are able to replace the MoM in some cases, 
achieving a more accurate estimate without incurring into a high 
computational cost [14, 15].

In view of the presented analysis, the authors established as the goal 
of the investigation the design and training of a neural network capable 
of estimating the K shape parameter from a finite set of samples. 
Initially they expected to find the proper solution by modifying multiple 
internal variables or conditions of the neural network and using groups 
of 3000 samples, according to what was done in [15]. However, this 
approach was insufficient to achieve good results.

Then, considering the recommendations given in [16] and adopting 
an strategy similar to [17], they decided to divide the region of possible 
values   of the shape parameter in five reduced estimation intervals. 
The new solution, which includes nine neural networks, achieved 
significantly better results than those exhibited by the MoM and 
constitutes, therefore, the contribution of this paper. The design can 
be interpreted as a deep learning approach to the K parameter shape 
estimation given the high degree of integration of the nine networks.

II. MaTeRIals and MeThods

This paper’s results were achieved by performing simulations in 
MATLAB 2011software. The current section is devoted to facilitate the 
replication of the experiment by third parties. Therefore, it describes 
(A) the way in which clutter samples were generated and (B) the 
methods considered for obtaining K shape parameter estimates.

A. Samples used in the Simulations

The following PDF was employed for the K distribution [18]:

( ) =
4

( )
( ) −1(2 )

 (1)

Where   is the scale parameter,   is the shape parameter, (. )  is 

the Gamma function and (. )  is the Bessel function of second kind 

and order − 1. A complete definition of the functions related to the 
K distribution can be found in [19]. Actually, the MATLAB functions 
implemented and validated in [19] were used in this study.

As a design principle, it was decided that the neural network should 
use histograms as a distinctive feature of the data. Replicating what 
was done in [15], a quantity of 3000 samples was selected to assemble 
each histogram.

By observing multiple sets of histograms, the authors concluded 
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that the greatest amount of information was concentrated below the 
amplitude equal to five. Consequently, samples with magnitude greater 
than five were ignored when histograms were prepared.

Three sets of samples, in which the shape parameter (( )) was varied 
from 0.1 to 30 according to the investigations found in [20-22], were 

created. Moreover, the scale parameter (( )) was maintained as  =  √   
to fix the average of the samples to one [18].

The generated data sets have the structure shown in Fig. 1. Each 

of the sets covered the range of values   of   between 0.1 and 30 in 
different ways.

Set A started with a group of 3000 samples corresponding to  =  0.1.  

The next ten groups maintained the same   value, representing 
different outcomes of the same configuration of parameters. Then, 
group number 11 resulted from adding 0,01 to the shape parameter 
before generating the samples. Again, the next ten groups maintained 
the parameter configuration. Next, the mechanism was repeated until 

30 000 samples sets were created, with a change in   every ten groups. 
The total number of samples of Set A was 90 million.

Fig. 1. Data Sets Prepared for the Training and test of Neural Networks in the 
Estimation of the K Shape Parameter.

Set B and Set C also changed the   value every ten groups but they 

followed different rules. Set B increased   a 0,3% every ten groups, 

ensuring thus that the lower   Fig.s were covered with a smaller step. 
According to recommendations given in [16], the high magnitudes of 
the shape parameter have a reduced influence in the heavy property of 
the K distribution tails. Therefore, there is no great interest in providing 
a reliable estimate for such values. In fact, the purpose of the Set B is 
to indicate the neural network to pay less attention to the estimation of 

high   magnitudes.

Set C achieves a similar effect by applying different variation steps 

into five incremental length intervals. For the interval 0.1 <  < 1  

a variation step of 0,001 was used; for 1 <  < 3,5  the step was of 

0,00227; for 3,5 <  < 10    of 0,0065; and for 10 <  < 20  and 
20 <  < 30  of 0,01. Finally, Set C included 150 million samples 
distributed in 50000 groups of 3000 samples each, and was the one 
more intensively used in the neuronal training.

Sets A, B and C were created in that order in response to observed 
outcomes in the performed trials. The objective was to positively 
influence the performance of the neuronal solution. The reasons for 
the creation of each set are explained in the section “Results and 
Discussion”.

B. Methods for Obtaining K Shape Parameter Estimates

Several methods for estimating the K distribution parameters have 
been proposed in the literature [23-30]. In [31], a comparison of four 
different methods was performed, concluding that the MoM based on 
second and fourth moments [32] displays the best results. Additionally, 
the same method was used in [13] for obtaining estimates from samples 
taken at the coast of Taiwan.

For the above reasons, the authors selected the MoM that uses the 
second and fourth moments like the classical estimator of K parameters. 
According to this method, expression (2) is to be applied:

̂ ≈
1

( 4
2 2

2−1)
              ̂ ≈ 2√

2
  

 (2)

Therefore, the objective of this research is to build a neural network 
based scheme that will exceed the performance of the previously 
described MoM.

For the design of the neural scheme, the authors took as a start point 
the solutions given in [15, 33-37] for different situations. Consequently, 
the initial configuration of the neural network internal variables was 
arranged according to Table I.

The first trained neural network was a classic three layers Perceptron. 
It had 50 inputs for reading 50 values resulting of samplings made on 
the histograms obtained from each 3000 samples group extracted from 
sets A, B and C. This network failed to outperform the MoM; so the 
authors, after trying several alternatives, decided to use a nine neural 
networks scheme, in which each net would read the same data and 
reach to an independent conclusion. The synthesis of these conclusions 
would produce the final estimate.

TABLE I
CONFIGURATION OF THE INTERNAL NEURAL NETWORK 

VARIABLES

Network Variables Choice

Network Type Feed Forward Network (Multilayer Perceptron)

Training Function BackPropagation (Levenberg-Marquardt)

Number of Layers 3 (Input Layer – Hidden Layer – Output Layer)

Transference or 
Activation Function

Hyperbolic Tangent Sigmoid (Hidden Layer), 
Lineal Transference Function (Output Layer)

Activation Order Topological (Asynchronous Activation)

Error Measurement Mean Square Error

Training Set Division 70% Training - 15% Validation -  15% Test

Samples’ Presentation Batch Training

The logical process that led to the design of the neural networks 
based solution is described in the next section. Five of the nine 
networks use a configuration very similar to the one presented in Table 
I; whereas the other four change the transfer function of the output 
layer to Hyperbolic Tangent Sigmoid. As a result, their output turns to 
be restricted to the range between 0 and 1. For a detailed understanding 
of the meaning of each of the parameters in Table I, the reader is 
referred to specialized literature [38].

III. ResulTs and dIscussIon

The current section shows evidence of the new neuronal solution’s 
proper functioning and demonstrates its superiority after performing a 
comparison with the MoM. First, efforts are presented regarding the 
training of a single network for obtaining K shape parameter estimates. 
Then, the final scheme, obtained after trying different alternatives, 
is described. This scheme is based on the interaction of nine neural 
networks trained in an independent way to solve fractions of the 
problem at hand.

A. Design of a Single Network

Multiple trainings were executed with a neural network that used 
the configuration shown in Table I and processed the data from Set A. 
The size of the hidden layer was changed between 5 and 50 neurons, 
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without obtaining a significant improvement. Finally, it was found that 
the biggest success rate was achieved by using 30 neurons.

Aiming to improve the network’s performance, the authors made 
several modifications on the training process. First, they proceeded to 
omit some of the 50 inputs. So, they repeated the essays omitting the 
last 3, 5, 10, 15, 20 and 25 values from the   tail of the input histograms. 
The results showed a reduction in the effectiveness. Then, values from 
the beginning of the input histograms were skipped from the training 
procedure. The experiments showed that the first 20 inputs could be 
omitted   without significantly affecting the estimator’s performance. 
However, almost no improvement was achieved.

Two main problems prevented the performance’s improvement. The 
first one was the rapid convergence of the training. The process often 
concluded between iterations 15 and 20 because the network began to 
lose generalization and the validation made with a percentage of data 
stopped the training. The reader should note that this effect is common 
in Early Stopping based trainings. The authors chose a high limit on 
validation failures but the performance did not improve. It was noted 
that once the network begins to particularize its performance, it fails to 
generalize the behavior even after 30 iterations.

Searching for a slower convergence, Scaled Conjugate Gradient and 
Bayesian Regularization training algorithms were tested. They both 
succeeded in offering a slower convergence, and there was a slightly 
enhancement in the results. It was also decided to create a training set 
with more samples to see if a wider variety of presentation helped the 
network to generalize the results. To this end, trainings were repeated 

with a Set very similar to Set A but having 20 repetitions of   instead 
of ten. Again, the results improved slightly.

The second problem was the poor performance in the 0.1 <  < 1  
region. Recommendations given in [16] clearly indicate the need for a 
very accurate estimate in this area, which is responsible for the heavy 
property of the K histograms tails. Heavy tails have a marked influence 
on the selection of the adjustment factor in detectors such as the CA-
CFAR, and therefore, in the performance of radar detection schemes.

Accordingly, the authors created Set B, which includes more groups 

of samples in the region of reduced   magnitudes. Trainings conducted 

with this group achieved a greater precision in the 0.1 <  < 1  
interval, maintaining the previously achieved overall performance.

Set C was also created as a way to expand the number of samples 
and place a larger amount of them in the regions of interest. Trainings 
conducted with this group positively contributed to improve the 
network performance. 

Once the above described modifications were considered, together 
with others that were omitted to simplify the explanation, the authors 
arrived to the conclusion that follows. After using a set of 150 million 
samples (Set C), varying the size of the hidden layer from 5 to 50 
neurons, altering training variables and placing more groups of samples 
in the region of interest, it was found that a single neural network is 
unable to outperform the MoM in the estimation of the K distribution 
shape parameter. Fig. 2 shows a detailed comparison of both estimators 
by displaying error histograms.

Fig. 2. Histograms of Errors Committed by the Neural and MoM Estimators.

If Fig. 2 is examined, it can be seen that even though the overall 
performance of the neural network is better than the MoM, this cannot 
be considered an advantage because the improvement is detrimental 

of the quality of the estimates in the region of interest (0.1 <  < 1)). 
Inevitably, the neural network’s learning mechanism compels it to 
maintain a uniform performance through the entire search region. Such 
behavior is desirable in many situations but causes unwanted results 
in the estimation of the K shape parameter. In conclusion, it can be 
stated with certainty that the variations applied in [15] for training a 
single network to find the Weibull shape parameter, are not sufficient 
to achieved the same for the K case.

A. Two Stage Neural Solution

Given the difficulties encountered training a single network, the 
authors resolved to assess the estimation problem using multiple 
neural networks that would provide fractions of the solution. A similar 
principle was followed in [17] leading to suitable results.

However, unlike [17], two stages were used in the design, each one 
including several neural networks; being the response of the second 
stage determined by the output of the first one. The first stage was 
responsible for dividing the region into smaller sub-regions. Then, the 
second stage was in charge of producing an accurate estimate within 
each sub-region. Thus, the problem was divided in easier to process 
portions which would present a simplified problem to specialized 
networks.

Networks from the first stage were designed using the Hyperbolic 

Tangent Sigmoid function in the output layer. Note that this 
configuration differs from the one presented in Table I. The intention 
was to force the output values to be   0 or 1. So, each network from the 

first stage had a single output whose task was to decide which of two   
regions contained a given group of samples. Therefore, each network 
divided the search region in a portion that it classified as 0 and another 
that it classified as 1. This solution can be interpreted as form of pattern 
recognition.

In contrast, internal variables from second stage networks remained 

TABLE II
ERROR INTERVAL FOR EACH TESTED BOUNDARY VALUE.

20 18 16 15 14 13 12 11 10 9 8

22,12 22,46 23,36 24,03 23,89 24,88 24,52 24,18 24,42 18,98 18,80

7 6 5 4 3 2 1 0,95 0,90 0,85 0,80

10,94 8,7 5,07 3,48 1,72 0.91 0.22 0.24 0.29 0.16 0.20
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very similar to what was shown in Table I, and only suffered minor 
changes according to the comments made on section 3.1. These 
networks had no restrictions on the output values.

Next, the following section will explain how the first stage networks 
were designed. Understanding the results obtained at the output of the 
first stage is a key element in the justification of the search intervals 
intersection conceived for stage two nets.

B. B.1. First Stage Networks

The first stage of the neural solution sustains a complexity that has 
not been yet discussed. In order to divide two regions, it’s necessary to 
place a boundary between them. Given the variability of the histograms 
that were assembled with a finite amount of samples, the continuity 
of the search region, and complexities associated with the training of 
artificial intelligence systems, it is virtually impossible to establish 
an absolute border without incurring in a certain degree of error. 
Consequently, the expected behavior after establishing a boundary is 
the one shown in Fig. 3. 

After conducting a training for establishing a border ( ) between 

Regions 0 and 1, an area of uncertainty (between 1 and 2 ) will 
always appear. This area will contain network mistakes on the election 

of the proper region. In the interval between  and 1 , the network 
will make mistakes classifying groups of samples belonging to the 

Region 0 as Region 1 (errors 1/0). The opposite can be expected 

between   and 2, where groups of samples belonging to Region 1 

will be classified as Region 0 (errors 0/1). This behavior is impossible 
to avoid, and the designer can only seek to reduce the interval between 

1 and 2 as much as possible.

Fig. 3. Expected Neural Behavior after Conducting a Training for Dividing the 
Search Region in two sub-Regions.

Table II shows a measurement of the length of the error interval  

(| 2 − 1|) incurred by a neural network in relation to the selected .  

Note that  may vary through the whole range of possible   values 
(from 0.1 to 30). The experiments correspond to the best network of 

ten neurons in the hidden layer after executing 20 trainings for each .

Even though values in Table II are only an approximation, they allow 

appreciating the effect of  variation on the magnitude of the error. As 

it can be seen, as  gets reduced, the interval of mistakes gets smaller. 

The first value that is worth considering is  =  7  which provides an 

error of 10,94. Any value above  =  7  is completely unacceptable.

For the design of the first network for dividing the search region into 

two smaller sub-regions, the authors chose   and executed 
multiple trainings to find an improved error interval. A neural network, 

capable of operating with = 0.8040  and 2 = 0.983, and having 
only five neurons in the hidden layer, was found. The results were 
achieved using the Set C, and were subsequently validated with Set A.

This first network, called , it’s able to clearly distinguish 
between the  and  regions, but it makes 
some mistakes in the  portion. If  is placed in the 

stage one, the next stage must have at least two networks operating 
with an interception on its operating regions: the first must operate in 

 and the second in . Thus, they will both 
perform the estimation in the  interval, which is where 
the first stage makes mistakes.

Three additional networks for the first stage were later designed. 
Following a similar logic, each one divided the search region into two 
smaller sub-regions. So,  attempted to place a boundary close to 

,  close to 2,7 and  close to 5,7. The reader should 
note that, as it was pointed out in [16], the influence of the K shape 
parameter on the heavy property of the distribution becomes rapidly 

saturated with  increase. This means that the difference will be much 
greater between histograms with  and  than between 
histograms with  and .

C. B.2. Connecting both Stages

Fig. 4 summarizes the interconnection structure of the nine neural 
networks that were finally included the scheme. The four networks 
from the first stage make decisions on the region in which the data is 
located and choose which network from the second stage should be 
used to acquire the final result.

For example,  decides whether to use  to get the result. 
If it concludes that it’s not appropriate to use , the decision 
passes to . Then,  decides if the data belong to the region 
for which  was trained. Otherwise, the decision is passed to 

 which performs a similar operation. The  is the last one 
from the first stage and makes the final decision by choosing between 

 and . Note that in many cases it won’t be necessary to 
use .

The error interval of each network from the first stage and the 
training region for each network from the second stage are revealed 
in Fig. 5. All networks use five neurons in the hidden layer, except 

 which uses 20.

The network  seeks to find groups of samples with a  
lower than 0,9 and send them to . It has an error interval of

. Therefore, the network  must be able to 
process samples up to  and  must be able to perform the 
estimation from .

The network  searches for groups of samples with  

for sending them to . It has an error interval of .  
Therefore,  must be able to process samples up to  

and  must be able to perform the estimation from .

Fig. 4. Interconnection of Internal Networks from both Stages.

The network searches for groups of samples with  

for sending them to . It has an error interval of .  

Therefore,  must be able to process samples up to  
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and  must be able to perform the estimation from .

The network  searches for groups of samples with  for 

sending them to . It has an error interval of . 

Therefore,  must be able to process samples up to  and 

 must be able to perform the estimation from .

The network  searches for groups of samples with  for 
sending them to . It has an error interval of .  
Therefore,  must be able to process samples up to  

and  must be able to perform the estimation from . 

The network  perfoms the estimation up to  which is the 
end of the search region.

D. B.3. Stage Two Networks

A double procedure was followed for training stage two networks. 
A subset was taken from Set C in the desired range, for example 

 for , and multiple trainings were conducted 

to find the best network called . Afterwards, trainings 
were executed with a new network and a subset from Set A, calling 

 to the best obtained network. Then the  net was 

tested with Set A and the  net was tested with Set C. The 
network with better performance facing the set for which it was not 
trained was chosen as the best.

The previously described process led to the selection of  

networks for ,  and . On the other hand,  

networks displayed the best outcomes for  and .

E. Comparison of the Three Estimators

Once finished the design, the authors resolved to test the Two Stages 
Neuronal Solution with Set B, whose data were not used in the training 
of any of the nine networks included in the scheme. For comparing the 
results, they also tested the other two addressed estimators: the Method 
of Moments and the Single Neural Network.

As an intermediate test, the performance of the first stage was 
verified. For this purpose, the 20000 groups of samples from Set B 
were processed with the neuronal solution to check if the first stage 
was able to correctly choose the proper net from the second stage. 
The result was almost perfect: errors occurred only in four groups of 

samples corresponding to , ,  

and . This represents a success percentage of 99.98%. 
The same experiment was repeated with the MoM and it was found 

that only in the 41% of the cases the estimator could choose the correct 
network from the second stage.

Regarding the performance test of the three estimators, Fig. 6 
exhibits the mistakes made by each one in the search of the K shape 
parameter. After evaluating set B, it was found that the MoM has a 
mean error of 1,3249 and a maximum error equal to the maximum 
length of the search interval. Moreover, the Single Neural Network 
achieves an average error of 1,1399 and a maximum error of 19,9390. 
Finally, the Two Stages Neural Solution has an average error of 1,0716 
and a maximum error of 19,77.

The above Fig.s reflect only a slight improvement in the accuracy 
achieved with the Two Stages Neural Solution. However, the true gain 

is visible in the graph for the  region, also included in 
Fig. 6. Mistakes made in this region by the Two Stage Solution have 
very small magnitude. This is exactly the desired behavior, because the 
best estimate occurs in the region of greatest influence on the heavy 
property of the histogram tails and, therefore, in the region that requires 
a greater adjustment of the radar detector parameters.

Fig. 6. Histogram of the Errors Made by the Three Estimators.

The exact Fig.s that characterize the estimators are given in Table 
III, where the results obtained by the Two Stages Solution are compared 
with the other two addressed estimators. For each region, the average 
error is offered first and the maximum error second. In addition, the 
last row contains the gain achieved by using the Two Stage Neural 
Solution in relation to the precision of the MoM estimates.

For example, the network , which operates in the 

 region, sustains a mean error of 0,0095 and a maximum 

      Fig. 5. Error Intervals for Stage One Networks and the Resulting Search Regions for Stage Two Networks.
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error of 0,1076. That represents a 4,79 times better estimate than the 
one achieved by the MoM regarding the average, and a 3,94 times 
better estimate regarding the maximum error.

As it’s shown in Table III, the gain of applying the Two Stage 
Solution is significant in the first three intervals; whereas the 
performance in the last two intervals is close to the one exhibited by 
the Single Neural Network. This means that the new solution is able to 
improve the performance in the region of interest, without affecting the 
quality of the overall estimate. Therefore, the superiority of the Two 
Stage Neuronal proposed Solution is demonstrated.

Moreover, Fig. 7 is presented as a complement of the information 
provided in Table III. The Fig. shows the error histograms for the last 
four regions.

F. About Speed of Execution 

The execution speed of the algorithms is a critical issue in 
developments related to radar devices where a quick response is 
required. Indeed, the MoM using the second and fourth moments 
is very popular because it gets reduced to a closed mathematical 
expression that provides direct results, preventing the need for an 
iterative process. Then, the delay in the method’s implementation lays 
only in the constant re-calculation of moments.

The Two Stages Neuronal Solution, despite containing nine neural 
networks, can be implemented without introducing significant delays. 
Although the response of each of the networks depends on the results 
of the others, all networks can evaluate information from the start. This 
can be done in parallel if implemented in FPGA (Field Programmable 
Gate Array) kits. 

The evaluation will provide a result that can be manipulated using 
combinational logic, once the decision on which network must provide 
the estimation will become available. So, the neuronal solution does 
not require of any iterative process to produce and output. The only 
delay is introduced in the building of histograms, which will not take 
a longer time than the one required by the MoM for calculating the 
second and fourth order moments.

B. Significance of Results
Presented results support the neural networks capacity to solve 

statistical [39] and parameter estimation [40] problems. The current 
proposal applied a novel feature extraction method by using histograms 
of groups of K samples, which was combined with deep learning and 
classifier fusion approaches to produce an improved K parameter 
estimator. Recent investigations have also applied these principles to 
produce outstanding results in various fields [41-44]. So, the authors 
encourage new researchers to apply artificial intelligence methods for 
solving current problems.

Iv. conclusIons and fuTuRe woRk

A new method for estimating the K shape parameter, based on a 
combination of nine independently trained neural networks, was 
created. The new method is as fast as the classic alternative based on 
the method of moments and achieves a much more accurate estimate 
in the region of small magnitudes of the K shape parameter. This is 
precisely the desired behavior for an estimator under K clutter, as the 
best performance is achieved in the region with the greater influence on 
the correction of the CFAR adjustment factor.

The new neural solution provides an important progress in in radar 
related solutions, as it allows the creation of a new improved CA-
CFAR detector, able to adapt itself to changing sea conditions. The 
authors will focus next on the building of this new scheme which will 
improve the quality of detection by keeping the operational false alarm 
probability very close to the one conceived in the design. The authors 
will also focus on the development of a similar multi-stage neural 
solution for estimating the shape parameter under Log-Normal and 
Pareto clutter models.

To improve the presented scheme, the authors recommend adding an 
additional stage for further reducing the search regions before executing 
the final estimation. Additionally, the design could be improved by 
optimizing several simulation variables, such as the number of neurons 
in each hidden layer, the number of samples included in the histograms 
and the upper limit of the amplitude samples.

Fig. 7. Mistakes Made by each Estimator in Four Different Regions.

TABLE III
MAGNITUDE OF MISTAKES MADE BY EACH ESTIMATOR IN FIVE DIFFERENT REGIONS.

Estimators/Estimation Region 0,1-1 0,8-1,73 1,3-3,6 1,92-10,73 3,96-30

MoM 0,0455-0,424 0,13-0,7 0,23-1,29 0,55-3,85 5,01-30

Single Neural Network 0,165-1,991 0,14-0,77 0,21-1,05 0,46-3,84 3,27-19,9

Two Stages Neural Net 0,0095-0,1076 0,04-0.23 0.11-0,7 0,4-3,03 3,33-19,7

Gain 4,79-3,94 3,25-3,04 2,1-1,84 1,37-1,27 1,5-1,52
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