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ABSTRACT

Spoken document retrieval will be very important in the future net-
work era. In this paper, we propose using a ”dynamic key term
lexicon” automatically extracted from the ever-changing document
archives as an extra feature set in the retrieval task. This lexicon is
much more compact but semantically rich, thus it can retrieve rele-
vant documents more efficiently. The key terms include named en-
tities and others selected by a new metric referred to as the term en-
tropy here derived from probabilistic latent semantic analysis (PLSA).
Various configurations of retrieval models were tested with a broad-
cast news archive in Mandarin Chinese and significant performance
improvements were obtained, especially with the new version of
PLSA models based on a key term lexicon rather than the full lexi-
con.

1. INTRODUCTION

In the future network era, digital content over the network will in-
clude all information activities for human life. Apparently, the most
attractive form of the network content will be in multi-media includ-
ing speech information, and such speech information usually tells
the subjects, topics and concepts of the multi-media content. As a
result, the spoken documents associated with the network content
will become the key for retrieval. In other words, the network con-
tent may be retrieved not only by its text, but possibly by the associ-
ated spoken document as well, and the user instructions may also be
entered by spoken queries. [1]

The conventional Vector Space Model (VSM) for retrieving ei-
ther text or spoken documents has been very successful, but this ap-
proach can only literally match the terms (or words) used by the user
query and those by the documents directly; thus it very often suffers
from the problem of word usage diversity (or vocabulary mismatch),
i.e., very often the query and its relevant documents are using quite
different sets of words. In order to be able to retrieve text/spoken
documents semantically relevant to the query but not necessarily
”look like” or ”sound like” the user query, concept matching strate-
gies were developed to discover latent topical information inherent
in the query and documents, based on which the retrieval is per-
formed; the Latent Semantic Indexing (LSI) model and the Proba-
bilistic Latent Semantic Analysis (PLSA) are two typical examples
[2] [3].

LSI starts with a ”term-document” matrix describing the rela-
tionships between all the terms and all the documents in the archives.
Singular value decomposition (SVD) is then used to construct a la-
tent semantic space in which the retrieval is actually performed.
On the other hand, PLSA tries to establish the probabilistic frame-
work for the above latent topical approach [3] by introducing a set

Fig. 1. Probabilistic Latent Semantic Analysis (PLSA) modeling

of latent topic variables,{Tk, k = 1, 2, ......K}, to characterize the
”term-document” co-occurrence relationships as shown in Figure
1. A query Q is treated as a sequence of n observed terms, Q =
t1t2...tj ..tn, while the document di and a term tj are both assumed
to be independently conditioned on an associated latent topic Tk.
The conditional probability of observing a term tj in a document di

thus can be parameterized by:

P (tj |di) =

KX
k=1

P (tj |Tk)P (Tk|di) (1)

When the terms in the query Q are further assumed to be indepen-
dent given the document, the relevance score between the query and
document can then be expressed as:

P (Q|di) =
nY

j=1

"
KX

k=1

P (tj |Tk)P (Tk|di)

#
(2)

Notice that this relevance score is not obtained directly from the fre-
quency of the respective term tj occurring in di, but instead through
the frequency of tj in the latent topic Tk as well as the likelihood
that di addresses the latent topic Tk. A query and a document thus
may have a high relevance score even if they do not share any terms
in common, which is therefore concept matching. The PLSA model
can be optimized with the EM algorithm by maximizing a total like-
lihood function.

All the retrieval models mentioned above can be equally applied
to text or spoken documents with text or spoken queries. The pri-
mary extra difficulties for the spoken documents and/or queries are
the inevitable speech recognition errors including the problems with
spontaneous speech such as pronunciation variation and disfluencies,
and the out-of-vocabulary (OOV) problem for words outside the vo-
cabulary of the speech recognizer. Extra approaches to handle these
problems have been developed, good examples include developing
more robust indexing terms for audio signals, using multiple recog-
nition hypotheses obtained from N-best lists or word graphs [4].,
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using improved scoring methods based on different confidence mea-
sures [5][6], use of subword units or segments of them rather than
words as the indexing terms [4][5][7], as well as various approaches
of query and document expansion.

In this paper, we propose to use a ”dynamic key term lexicon”
automatically extracted from the ever-changing dynamic network
content as an additional feature set in the retrieval task. These key
terms carry more semantic or topical information than other words,
thus can retrieve the relevant documents more efficiently. Better ap-
proaches to utilize the PLSA modeling adequately in the retrieval
task were also developed. Significantly improved retrieval perfor-
mance was obtained with these proposed approaches in preliminary
experiments. The rest of this paper is organized as follows. In sec-
tion 2, we will briefly summarize the proposed approach, while the
detailed approach for constructing the dynamic key term lexicon is
presented in Sections 3, 4 and 5. Section 6 introduces the initial
prototype system and the experimental conditions, and section 7 de-
scribes the experimental results. Section 8 is the conclusion.

2. PROPOSED APPROACH

The basic idea of using a dynamic lexicon of key terms is that the de-
sired information in the user’s mind can very often be described by
one or a few key terms which carry significant semantic information.
If these key terms can be identified in the query, they should be ad-
equately exploited in the retrieval process. But the network content
changes every day, so the key terms must be automatically extracted
and the lexicon of key terms must be dynamic, so the proposed ap-
proach of using a dynamic key term lexicon and PLSA modeling
is shown in Figure 2. This approach has been successfully imple-
mented as a working system.

Fig. 2. System Diagram for the Proposed Approach

As can be found in Figure 2, an important part of the proposed
approach is the automatic key term extraction from the archives as
shown on the top left of the figure. This can be achieved by at least
three approaches: by TF/IDF scores, by named entities and by the
term entropy based on PLSA modeling, as proposed here in this pa-
per. The TF/IDF scores of the terms in the spoken document archives
is not difficult to estimate, in which the term frequency (TF) of a

term in the archives should be normalized by the number of docu-
ments which include the term, such that the situation of different key
terms appearing in different number of documents can be equalized.
The named entities used here include three types: person names,
location names and organization names. Automatic recognition of
such named entities from spoken documents will be summarized be-
low. Term entropy based on PLSA modeling is a new metric for
identifying key terms proposed in this paper, which will also be pre-
sented below. The key terms obtained by one or more approaches
mentioned above are then used to construct the dynamic key term
lexicon in the lower left part of the figure.

The second important part of the proposed approach is the key
term recognition from the user spoken query as shown in the bottom
of the figure. Here special approaches to recognize correctly the key
terms in the user query were developed, including emphasizing the
possible key term candidates during search through the phone lattice,
and key term matching using a phone similarity matrix including two
different distance measures, as will be presented below in detail.

The next important part of the approach is spoken document re-
trieval in the middle of the figure right below the spoken document
archives. All the different retrieval models, including VSM, LSI and
PLSA, as mentioned above, can be used here; in each case two differ-
ent versions of models can be used: one based on the general lexicon
including all terms except those stop terms deleted in advance, and
the other based on the much smaller but semantically rich key term
lexicon. As will be shown in the experiments below, the new version
of PLSA models based on the key terms instead of all terms in the
lexicon are very helpful in offering improved retrieval performance.
The different retrieval models can also be integrated easily by sum-
ming the weighted relevance scores for each document in the archive
obtained with different models. For example, in all the experiments
presented below, we always integrate the LSI or PLSA model with
the VSM model, such that both concept matching and literal term
matching can be achieved simultaneously.

3. NAMED ENTITY RECOGNITION

Named entities (NEs) are certainly useful key terms for spoken doc-
ument retrieval, not only because such names are usually the key for
the content of the documents and the fact that many of them are out
of vocabulary (OOV) which require special approaches to handle,
but also because many heuristic rules and carefully designed algo-
rithms are available to recognize named entities from spoken docu-
ments. As a result, the NEs recognized from spoken documents are
usually more reliable feature elements than other terms.

In our NE recognition module in Figure 2, two special approaches
were developed [8]. The first is to recognize the NEs from a text
document (or the transcription of a spoken document) using global
information extracted from the entire collection of documents in ad-
dition to the local (internal and external) evidences. The basic idea is
that very often an NE is difficult to identify in a single sentence. But
if the scope of observation can be extended to the entire document, it
will be found that this entity appears several times in several differ-
ent sentences, and has a higher likelihood of being an NE when all
those occurrences in different sentences can be considered jointly.
The PAT tree data structure was found to be very useful in recording
such global information for the entire text document.

The second special approach used here is for spoken documents,
to recover the OOV NEs using external knowledge. Each spoken
document was first transcribed into word graphs, for which not only
the NE extraction approaches for text documents including usage of
PAT trees as mentioned above can be applied, but also words with
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higher confidences scores can be identified. Possibly relevant text
documents (in the case of broadcast news in the prototype system
and the preliminary experiments reported here, the text news pub-
lished in the same time period) available over the Internet were then
automatically retrieved using queries constructed from those words
with higher confidence measures on the transcribed word graphs.
Named entity recognition was then performed on these retrieved text
documents including using the global information extracted from the
PAT trees as mentioned above, and a set of possible NE candidates
was obtained. The NE matching can then be performed between
the word graphs of the spoken documents and the NE candidates
obtained above. The basic idea is that those path segments in the
word graphs with relatively lower confidence measure are likely to
be recognition errors due to OOVs. So the phone lattices for such
segments can be matched with the NE candidates obtained above.
This matching process is exactly the same as the matching of the
query phone lattice with the key terms as mentioned in section 2, so
it is not further repeated here.

4. KEY TERM EXTRACTION BY TERM ENTROPY
BASED ON PLSA

As mentioned in section 2, an important new approach proposed here
in this paper is to extract the dynamic key terms using a new met-
ric referred to as term entropy based in this paper on PLSA. This
is briefly explained below. As mentioned above, the probability
P (tj |Tk) of observing a term tj for a latent topic Tk as in equa-
tion (1) can be obtained from PLSA modeling. We can first estimate
P (Tk|tj) by:

P (Tk|tj) =
P (tj |Tk) × P (Tk)

P (tj)
≈ P (tj |Tk)

P (tj)
(3)

Where the probability P (Tk) is left out because a good approach to
estimate it is not yet available, while P (tj) can be obtained from
a large corpus. The term entropy H(tj) for a term tj can then be
obtained as:

H(tj) = −
KX

k=1

P (Tk|tj)logP (Tk|tj) (4)

Apparently higher entropy here implies the term is frequently ob-
served in many different topics, or is less specific semantically. Lower
entropy, on the other hand, indicates that the term is focused on very
few topics, and thus possibly is a key term for these few topics. Key
terms can therefore be extracted using this term entropy measure.

5. KEY TERM RECOGNITION FROM USER QUERY

In order to correctly recognize the key terms in the user query, spe-
cial approaches were developed. The user spoken query is tran-
scribed not only into a word graph as usual recognition process,
but into a phone lattice as well. We then match the phone lattice
with the phone sequences of the key terms in the dynamic lexicon
using dynamic programming. If the similarity measure is higher
than a threshold, we assume the query may include the key term
and therefore emphasize the likelihood score of the key term by a
factor such that the key term has a higher probability to be recog-
nized. The price paid here is of course the overall word error rate
may be increased. But a good tradeoff is possible because correctly
recognized key terms are much more helpful in the retrieval task
than other normal words. In order to perform the matching between

two phone sequences, we defined a phone similarity matrix which
included both the phonemic distance (distance between two acoustic
models) and the pronunciation distance (the distance is smaller if a
phone is more likely to be pronounced as another phone) [9]. The
phone sequence matching is then based on the total distance normal-
ized with the number of phones in the sequence. After an utterance
verification process performed on the key term obtained above, the
key term is finally recognized from the query.

6. INITIAL PROTOTYPE SYSTEM AND THE
EXPERIMENTAL CONDITIONS

An initial prototype system has been successfully developed at Na-
tional Taiwan University. The broadcast news are taken as the ex-
ample spoken/multi-media documents. All the modules shown in
Fig 2 and presented in Section 2, 3, 4 and 5 were successfully imple-
mented, and this is the experimental platform for all the experimental
results reported below.

The broadcast news archives to be retrieved in the prototype sys-
tem includes roughly 130 hours of about 9836 news stories, all in
Mandarin Chinese. They were all recorded from radio/TV stations
in Taipei from Feb 2002 to May 2003. The word, character and syl-
lable error rates of 27.96%, 14.29% and 8.91% respectively were
achieved in the transcriptions. These transcriptions of the 9836 news
stories including errors were used to train the latent semantic space
of LSI and the PLSA model. 32 topics were used in PLSA modeling.
A lexicon of 61521 word was used here. 1000 news stories among
the above 9836 were used in the retrieval performance tests reported
below as the archives to be retrieved, in order to evaluate the re-
call/precision rates, a total of 50 natural language queries as human-
generated and then respectively produced by two male and two fe-
male speakers. The length of the queries is roughly 8-11 words.
Computer-aided human labeling methods were used to identify the
target relevant news stories for each query among the 1000 men-
tioned above as the reference to evaluate the recall/precision rates.
The key terms in the dynamic lexicon were extracted from the whole
archives of 9836 news stories. A total of 1708 NE were obtained.
For key terms selected with term entropy, we first obviated single
character words and preposition phrases, and then picked up the top
2000 terms ranked by term entropy to be included in the dynamic
key term lexicon. Among the 2000 ,133 are NEs already recognized
in NE recognition, while others are key terms which are not NEs.

7. EXPERIMENTAL RESULTS

First, consider the key term extraction from user query as discussed
in Section 5. There is apparently a tradeoff with the proposed ap-
proach that although the key term recognition accuracy can be im-
proved, the error rate for other words will be increased too. Prelim-
inary tests were performed for queries produced by a single speaker
to see this tradeoff, and the results are listed in Table 1, where the
baseline is the results when the normal recognition process was per-
formed on the queries, while the proposed approach included those
mentioned in Section 5. As can be found from Table 1, the error
rate for other words was indeed increased, but the F-measure was
improved as well. So the proposed approach is actually helpful for
retrieval. Next, we also compared the retrieval performance of LSI
and PLSA, both based on full lexicon, both integrated with a base-
line of VSM, in another preliminary experiment using another set
of 20 short queries. The F-measure obtained for LSI and PLSA are
0.526 and 0.547 respectively. PLSA is apparently better. So only
PLSA was tested in all the following experiments.
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Table 1. The tradeoff of using the proposed key term extraction
approach from the user queries.

baseline proposed key term
extraction approach

Error rate for other words 0.457 0.479
Error rate for key terms 0.433 0.414

F-measure 0.399 0.405

Table 2. Retrieval results for the various retrieval model configura-
tions.

model configurations Precision/Recall F-measure

(1)V SM0=Baseline 0.422/0.394 0.407
(2)V SM0+V SMENT 0.446/0.399 0.421
(3)V SM0+V SMNE 0.454/0.420 0.436
(4)V SM0+V SMENT+NE 0.473/0.439 0.455
(5)V SM0+PLSA0 0.453/0.422 0.436
(6)V SM0+PLSAENT 0.462/0.427 0.443
(7)V SM0+PLSANE 0.471/0.433 0.451
(8)V SM0+PLSAENT+NE 0.482/0.454 0.467

The final retrieval results in terms of precision/recall rates and F-
measures for the various retrieval model configurations are listed in
Table 2. The baseline in row (1) (V SM0) used indexing terms based
on words, characters and syllables and was shown to be very success-
ful in the past [10]. The next three rows (2)(3)(4) are respectively the
results when an extra VSM-based model using key terms selected by
term entropy alone (V SMENT ), by named entities (V SMNE), and
by both (V SMENT+NE) was integrated with the baseline. Signif-
icant improvements were obtained in all cases. It can be found that
named entities are more efficient in improving the retrieval perfor-
mance than the key terms selected by the term entropy (row (3) VS
rows (2) and (1)), but the term entropy can identify many key terms
which are not named entities. This is why the key term lexicon ob-
tained by both approaches offered much better performance (row (4)
VS rows (3)(2)(1)). PLSA0 in row (5) is the approach of ”plain
PLSA”, in which all words in the lexicon were used in PLSA mod-
eling for retrieval. Integration of PLSA0 with the baseline (V SM0)
gave very significant improvement (row (5) VS row (1)). The next
three rows (6)(7)(8) are then respectively the results when the new
versions of PLSA models proposed here, i.e., the PLSA model was
based on the key terms obtained with term entropy, named entities or
both (PLSAENT , PLSANE , PLSAENT+NE in rows (6)(7)(8))
instead of all words in the lexicon as in PLSA0, were integrated
with the baseline. Exactly the same trend as observed above were
obtained here (named entities better than term entropy, and using
both is better, rows (6)(7)(8)). Furthermore the new versions of
PLSA models were always much better than the conventional ”plain
PLSA” (rows (6)(7)(8) VS row (5)), and the new versions of PLSA
models are apparently better than the new version of VSM models,
both based on key terms (rows (6)(7)(8) VS rows (2)(3)(4)). The
best results obtained here is in row (8), which represented a signif-
icant improvement in precision (0.482 VS 0.422), recall (0.454 VS
0.394) and F-measure (0.467 VS 0.407) as compared to the baseline
of V SM0. Note that the best result of row (8) in Table 2 (V SM0 +
PLSAENT+NE) was obtained by carefully weighting the relevant
scores, and the different results for different weighting parameters
are shown in Figure 3.

For the above experiment, we see that key terms extracted by

Fig. 3. Retrieval results of V SM0+PLSAENT+NE for row (8) of
Table 2 for different weighting parameters

term entropy and named entities did complement each other. For
example, there do exist many important key terms which are not
named entities. These key terms very often can be found by the term
entropy. We thus calculated the following mutual information (MI)
for two key terms ti and tj :

MI =
P (ti, tj)

P (ti)P (tj)
(5)

We found that the mutual information when ti is a named entity and
tj is not a named entity but extracted by term entropy is 1.227. But
if ti and tj are simply randomly selected from the key term lexicon
in the system in rows (4) or (8) of Table 2 (ENT+NE), regardless of
which group they belong to, the mutual information is 1.320. This
also indicated that the key terms extracted by term entropy and the
named entities actually complemented each other.

8. CONCLUSION

This paper presents an improved approach for spoken document re-
trieval using dynamic key term lexicon and PLSA. The integration
of the new version of PLSA based on the dynamic key term lexicon
with the conventional VSM model gives very significant improve-
ments. Experimental results show that the combination of entropy-
based and NE-based key term lexicons moreover provides better re-
sults.
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