
Improvements and Comparison of

Heuristics for Solving the Multisource

Weber Problem

Jack BRIMBERG

Department of Business Administration�

Royal Military College of Canada� Kingston� Canada K�K �L�

Pierre HANSEN

GERAD and Ecole des Hautes Etudes Commerciales

����� avenue Decelles� Montreal� Canada H�T �V�

Nenad MLADENOVI�C

GERAD and Ecole des Hautes Etudes Commerciales

����� avenue Decelles� Montreal� Canada H�T �V�

�Eric D	 TAILLARD

IDSIA� Corso Elvezia ��� CH
���� Lugano� Switzerland	

Technical report IDSIA
��
��	

June ��� ����



Abstract

The multisource Weber problem is to locate simultaneously m facilities in the

Euclidean plane in order to minimize the total transportation cost for satisfy�

ing the demand of n �xed users� each supplied from its closest facility� Many

heuristics have been proposed for this problem� as well as a few exact algorithms�

Heuristics are needed to solve quickly large problems and to provide good initial

solutions for exact algorithms� We compare various heuristics� i�e�� alternative

location�allocation �Cooper� ����	� projection �Bongartz et al� ����	� Tabu search

�Brimberg and Mladenovi
c ����	� p�Median plus Weber �Hansen� Mladenovi
c and

Taillard� ����	� Genetic Search and several versions of Variable Neighbourhood

Search� It is found that most traditional and some recent heuristics give poor
results when the number of facilities to locate is large and that Variable Neigh�

bourhood Search gives consistently best results on average� in moderate computing

time�
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� Introduction

The location�allocation problem requires locating a set of facilities and simultaneously
allocating to these facilities demands for service from a set of customers in order to
optimize some performance criterion� This problem occurs in many practical settings
where facilities provide a homogeneous service� such as the location of plants� warehouses�
retail outlets and public facilities� In the continuous version of the location�allocation
problem� referred to as the multisource Weber problem� the objective is to generate m
new facility sites in IR� to serve the demands of n customers or �xed points� in such
a manner as to minimize the total transportation �or service� cost� The uncapacitated
version which we will consider may be formulated as follows �e�g�� see Love� Morris and
Wesolowsky ���		��


min
W�X

nX
i��

mX
j��

wijkxj � aik ���

s�t�
mX
j��

wij � wi� i � �� � � � � n�

wij � �� �i� j�

where

ai � �ai�� ai�� is the known location of customer i� i � �� � � � � n

X � �x�� � � � � xm� denotes the matrix of location decision variables� with xj � �xj�� xj��
being the unknown location of facility j� j � �� � � � � m

wi is the given total demand or �ow required by customer i� i � �� � � � � n

W � �wij� denotes the vector of allocation decision variables� where wij gives the �ow
to customer i from facility j� i � �� � � � � n� j � �� � � � � m

kxj � aik � ��xj� � ai��
� � �xj� � ai��

����� is the Euclidean norm�

The objective function above gives the total transportation cost� while the constraint set
ensures that all customer demands are satis�ed� Since there are no capacity constraints
on the facilities� an optimal solution will have the demand at each customer served by
the facility that is closest to it �ties being broken arbitrarily��

The main di�culty in solving ��� arises from the fact that the objective function
is nonconvex �Cooper� ������ and� in general� contains a large number of local minima�
Consider for example the well�known �� customer problem in Eilon et al� ������� Using
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��� randomly�generated starting solutions� the authors obtained �� local minima form �
�� where the worst solution deviated from the best by ������ It was later shown �Krau�
����� that the best solution was indeed the global optimum� Thus� due to the complex
shape of the objective function� the problem falls in the realm of global optimization�
The problem may also be viewed as an enumeration of the Voronoi partitions of the
customer set� and is known to be NP�hard �Megiddo and Supowit� ��	���

As a consequence� exact methods for solving the location�allocation problem have
been restricted until very recently to relatively small instances� Kuenne and Soland
������ derive branch�and�bound algorithms which allow the solution of problem sizes of
the order of �� customers and � facilities or �� customers and up to � facilities� The set
reduction method and p�Median algorithm of Love and Morris ������ for rectangular
distances is restricted to similarly�sized problems� An e�cient solution procedure is de�
veloped for the special case of Euclidean distances and m � � �Ostresh ����a� Drezner
��	��� This method is based on an observation that the subsets of customer locations
allocated to the two facilities are separated by a straight line �Ostresh� ������ Computa�
tion times for up to ��� customers were reported at less than �� seconds on an Amdahl
����V	 computer �Drezner� ��	��� However� since there are O�n�� single facility loca�
tion problems to solve� computation time will increase rapidly with n� More recently�
Chen et al� ������ have used a d��c� programming method to solve the two�facility case
more e�ciently� The authors observe a near linear increase in the computation time as
n increases� and conclude that problem sizes of up to ���� customers can be solved ex�
actly� However� for three or more new facilities� the memory requirements of the method
quickly restrict the problem sizes which can be attempted� A branch�and�bound algo�
rithm of Ostresh �����b� solves problems with three facilities and �� customers� Rosing
������ extends the approach of Ostresh �����a� in the following way
 for a given num�
ber of facilities� potential subsets of customers served by the same facility �or� in other
words� market areas� are determined by separating iteratively their set of locations by
straight lines n� � times� Then a large partitioning problem is solved� where each cus�
tomer must belong to exactly one of those subsets� Unfortunately� the number of subsets
augments very rapidly and hence problems of the size of �� customers and � facilities or
�� customers and � facilities only can be solved�

The use of new tools has drastically augmented the size of problems which can
be solved exactly� Krau ������ proposes a column generation approach� combined with
global optimization and branch�and�bound� which leads to the exact solution of instances
with �	� customers and � to ��� facilities� These solutions are used for comparison of
heuristics later in the paper� Combining this approach with a bundle method in the
���norm �du Merle et al� ����� to stabilize solution of the dual� leads to a very e�ective
algorithm �Hansen et al� ����� which can solve problems of up to ���� customers and
��� facilities� To work well� both the column generation and the ���norm bundle method
require an initial solution quite close to the optimum� Therefore� they use in an initial
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step the best heuristics developed in the present paper� Conversely� they provide exact
solutions as a benchmark for large instances studied in this paper� Knowledge of exact
optimal values is important� as some heuristics give solutions very far from the best
values obtained by other ones �i�e�� ���� or more for large m�� and if optimal values
are unknown� one might wonder if all heuristics give bad solutions for large instances or
not� As will be shown below� this is not the case�

For initialization of exact algorithms as well as for solution of very large problem
instances which may occur in practice in terms of both parameters n and m� heuristic
solution procedures are required� Many such methods have been proposed in the liter�
ature beginning with the well�known iterative location�allocation algorithm of Cooper
������� This heuristic uses the property that the location and allocation phases of the
problem are very easy to solve in isolation� Thus� given the facility locations� each cus�
tomer is simply allocated to its nearest one� Alternatively� knowing the allocation of the
customers among the facilities� the problem reduces to the solution of m independent
single facility minisum problems which� due to the convexity of the objective function for
normed distances� are readily solved by descent methods such as the Weiszfeld procedure
or variants thereof �e�g�� see Kuhn ������� Rosen and Xue ������� Brimberg and Love
������� Drezner ������� Frenk et al� ������� and Brimberg et al� �������� Starting with
an initial partition of the customer set� the Cooper algorithm alternates between the lo�
cation and allocation phases until no further improvement can be made� Each iteration
produces a lower value of the objective function until the process becomes trapped at
a local minimum� A multi�start version involves repeating the Cooper algorithm many
times from randomly�generated initial solutions� and retaining the best local minimum
from the trials as the �nal solution� Variants of the Cooper algorithm are discussed
in Scott ������ and Baxter ���	��� while Sullivan and Peters ���	�� propose a method
to cluster customers into mutually exclusive subsets� in each of which a facility is then
located�

Love and Juel ���	�� devise a heuristic method with a de�ned neighbourhood
structure� This neighbourhood consists of all the points around a current solution which
are obtained by exchanging a speci�ed number of assignments of customers from their
current facilities to new ones� Five variants of the proposed method are investigated�
The �rst three algorithms denoted as H� to H�� use a single�exchange� while the last two�
H� and H�� allow up to two exchanges� Di�erent strategies such as �rst improvement
and best improvement are employed to make descent moves from the current solution
to a neighbourhood point� Again� since the search is local� the H heuristics of Love
and Juel are only guaranteed to obtain a local minimum� The motivation for the larger
neighbourhood of H� and H� is to better enable the algorithm to jump out of a �local
optimum trap�� but obviously� this comes at a large cost in computation time�
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A completely di�erent heuristic approach is given by Chen ���	��� Using an ap�
proximation by Charalambous and Bandler ������� the objective function is transformed
by giving an exponent ��N� to all distances between customers and facilities and an
exponent ����N� to the sum of so modi�ed distances from all facilities to each user�
For N su�ciently large� this last quantity approaches the distance between the customer
and its closest facility� In this way� the allocation decision variables are eliminated� The
resulting problem is then solved by the Broyden�Fletcher�Shanno quasi�Newton method
�e�g�� Avriel� ������ Good results� but not always the best known� are obtained with N
set at ����

Murtagh and Niwattisyawong ���	�� propose a heuristic which uses MINOS� a
large�scale nonlinear programming package� to solve simultaneously for both the lo�
cations and allocations� As the iterations proceed� the algorithm �xes any allocation
decision variables �wij� which reach either a value of zero or wi� and then updates only
the free variables� The update uses a quasi�Newton approximation of the Hessian ma�
trix within the space of the free variables� and at nondi�erentiable points� a subgradient
suggested by Kuhn �������

Moreno et al� ������ construct a �drop� heuristic which begins with an initial
solution of N clusters where N is chosen between m and �m� Then surplus facilities
are dropped in a greedy manner until exactly m are left� This method was tested on
problem sizes of up to ��� customers and �� facilities� and obtained results comparable
to the Cooper algorithm�

More recently� Bongartz et al� ������ develop a projection method for solving the
multisource Weber problem� Instead of assuming Euclidean distances� as is typically the
case� the authors consider the more general lp norm� As in Murtagh and Niwattisya�
wong ���	��� the new method solves simultaneously for location and allocation decision
variables� Simple projection formulas on subspaces of the domain are derived �instead
of solving the system of equations in general�� and used to �nd descent directions� The
algorithm is guaranteed to converge to a local minimum� The authors test a multi�start
version of their algorithm� where the initial solutions may be generated randomly or by
partitioning customers in successive sets along a traveling salesman tour� The solutions
are compared with multi�start versions of Cooper�s algorithm� Murtagh and Niwattisya�
wong ���	��� and Chen ���	��� The projection method generally outperforms the other
heuristics� but in several of the reported test problems� Cooper�s algorithm comes in a
close second� Thus� for the purposes of our current study� both these methods will be
considered as the state�of�the�art�

Other heuristics have appeared after the projection method by Bongartz et al�
������� These will for reference purposes be termed recent heuristics� Mladenovi�c and
Brimberg ������ test a hybrid algorithm which takes random points in a k�exchange
neighbourhood of the type used in the H�heuristics of Love and Juel ���	��� and then

�



applies Cooper�s algorithm at each of these points� In Brimberg and Mladenovi�c �����a��
elementary tabu search rules are added to the H� heuristic to allow ascent moves away
from a local optimum� Hansen et al� �����b� obtain an approximate solution by solving
a related p�Median problem followed by the solution of single facility Weber problems�
This idea was �rst suggested by Cooper ������� A variable neighbourhood concept
is introduced by Brimberg and Mladenovi�c �����b�� which systematically increases the
number of exchanges �k� of the H�type neighbourhood to expand the search radius about
a local optimum� Variable neighbourhood search may be viewed as a new metaheuristic�
with a wide range of possible applications in combinatorial optimization �see Mladenovi�c
������ and Mladenovi�c and Hansen ��������

There is a clear need for a comparative study of the heuristics which have appeared
after the projection method of Bongartz et al� ������� At the moment� there are several
disconnected pieces� but no uni�ed framework de�ning the current state�of�the�art� Thus
we begin the next section with a review of the recent heuristics� In addition� we present
a new genetic algorithm and new facility relocation heuristics which we have developed�
The de�ned relocation neighbourhood structures are used to conduct a simple local
search� or alternatively� Tabu and variable neighbourhood searches� producing several
new methods� The subsequent section reports on an extensive empirical study comparing
old� recent and new heuristics� The last section summarizes our conclusions� and suggests
future directions of research�

In overview� the main objectives of our study are


�� to update the state�of�the�art by reviewing under one roof the several �recent�
heuristics appearing after the projection method �Bongartz et al� �������

�� to add to this list �new� heuristics� and hybrid versions thereof� which we are
currently studying

�� to conduct an extensive empirical study comparing the new and recent heuristics
together and with the old establishment �Bongartz et al� and Cooper�� Standard
test problems will be used� but we will also consider much larger problem instances
than previously reported in the literature� This will permit us to evaluate trends
in performances of the various heuristics as problem size increases�

� Recent Heuristics

In this section� we review several heuristic approaches to solve the multisource Weber
problem which have been recently developed by us�
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��� Tabu Search �TS�

This method �Brimberg and Mladenovi�c �����a�� is an adaptation of the H� heuristic
of Love and Juel ���	�� within the Tabu search framework �Glover ��	�� Glover �����
Hansen and Jaumard ������ A neighbourhood is constructed around a given �current�
solution by considering all points obtained by a single exchange of a customer allocation
from its current facility to another one� However� unlike the H� heuristic� the tabu search
algorithm will allow ascent moves from a local minimum� The parameters required by
the basic method are ntabu and nbmax� for the length of the tabu list and the number
of moves allowed without an improvement in the objective function� respectively� It
is understood below that the facilities are always optimally located with respect to the
speci�ed allocations of customers by solving up tom independent single facility minisum
problems�

Step � f initialization g
 Obtain an initial solution by randomly partitioning the
customer set f�� � � � � ng into m mutually�exclusive subsets Aj� and allocating Aj

to facility j� �j � �� � � � � m �located by using e�g� the Weiszfeld procedure�� Denote
this solution by Xc� and let Zc equal the value of the objective function at Xc� Set
k � �� �Xbest� Zbest� � �Xc� Zc�� and the tabu list � ��

Step � f neighbourhood search g
 Consider all pointsXi� i � �� � � � � n�m���� in the one�
exchange neighbourhood of Xc� except those that are not permitted by the tabu
list� Retain the best solution �X�� Z�� from among the neighbourhood points� If
Z� � Zbest� set �Xbest� Zbest� � �X�� Z���

Step � f move to adjacent point g
 Place the reverse exchange �X� � Xc� at the
bottom of the tabu list� and remove the top element in the list �using a FIFO rule�
if the length exceeds ntabu� If Z� � Zc� �descent move�� set k � � else� k � k���
If k � nbmax� STOP else �Xc� Zc� � �X�� Z�� and return to step ��

��� p�Median Heuristic �PM�

The p�Median problem is a discrete version of the multisource Weber problem� where
p facility locations �p � m� are to be chosen from n nodes on a network representing
the customer set� �For a review of the p�Median problem� see Mirchandani and Francis
�������� The proposed p�Median heuristic �Hansen et al� �����b�� solves the discrete
problem optimally� where the facility locations are now restricted to the set of �xed points
fa�� � � � � ang� It should be noted that the optimal solution of the continuous problem
often has facilities located at or near customer sites� The travel distances between nodes
are calculated with the Euclidean norm� The resulting p�Median problem is solved using
the e�cient code of Hanjoul and Peeters ���	���

	



Step �� De�ne and solve a p�Median problem �p � m� with the same customers and
demands as in the continuous problem� and the set of �xed points fa�� � � � � ang as
the set of sites for locating facilities� Let Aj be the subset of customers allocated to
facility j in the optimal solution� j � �� � � � � m� �Note that the Aj are non�empty�
mutually�exclusive sets� and �m

j��Aj � f�� � � � � ng��

Step �� Solve m independent continuous single facility minisum problems �e�g�� us�
ing the Weiszfeld procedure�� where facility j serves exclusively subset Aj� j �
�� � � � � m� Let x�j denote the optimal facility site thus obtained� j � �� � � � � m�

Step �� A heuristic solution for the multisource Weber problem is given by f�x�j � Aj�
j � �� � � � � mg� with objective function value

ZPM �
mX
j��

X
i�Aj

wikx
�

j � aik�

A useful feature of the PM heuristic is that no parameters need to be speci�ed by the
analyst�

��� Variable Neighbourhood Search �VNS�

The variable neighbourhood search combines the elements of random search with a sys�
tematic way of exploring di�erent regions of the solution space �Mladenovi�c ����� Brim�
berg and Mladenovi�c ����b� Mladenovi�c and Hansen ������ If a given neighbourhood
does not produce a better solution� we augment the neighbourhood in order to move
further away from the current solution and resume the search� The neighbourhood struc�
ture used here is a generalization of the �xed neighbourhood used in the H�heuristics of
Love and Juel ���	�� and in the hybrid algorithm of Mladenovi�c and Brimberg �������
We de�ne the k�neighbourhood of a given solution as the set of all possible surrounding
points obtained by exactly k exchanges of customer allocations from current facilities to
new ones� This may be viewed as exchanging k existing branches on a bipartite graph
representation with k new ones� The total number of points in the kth neighbourhood
is bounded by �

n
k

�
�m� ��k�

which increases exponentially with k� The procedure randomly chooses a speci�ed num�
ber b of points in this neighbourhood from which to conduct a local search with Cooper�s
algorithm� A basic form of VNS is outlined below� Generalizations of the method are
discussed in Brimberg and Mladenovi�c �����b��
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Step � f initialization
 g Specify an initial solution� and run Cooper�s algorithm to
obtain a local optimum �Xc�� Set k � ��

Step � f neighbourhood search
 g
��� Select b points at random in the k�neighbourhood of Xc
��� for each of these points run Cooper�s algorithm to obtain local

minima Xi� i � �� � � � � b� �Note that these solutions will not
in general be all unique�

��� retain the best solution X� � fXi� i � �� � � � � bg
��� if X� is a better solution than Xc� Xc � X�� k � �� and return to

the beginning of step � otherwise proceed to the next step�

Step � f augmenting the neighbourhood
 g
��� k � k � �
��� if k � kmax� return to step �

otherwise if the stopping criterion is not satis�ed� set k � � and return to step
� else STOP ��nal solution is Xc��

The parameters to be speci�ed in VNS are b and kmax�

In the heuristic by Mladenovi�c and Brimberg ������� the neighbourhood size is
�xed at a speci�ed parameter value �k�� Random points are chosen in the neighbourhood
and the local descent from each of these points is carried out using Cooper�s algorithm
as above� This procedure referred to as �xed neighbourhood search � as well as VNS�
may be easily modi�ed to allow ascent moves�

� New Heuristics

In this section� we describe a new genetic algorithm and a framework for new facility
relocation heuristics�

��� Genetic Algorithm �GA�

Unlike random search methods which do not use any previous information� the genetic
algorithm attempts to construct improved solutions from predecessors in an evolutionary
type process �Holland� ������ In this respect the genetic algorithm may be thought of
as a more intelligent stochastic search technique� A genetic algorithm has already been
developed for the multisource Weber problem by Houck et al� ������� We give below
the general framework of the algorithm followed by details of our implementation�
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Step �� Generate N di�erent initial solutions �the population of solutions��

Step �� Sort the population in nonincreasing order of solution quality measured by
the value of the objective function�

Step ��

Repeat
��� select two solutions from the population
��� mix these solutions with a cross�over operator to create a new solution
��� modify the new solution with a mutation operator
��� insert the modi�ed solution in the population and sort
��� remove solutions from the population with a culling operator

Until a stopping criterion is satis�ed�

To determine an initial solution in step � of GA� the facilities are located at m
randomly�chosen �xed points� Using these starting locations� the alternating algorithm
of Cooper is applied until a local minimum is reached� The process is repeated until N
local minima are obtained to make up the population�

The selection operator in step � ��� generates two instances y�� y� of a random
variable uniformly distributed in the interval ������ The �rst solution selected from the
sequenced population is identi�ed as s� � by�

�
�Q��c� where Q is the number of solutions

currently in the population and byc denotes the largest integer value less than or equal
to y� The second solution is given by

s� �

�
s�
�
� if s�

�
� s�

s�
�
� �� otherwise�

where s�
�
� by�

�
� �Q� ����c� Note that the squaring of y� and y� in the above formulas

tends to generate smaller integer values for s� and s� that is� the tendency is to select
the best solutions from the population in line with a survival�of�the��ttest strategy�

The cross�over operation combines the features of the two existing solutions� s�
and s� �the parents�� to produce a new solution s� �the child�� In our implementation�
each facility j is added to s� at a site it occupies in s� or s�� A minimal separation
distance dmin between facilities is speci�ed in order to spread them out among the
customers and avoid duplication of good sites� We use a dmin equal to the smallest
distance between two customers� Let xij be the site of facility j in solution i� The
cross�over operation works as follows� First set x�� � x�� or x��� with equal probability�
Then� for each j � �� � � � � m� calculate

d� � min
t�j

d�x�t� x�j�� d� � min
t�j

d�x�t� x�j�
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If �d� � dmin� and �d� � dmin�� set x�j � x�j else if �d� � dmin� and �d� � dmin�� set
x�j � x�j else set x�j � x�j or x�j with equal probability�

The mutation operator in step � ��� is simply a local improvement on the new
solution s� using the Cooper algorithm to obtain a local minimum� If the population size
exceeds a speci�ed limit Qmax� the culling operator removes the worst solution in step �
���� The process will continue producing new generations of solutions inde�nitely if it
is not stopped� The stopping criterion is typically a limit on the number of iterations or
on the execution time or the convergence of the algorithm is detected �i�e� all solutions
of the population are the same�� Thus� in summary� we need to specify the parameters
N�Qmax� dmin� and a stopping criterion to implement the procedure�

��� Relocation Heuristics

Until now� local searches have been conducted in a neighbourhood of the current solution
de�ned by a �xed number of customer�to�facility reallocations� We propose here a
new local search procedure which constructs its neighbourhood as the set of points
obtained by a given number of facility relocations� The simplest construction considers
the relocation of a single facility to any unoccupied customer location �i�e�� a customer
which does not have a facility coincident with it�� Since there arem candidates to choose
from� and as many as n customer sites to reposition them at� there are O�mn� points in
the resulting neighbourhood�

Local searches which visit all the points in the neighbourhood will be referred
to as interchange �CH� heuristics� Various strategies may be employed in this context
to trade�o� the accuracy or depth of the search at a neighbourhood point with speed�
For example� the facilities may always be optimally located in continuous space �for the
speci�ed allocations�� or forced to remain only at customer sites� In the latter case� the
heuristic is solving the related discrete m�Median problem� The algorithm would adjust
the facility locations in continuous space at well�de�ned times� The net e�ect would be
to allow more iterations �with less precision� in the same amount of CPU time�

Instead of visiting all points in the interchange neighbourhood� an alternative
strategy referred to as drop and add �DA� could be used� This procedure has been
applied with success in other settings such as the Traveling Salesman Problem �see
for example Gendreau et al� ������� however� to the best of our knowledge� this is
the �rst application in location�allocation problems� The DA method decides using
some criterion which is the best facility to drop� and only then� by another criterion�
where is the best site to reinsert it� It follows that O�m� n� points are investigated in
place of O�mn� of the interchange procedure� However� visiting O�mn� solutions in an
interchange neighbourhood may not be more time consuming than visiting O�m � n�
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solutions in a DA neighbourhood because of the following facts
 �i� A good drop strategy
may be time�consuming �if� for example� a local minimum is obtained each time for the
remainingm�� facilities� likewise� for the add move� �ii� As shown by Whitaker ���	���
the points in an interchange neighbourhood may be updated e�ciently in a p�Median
problem� We found that these results could also be applied to the continuous relocation
neighbourhood we constructed�

A basic form of the DA heuristic follows


Step � f initializationg
 Find an initial solution Xc� and let Zc be the corresponding
value of the objective function�

Step � f drop g
 Delete a facility at site �xjdel�� xjdel�� using some criterion� �All other
facilities remain in their current locations��

Step � f add g
 Reinsert the facility at an unoccupied customer location �ainew�� ainew��
according to some other criterion�

Step � f local improvement g
 Use Cooper�s algorithm and the modi�ed set of facility
locations to �nd a local minimum �X�� Z��� If Z� � Zc� save the new currently
best solution� �Xc� Zc� � �X�� Z��� and return to step � otherwise STOP�

The key features in the DA heuristic are seen to be the criteria which are used
in steps � and �� Several deletion and insertion rules were investigated� but for brevity�
we will only report on the more succesful ones� The three best criteria for dropping a
facility were found to be


�� Drop least useful �DLU�� Here each facility j is deleted in turn� and a local min�
imum Wj is obtained by Cooper�s algorithm for the remaining �m � �� facili�
ties� The facility to be dropped corresponds to the minimum�valued Wj� i�e��
Wjdel � minfWj� j � �� � � � � mg�

�� Drop by second closest criterion �DSC�� Find the second closest facility to each
customer� Now temporarily remove a facility j� Let rj be its contribution in the
current objective function� and let sj equal the weighted sum of distances between
customers temporarily without a facility and their second closest facility� Repeat
the preceding step for j � �� � � � � m� Then facility jdel corresponds to the minimum
di�erence� sj � rj�

�� Drop by minimum potential criterion �DMP�� De�ne the potential of each facility j
as the product rjdj� where rj is its contribution to the objective function and dj
the distance to its closest facility� If facility j coincides with a customer i� then set
rj � rj � wi� Drop the facility jdel with the minimum potential�
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The �rst drop procedure is intuitively the most appealing� since it identi�es a
facility whose removal will cause the least increase in the objective function� However�
Cooper�s algorithm must be called m times in each iteration� and hence� this procedure
becomes time consuming for larger problem instances� The second and third drop pro�
cedures� on the other hand� are much faster� since a local improvement of the solution
for the remaining �m� �� facilities is not carried out�

Analogous versions of the drop step may be constructed for the add step� We
mention only two of these


�� Add most useful �AMU�� Insert the deleted facility at an unoccupied customer
location� Find a local minimum using Cooper�s algorithm and the new set of
facility sites� Repeat for each unoccupied customer location and retain the best
solution�

�� Add by second closest criterion �ASC�� Insert the deleted facility at an unoccupied
customer location i� Reallocate those customers who are now closer to the newly�
inserted facility than their current facility �which becomes the second closest��
Calculate the decrease in the objective function �si � ri� attributed to the given
insertion point� Repeat for each unoccupied customer location� and retain the
insertion point which maximizes �si � ri��

The interchange and drop�add neighbourhoods may be enlarged by increasing
the number of facility relocations from the current solution� In addition� we may allow
ascent moves in the de�ned neighbourhood� This gives rise to a host of new heuristics
based on tabu search and variable neighbourhood search� These algorithms apply the
same steps as before� except that the reallocation neighbourhoods are now replaced by
the newly�de�ned relocation neighbourhoods�

� Computational Results

An extensive empirical study was carried out to compare the various heuristics � old�
recent� and new � in a uni�ed setting� We considered the following four problem con�g�
urations
 the well�known �� customer problem in Eilon et al� ������� the �	� customer
ambulance problem from Bongartz et al� ������� and a ��� and ���� customer problem
listed in the tsp library �Reinelt �������� In each case� the number of facilities to lo�
cate was varied over a wide range� This provided a large number of problem instances
from comparatively small sizes to much larger instances than previously reported in the
literature� Thus� we were able to investigate the performance of the heuristics over an
extensive range of problem di�culty�
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n � �� n � ��� n � ��� n � ����
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Table �� Optimal and best known values for test problems�

The di�erent methods were compared on the basis of equivalent cpu times� Each
problem instance was solved initially by ��� runs of Cooper�s alternating algorithm from
randomly�generated starting points� �The multistart version of Cooper�s algorithm will
be referred to as MALT from this point on�� The resulting cpu time was then used as a
stopping criterion for the other heuristics� That is� the algorithm would be terminated
at the completion of a local search if the total elapsed cpu time exceeded the stopping
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criterion otherwise the iterations were allowed to continue� In cases where the stopping
criterion could not be applied� such as the p�Median algorithm� actual cpu times to
complete the �rst solution are reported�

cpu malt ts vns�� proj pm��
m time Av� Best Av� Best Av� Best Av� Best cpu Best
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Table �� Old�recent heuristics and the ���customer problem�

All methods were programmed in fortran �� except GA which uses C��� The
codes were compiled using an optimizing option �g�� �O� for C��� and f		 �cg
� �O�
for fortran� and run on a sun sparc station ���

Old and Recent Heuristics

Results for the �old� and �recent� heuristics are reported in Tables � to �� Where
applicable� two sets of values are given � the average and the best value of the objective
function found from ten separate runs of the algorithm� These results are expressed as
a � deviation from the best known solutions �listed in Table ��� It should be noted that
the best known solutions listed for the �� and �	� customer problems are also known
to be global optimal solutions �Krau �������� The cpu times �in seconds� listed in the
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tables are for ten runs of MALT �with ��� restarts of Cooper�s algorithm in each run��
thus giving the total time to obtain the best solution�

cpu malt fns vns�� proj pm��
m time Av� Best Av� Best Av� Best Av� Best cpu Best
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Table �� Old�recent heuristics and the �	��customer problem�

Some general observations are inferred from a comparison of the results in Tables
� to �� These are summarized below
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Table �� Old�recent heuristics and the ����customer problem�

�� At the lower values of m in each table� the old heuristics �MALT and the projection
method �PROJ� of Bongartz et al��� perform as well or better than the recent heuristics�
This implies that random restarts are an e�ective solution strategy for �smaller� problem
instances� This relates to the existence of relatively few local minima�

�� The quality of the solutions obtained by MALT and PROJ deteriorates with increas�
ing m� The worst case occurs with PROJ in Table �� where deviations in excess of ����
are observed for the best solution and m � ��� The relatively poor performance of both
methods may be attributed to the fact that the number of local minima increases with
problem size at an exponential rate giving rise to a central�limit catastrophe �Boese et al�
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�������� As a result� procedures which use random restarts lose their e�ectiveness� The
breakdown of PROJ in the �	��customer problem may also be attributed to the weight
structure in this problem� �Unit weights are used in other test problems�� Also note
that PROJ is slower than MALT� and hence� fewer local descents are achieved in the
allotted time� Furthermore� PROJ may terminate at a degenerate local minimum where
one or more facilities are at locations which are serving no customers �Mladenovi�c and
Brimberg ������� This problem is eliminated in our implementation of MALT by the
addition of an insertion procedure however� PROJ uses the original code supplied by
its authors� It is interesting to note on the other hand� that PROJ performs best overall
in Table � for the �����customer problem� This may be due to the use of traveling
salesman solutions in PROJ to generate starting points�
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Table �� Old�recent heuristics and the �����customer problem�

�� The Tabu search method �TS��� performs poorly in comparison to MALT for large
problem sizes �see Table ��� This is attributed to the neighbourhood structure in TS
which results in a very slow local descent or ascent� Thus� relatively few iterations are
completed within the imposed time limit� For this reason� we report TS�� only in Table
�� For small problem sizes� TS�� is seen to be competitive with the other methods within
the imposed time limit�

��



�� The variable neighbourhood search �VNS��� reported in Tables � to � uses in all cases
parameter values of b � � �number of points randomly selected in a given neighbour�
hood�� and kmax � n �maximum number of customer reallocations or largest neighbour�
hood�� No attempt was made to �nd the best parameter values for individual problems�
but rather� a �parameterless� version was implemented to see how the algorithm in its
simplest form could perform over all problem sizes�

Referring to the average error summary in the tables� we observe that VNS��
signi�cantly outperformed MALT within the same cpu time� For the ���customer prob�
lem� the best solution obtained by VNS�� was optimal in almost all cases� However� the
results were not uniform for the other problem sets� It is also interesting to note that
the �xed neighbourhood search �FNS� with number of reallocations k � n��� obtained
substantially better results than VNS�� for the problem sets in Tables � and �� This
implies that the variable neighbourhood search is sensitive to the parameter settings�
Thus� for best results� the parameters should be adjusted for individual problems �or�
cpu time increased�� Alternatively� b and kmax may vary according to an intensi�ca�
tion�diversi�cation strategy during the execution of the algorithm�

�� The solutions obtained by the p�Median algorithm �PM��� are very good in com�
parison to the other methods reported in Tables � to �� With the exception of the
���customer problem� PM�� outperforms VNS�� by a considerable margin� However�
the execution time for PM�� to complete a solution far exceeded the time limit imposed
on VNS��� so that a direct comparison of the two methods cannot be made� Note that
results for PM�� are not listed for execution times exceeding a ���� second limit� �This
is also the reason PM�� is not included in Table ���

New Descent Relocation Heuristics

We begin with a discussion of results for the drop�add �DA� algorithm� As noted
in the description of this method in section �� several criteria may be selected to deter�
mine which facility to remove and where to insert it back� This provides a large number
of possible drop�add strategies� We will report on only a few of the more promising
combinations�

Table � provides results on four DA strategies for the �	��customer problem� The
Av� column gives the average result from ten random restarts� while the next column lists
the best result� Computation times are totals for the ten descents� Referring to the best
solutions� we �rst observe that the drop least useful� add most useful strategy �dlu� amu�
worked very well� The � deviation from optimal is low irrespective of m� and regularly�
the optimal solution itself is obtained� Note however that the computational times are
much higher than for the other DA heuristics� This is attributed to the excessive number
of Cooper iterations carried out between adjacent moves in the solution space�

��
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Table �� Descent DA heuristics in �	��customer problem�

A compromise between quality and cpu time is obtained with �dlu� asc�� since
the second�closest criterion is fast to implement� �Also amu takes much longer than
dlu� especially when m is small�� The fastest procedures are given by �dmp� asc�
and �dsc� asc�� since optimal relocation of facilities is not carried out during the drop
and add phases� The listed computation times for �dmp� asc� and �dsc� asc� are
substantially less than those for MALT� Yet� a comparison shows for example that
�dmp� asc� performs signi�cantly better than MALT and the �parameterless� VNS���

��



Table � presents a summary of results for four local search heuristics using reloca�
tion neighbourhood structures� The values listed here are combined average percentage
deviations and cpu times over the same sets of values of m reported in the previous
tables� The columns have the same interpretation as in Table ��

da�� ��dmp�asc� da�� ��dsc�asc� ch pm��
Pb� Av� Best T ime Av� Best T ime Av� Best T ime Av� Best T ime
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Table �� Summary results for local descent heuristics with Relocation neighbourhoods�

The �rst two heuristics in Table � are the �fast� versions of drop�add reported in
Table �� The next heuristic �referred to as CH for interchange� considers all possible
location interchanges of a single facility from its current position to an unoccupied �xed
point� One iteration of Cooper�s algorithm �allocate�locate� is run only at the best
neighbourhood point to save computation time� The fourth heuristic PM�� is a discrete
version� where the facilities remain at �xed points during the interchange process� When
no further improvement can be made �the current solution is a local minimum in its
neighbourhood�� one iteration of Cooper�s algorithm is performed as in CH�

Comparing the four relocation heuristics in Table �� we see that no one method
dominates the others� DA�� obtains better results than DA�� in three of the four problem
sets� but not in the �	��customer set� Interestingly� the same pattern occurs between
PM�� and CH� As a group� CH and PM�� obtain better solutions than the DA heuristics
in all problem sets� However� DA�� obtains the best average deviation in the �����
customer set� and outperforms CH here and in the ����customer set� More importantly�
we observe that these new local search heuristics are very e�cient compared with the
earlier methods reported in Tables � to �� With the exception of VNS�� in Table �
����customer set�� large net improvements are obtained over the earlier methods in a
small fraction of the cpu time�

New heuristics

Tables 	 to �� report on our new heuristics� These consist of a genetic algorithm
�GA�� and the latest versions of Tabu search and variable neighbourhood search using a
relocation neighbourhood structure in place of the previous reallocation structure� The
parameter settings used in GA are N � �� for the initial population� and Qmax � �� for
population size� The �rst Tabu search procedure �TS��� uses a drop�add neighbourhood
and DA�� strategy� while the second �TS��� uses the interchange neighbourhood of CH�

��



In both cases� a tabu list is maintained of the last �� �xed point insertions� The same
neighbourhood structures are utilized again in the variable neighbourhood searches VNS�
� and VNS��� while VNS�� borrows the discrete interchange structure of PM��� In the
three VNS versions� the maximum neighbourhood size� kmax� is set equal to m� and
one point is randomly chosen in each neighbourhood� Only one iteration of Cooper�s
algorithm is performed at a selected neighbourhood point� in order to make e�cient use
of cpu time� Note that these cpu times are not recorded in the tables� since they were
set to the execution times previously obtained for MALT�

Referring to Tables 	 to ��� the following observations are made


�� GA performs very well over the lower range of m values in all four problem sets�
However� the percentage deviation tends to increase with m� This may be at�
tributed to an exponentially�increasing number of local minima� and the fact that
GA has time to visit only a small number of them�

da�� ch p�med
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Table 	� New heuristics and the ���customer problem�
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�� TS�� outperforms TS�� in Tables 	 and �� but the reverse is true in Tables �� and
��� Based on this limited data� we might infer that the interchange neighbourhood
�CH� is better suited for smaller problems� while the drop�add �DA��� should be
used for larger instances� This may be due to the longer cpu time required to
make a move in the interchange neighbourhood� which results in fewer iterations�
Also note that the best TS heuristic outperforms GA in each table�
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�� A similar relation is observed between VNS�� and VNS��� Once again� the drop�add
neighbourhood appears to be a better choice for larger problems� We might infer
that the DA strategy in VNS��� although more time�consuming� has more success
�nding descent directions in large problems as compared with the random selection
of neighbourhood points in VNS��� Hence� VNS�� would be able to make more
descent moves in the allotted cpu time�
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�� Comparing TS�� with VNS�� and TS�� with VNS��� we observe that better results
are obtained by the variable neighbourhood approach� However� TS�� is com�

��



petitive in Tables �� and ��� where it outperforms VNS�� and VNS�� in a few
cases�

�� VNS�� is clearly the best overall method in Tables 	 and �� but VNS�� takes
over in Tables �� and ��� The advantage with VNS�� pertains to its p�Median
neighbourhood structure� Since the facilities are kept at �xed point locations�
VNS�� is able to evaluate neighbourhood points extremely quickly� Only when
a descent move is made� does the algorithm locate the facilities in continuous
space to obtain a candidate solution� The greater number of visits through the
neighbourhoods with VNS�� appears to be a critical factor in large problems�
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Table ��� New heuristics and the �����customer problem�

� Conclusions

An extensive empirical study is presented of heuristic methods for solving the multi�
source Weber problem� Included are several new methods which have not been reported
previously� An important aspect of the current work is that it considers much larger

��



problem sizes than previously investigated in the literature� Thus� we are able to show
that the state�of�the�art heuristics tend to deteriorate in performance with increasing
problem size� sometimes in a disastrous fashion�

The new heuristics presented here obtained excellent results� which are far supe�
rior to the solutions found by the existing methods� Deviations from the best known
solutions of less than ���� are consistently reported by the new methods over all prob�
lem sets� The fact is made more remarkable in view of the restricted cpu time� Thus�
we may claim that the state�of�the art is advanced�

Some general conclusions are inferred from the results of this study


�� Relocation�based methods �drop�add or interchange� are more e�cient than their
counterpart reallocation�based methods� That is� better solutions are obtained in general
in the same cpu time� when local or variable neighbourhood searches are conducted with
a relocation neighbourhood structure� One reason may be the fact that the neighbour�
hood points in the relocation structure correspond to Voronoi partitions of the customer
set� but not so for reallocations�

�� The variable neighbourhood concept can be e�ectively used to obtain superior solu�
tions� We may view the variable neighbourhood search �VNS� as a �shaking� process�
where movement to a successive neighbourhood corresponds to a harder shake� Un�
like random restart� which moves from the current solution to any point �uncontrolled
shaking� typically far away� VNS allows a controlled increase in the level of the shake�

�� Comparison of the new heuristics suggests that no one method is best in all cases�
Issues to consider in the design of an algorithm include the type of neighbourhood �e�g��
drop�add or interchange� discrete or continuous facility locations�� the amount of shaking
to permit� when to conduct local searches at neighbourhood points and by what method�
and whether or not to permit ascent moves� The variation of strategies is limitless in
terms of shaking and local search� and parameter settings� Future studies may establish
general guidelines for choosing the �best� algorithm as a function of problem size �m and
n��
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