


AN ABSTRACT OF THE DISSERTATION OF

Mohammad S. Sorower for the degree of Doctor of Philosophy in Computer Science

presented on November 30, 2015.

Title: Improving Automated Email Tagging with Implicit Feedback

Abstract approved:
Thomas G. Dietterich

Machine learning systems are generally trained offline using ground truth data that has
been labeled by experts. However, these batch training methods are not a good fit for
many applications, especially in the cases where complete ground truth data is not avail-
able for offline training. In addition, batch methods do not perform well in applications
where the learning system is expected to quickly adapt to changes in the data with a
non-stationary distribution and also remain resistant to label noise. Online learning al-
gorithms provide solutions to these challenges, but these algorithms often assume that
the ground truth is available after making every prediction.

In this thesis, we describe the ‘online email tagging’ problem where an underlying
algorithm predicts a set of user-defined tags for an incoming email message. The email
client user interface displays the predicted tags for the message, and the user doesn’t need
to do anything unless those predictions are wrong (in which case, the user can delete the
incorrect tags and add the missing tags). This means that the learning algorithm never
receives confirmation that its predictions are correct — it only receives feedback when it
makes a mistake. This violates the assumption of most online learning algorithms, and
can lead to slower and less effective learning. In many cases, the learning algorithm would
benefit from positive feedback, i.e., confirmation of correct predictions.

One could assume that if the user never changes any tag, then the predictions are
correct. But users sometimes forget to correct the tags, presumably because they are
focused on the content of the email messages and fail to notice incorrect and missing

tags. The aim of this thesis is to determine whether implicit feedback can provide useful



additional training examples to the email prediction subsystem of TaskTracer, known as
TAPE (Tag Assistant for Productive Email). Our hypothesis is that, the more time a
user spends working on an email message, the more likely it is that the user will notice
tag errors and correct them. If, after the user has spent enough time working on an
email message, no corrections have been made, then perhaps it is safe for the learning
system to treat the predicted tags as being correct and train accordingly. We propose
four algorithms (and three baselines) for incorporating implicit feedback into the TAPE
email tag predictor. These algorithms are then evaluated using (i) email interaction and
tag correction events collected from 14 user-study participants as they performed email-
directed tasks while using TAPE, and (ii) case studies on real knowledge workers using
TAPE to manage their own email messages. The results show that implicit feedback
produces important increases in training feedback, and therefore, significantly reduces
subsequent prediction errors despite the fact that implicit feedback is not perfect. We
conclude that implicit feedback mechanisms can provide a useful performance boost for
online email tagging systems. Finally, we perform a simulation study to show how tags
could provide services to help with information re-finding and several common tasks that
the users often need to perform within the email system. Our simulation results show
that tag services have potential to greatly reduce the number of clicks required to perform
these tasks.
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Chapter 1: Introduction

Email was originally designed as a communications application. Over time, it has be-
come a habitat for collaboration, a tool for time and task management, a medium for
conversations and file transmission, and a mechanism for managing professional and so-
cial contacts for knowledge workers [14], I8, 40]. Workflows in organizations are often
initiated, discussed, managed, and concluded via email exchanges [27]. Whittaker et al.
[40] call this email overload, and show how the email inbox is employed as a repository
for task to-do, to-read, and for tasks or correspondence in progress. However, with the
increased volume of email that people receive every day, congested, unstructured and
overloaded email boxes with disordered and unprioritized emails pose a critical bottle-
neck on efficient knowledge work. Tools are needed that can help the user efficiently
organize and manage email, so that knowledge workers can keep pace with the stream
of tasks. Omne of the most common practices among email users is to organize email
messages manually into folders. This manual process clearly is not efficient and exhibits
the same problems as folder-based file systems. There is no easy way to manage cases
where an email message is related to multiple tasks or projects. Most email clients sup-
port hand-coded rules for tagging or foldering, but these must be manually crafted and
they are mostly inflexible [I0]. Therefore, recent attention has been drawn to applying
machine learning methods to automatically classify email messages into folders or attach
appropriate tags to the messages.

The TAPE Email Predictor [36] incorporates automated email prediction into Mi-
crosoft Outlook using a multi-label classifier based on the Confidence Weighted (CW)
linear classifier. The user interface, which we will describe below, displays the predicted
tags on each incoming message. The nice aspect of this is that if the tags are correct, the
user doesn’t need to take any action. In our experience, the classifier is 80-90% correct,
and hence the cost to the user of manually tagging email messages is reduced by 80-90%.
If the tags are incorrect, then the user can easily delete incorrect tags and add the correct
tags, and this provides training examples to the classifier. However, the classifier receives

no feedback when the predicted tags are correct. If the classifier was highly confident of
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Figure 1.1: Survival curve (exponential fit to the data) showing the fraction of the mes-
sages with bad tags that survived k interactions with the user.

those predictions, then this would not be a problem. (Indeed, the confidence weighted
classifier ignores positive feedback on confident predictions.) But if the classifier is not
confident, then positive feedback confirming the correctness of those predictions would
be very helpful.

The obvious response to this quandry is to employ what is known as “self training”.
The classifier could simply assume that its predictions are correct if the user doesn’t make
any corrections. However, our personal experience as users of TAPE has shown that once
the classifier becomes reasonably accurate, users occasionally fail to provide corrective
feedback, especially if they are working quickly or are deeply engaged in a task. Under
such conditions, self training is risky.

This motivates us to explore implicit feedback. Our hypothesis is that the more time
a user spends working on an email message, the more likely it is that the user will notice

tag errors and correct them. The survival curve shown in figure is plotted using the



data from a lab-controlled user study (described in Chapter |4)), and this supports our
hypothesis. The horizontal axis shows the number of times (k) a user interacted with a
message that had an incorrectly-predicted tag, and the vertical axis shows what fraction
of the messages (with bad tags) survived k interactions. The survival curve shows an
initial drop for £ = 1 and k = 2 followed by slower decrease thereafter. This suggests
that most of the bad tags are corrected almost immediately within a few interactions.
Therefore, if the user spends a long time reading a message, saves an attachment, forwards
the message to someone else, and then replies to the message—all without changing any
of the tags—then it is likely the tags are correct. In contrast, if the user only briefly
looks at the email message and then moves on to the next message, the tags could very
well be wrong and the user failed to notice. In this thesis, we study implicit feedback
mechanisms that record events in which the user interacts with an email message. If the
total number of these events exceeds a threshold without any tag changes, then the tags
are assumed to be correct and the classifier trains on that message.

One might think that this problem is an instance of learning in the bandit framework.
In multiclass classification learning under the bandit framework, the learning algorithm
only receives feedback that the predicted class is right or wrong. If the predicted class
label is wrong, the algorithm is not told what the correct label should have been [§]. In
contrast, for the email tagging problem as described above, implicit feedback can either
infer that a predicted tag is correct (if the total number of interaction events exceeds
the threshold) or it can not draw any inference (if the total number of events is below
the threshold). Implicit feedback in this case cannot infer that a predicted tag is wrong.
Hence, some of the email messages may not receive any kind of feedback at all. Implicit
feedback is also inherently noisy, and therefore, the inferred feedback is not guaranteed
to be correct as in bandit framework.

In this thesis, we instrument TAPE to collect events relevant to producing implicit
feedback. We propose four algorithms for generating implicit feedback in response to these
events as well as three baseline methods. We conducted a lab-controlled user study that
collected events in which users are interacting with TAPE-tagged email messages while
they carry out various tasks specified by those messages. To evaluate and compare the
various implicit feedback algorithms, we reprocess the data from the user study to create
simulated users who notice and repair incorrect tags with a specified target probability.

We also conducted case studies with real knowledge workers using the TAPE system in



their own email. The results show that by training on tags confirmed by implicit feedback,
we can significantly improve the performance of the TAPE email tagging system.

One of the goals of this thesis is to make tags generally useful for supporting user
workflows. The most common use-cases where tags have been often exploited are search
and retrieval. However, tags can also contextualize the tagged object and user activi-
ties [3]. For example, in the case of image tagging, users often label the content of a
photograph by entering the names of the people who appear in the photograph, or the
location where it was taken. In the case of a tag-based desktop system, the presence of
some tag(s) on a document could indicate the user work-context (e.g., project/task), and,
therefore, the system can proactively suggest relevant resources for the current context
(e.g., recently used documents related to the tag). In this thesis, we utilize the data
from the lab-controlled user study to perform a preliminary simulation study to show
how tags could provide services to help with information re-finding and several common
tasks that the users often need to perform within the email system. Our simulation study
shows that tag services have potential to greatly reduce the number of clicks required to

perform several common tasks on an email message.

1.1 Thesis Contributions

1. Developed an approach to model implicit feedback for a multi-label online email

classification problem.

2. Conducted a lab-controlled user study to evaluate the system and to assess the

benefits of the implicit feedback models against the baseline algorithms.

3. Conducted case studies with real knowledge workers to evaluate the benefits of the

implicit feedback-based models in their everyday usage of emails.

4. Performed a simulation study to assess the potential effectiveness of tag-based ac-

cess to recent documents, folders, and email addresses.

1.2 Thesis Organization

The rest of the thesis is organized as follows. Chapter [2reviews related work in the area of

online tagging of email messages and in the area of modeling and applications of implicit



feedback. Chapter [3|describes the TAPE system and its user interface. We then describe
the instrumentation that we added to TAPE to collect events relevant to producing
implicit feedback. We also describe four algorithms for generating implicit feedback in
response to these events as well as three baseline methods. Chapter {] presents a user
study that collected events in which users interacted with TAPE-tagged email messages
while they carried out various tasks specified by those messages. We then present and
discuss the results of this algorithm comparison. Chapter [5| presents case studies with
real knowledge workers using the TAPE system on their own email. It then discusses the
results of the above-mentioned algorithm comparison. Chapter [6] describes a simulation
study that shows how tags can provide useful services to the user. Finally, Chapter

concludes and outlines possible directions for future work.



Chapter 2: Background and Related Work

2.1 Tagging of Email Messages

Email is one of the most efficient and popular means of communication of the late 20th and
early 21st century, and it has become an integral part of the personal and professional
life of millions of people [24, 39]. For knowledge workers, email is the center for task
management, a medium for document delivery and archive, and a cheap but fast way
of delivering messages. As described above, a tool that could efficiently organize and
manage email messages could be a tremendous value to the knowledge workers.

A substantial body of research has explored text-classification-based batch strategies
for email classification [7, 33, 22, 4]. However, in the context of deployed email systems,
batch methods are not appropriate. Email readers and messages have specific character-
istics that define the expected properties of an email tagging system (Table . A good
email tagging system should take the form of an online, multi-label classifier, and the
clagsifier should be able to adapt quickly in response to user feedback. Furthermore, the
classifier should be able to incorporate changes in the tag space and in the distribution
of words in the email messages.

A few existing studies have explored online learning methods for email. SwiftFile [35]
presented an incremental learning algorithm that predicts the three most likely destina-
tion folders for an incoming message. This incremental learning method performed better
than a periodic learning system (e.g., the classifier is updated after every thirty messages
or overnight), because the periodic learning system fails to promptly respond to user
corrections. The system starts learning very quickly with only a few messages. However,
the user may not want to move some of the email messages into folders. Krzywicki et al.
dynamically learn a threshold to infer whether or not the user would want to move an in-
coming message into a folder [25]. An empirical evaluation of six different online learners
for email classification was reported by Keiser et al. [21]. These online classifiers, namely,
Bernoulli Naive Bayes, Multinomial NaiveBayes, Transformed Weight-Normalized Com-

plete Naive Bayes, Term Frequency-Inverse Document Frequency Counts, Online Passive



Aggressive, and Confidence Weighted, were tested using real email collected and tagged
using the TaskTracer system [12]. The confidence weighted linear classifier [13] consis-

tently performed better than all of the others.

Table 2.1: Properties of the email system, and the requirements for good email tagging.

Factor Email System Property Good Email Tagging
Message-to- Many-to-many Multi-label classification
tag

relationship

Dynamic tag-
space

Message struc-
ture

Distribution of
features

User-
feedback/
corrections
User-mistakes
and
mind-changes
User-
expectation

User may create new tags, cease us-
ing old tags, or even split a tag into
multiple tags

Message contains sender, recipients,
email-thread, mailing-lists, message
subject and body

Non-stationary

User provides feedback in response
to prediction error and provides no
feedback on correct predictions
User can add/remove tags by mis-
take, and can change mind about
the tags on a message

User expects the system to make fast

predictions and to accept immediate
feedback

Classifier adapts to tag-
space changes

Classifier exploits these as
features

Classifier adapts to feature
distribution changes
Classifier learns from in-
complete feedback from the
user

Clagsifier can recover from
user mistakes and mind
changes

Online learning algorithm

2.2 Learning from Implicit Feedback

The online email tagger trains on user corrections and gradually starts making correct
predictions. This significantly reduces (often completely diminishes) the requirement for
the user tag-corrections. While this is the objective of such a system, this also means that
the classifier gradually receives less and less training. However, as mentioned in Table[2.]]

in the case of email messages, it is common for the user to revise the definition of a tag,

for example, if the tag is about a class, then at the start of the term, words like “syllabus” and
“registration” are important; at the end of the term words like “exam” and “grades” are relevant.
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Figure 2.1: TAPE online tagging performance when the system is trained on user cor-
rections only and when trained on ground truth tags for every message.



e.g., splitting a tag into multiple tags. The feature distribution for a particular tag can
also change over time. Therefore, it is important for the learning agent to keep training,
with or without user corrections. Lack of training can cause an online email classifier to
lose its prompt adaptation capability, resulting in a performance decrease. This loss of
performance is demonstrated in figure that shows TAPE performance on a data set
of 4982 email messages (described in Section [5.1.1)). The first model follows the standard
automatic email-tagging use case (trained-on-correction): each message is first predicted
by the email predictor, and then the user corrects the tags, if necessaryﬂ When the user
corrects a tag, only then the underlying model is updated. In contrast, the second model
follows the standard online learning protocol: each message is first predicted by the email
predictor, and then its correct tags are given to the predictor to update the classifier(s).
In a real system, this would require the user to always confirm the correct tags for a
message after they have been predicted. This standard online protocol, while probably
not a plausible use case, sets an upper-baseline (i.e., best case performance) for the email
predictor.

As shown in figure for about the first 100 messages, the number of mistakes made
by the trained-on-correction system closely follows the number of mistakes made by the
standard online method. This is because both systems receive similar amounts of user-
feedback when they have just begun to learn. The standard-online system continues to
receive training on every message, but the amount of training for trained-on-correction
system drops as the system starts making correct predictions. This lack of training
causes the trained-on-correction system to make more mistakes than the full-training
standard-online system.

The gap between the mistakes plot in Figure[2.1|suggests that the trained-on-correction
system can be improved by additional training. Therefore, we need a system that con-
firms tags on a message without explicitly asking the user. This can be achieved by
making inferences drawn from unobtrusive observations of user behavior, formally called
implicit feedback. One good indicator of user attention to the predicted tags is when the
user corrects a tag. For example, if the user adds or removes a particular tag ¢ on a mes-
sage, then the classifier for ¢ gets direct positive or negative feedback respectively. This
is also an indication that the user approved the remaining predicted tags on the message

as relevant tags (all of the predicted tags are usually displayed right next to each other

Znotice that the user may forget to add a missing tag or to remove an irrelevant tag.
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on the email user interface, so when the user corrects one tag, they are highly likely to
see the other tag(s)) and all others as irrelevant tags for this message. This motivates us
to explore implicit feedback, automatically inferred by monitoring user interactions with
the email client, that can indicate the level of user attention to the tags, and hence, can
provide instances for additional training.

Implicit feedback-based methods have been developed and exploited in information
retrieval and recommendation systems. Those systems seek to determine whether the
user found an item to be interesting versus uninteresting. The underlying model is that
the user will spend more time reading documents that are more interesting among all
the documents he/she is presented with. InfoScope [37] exploits this idea to learn user
preferences for Usenet discussion group messages by combining explicit user-feedback
with a few sources of implicit feedback such as whether the user read the message or not,
whether the user saved the message or deleted it, whether the user followed-up on the
message or not. Morita et al. conducted a user study over a six-week period with eight
participants and showed that, just by monitoring reading time, it is possible to predict
the user’s degree of interest in particular Usenet articles [28]. A series of user studies,
conducted in different domains, confirmed that user actions such as printing, forwarding,
and scrolling a page have a strong positive correlation with the user’s stated level of
interest in the content of the presented article [23] [6, [15].

Konstan et al. found that actions such as printing, forwarding, and replying privately
to a message are also good indicators of user interest [23]. Claypool et al. developed a
custom browser that monitors time spent on a page, scrolling time, scrolling method,
mouse movements, and keyboard activities, and observed a strong positive correlation
between these implicitly captured activities with the user’s stated level of interest [6]. Foz
et al. conducted a user study in which 146 participants used a custom browser, capable
of recording a set of 30 implicit measures of user activity, in their regular work for six
days [15]. The results show a direct relationship between the implicit measures and the
user’s explicit satisfaction ratings.

Implicit feedback can also indicate the user’s relative preferences over information.
In this case, the underlying model is that if the user clicks on an item in a ranked list
of search results (assuming that the user scans the list sequentially), the items above it
in the list were less interesting than the selected item. Radlinski et al. [31] extended the

Osmot search engine [32] based on this idea. The extended engine combines eye tracking
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and user-click data to update the ranking function, and this method is shown to be very
robust to noise in user behavior.

Implicit feedback methods have also been reported to be very effective in learning user
preferences for online dating |30}, 2], online music recommendation services [20, 29], inter-
active video retrieval [38], a context-aware recommender service for mobile applications
[11], and a job recommender service [19]. Although it is commonly believed that implicit
feedback can only indicate positive preferences, Lee et al. |[26] developed a job recom-
mender service that improves the quality of recommendation by using implicit negative
feedback (e.g., the user opened a job description but did not save). All of these papers
identified Cold Start as a common problem. A new user in a system finds it boring to
provide many explicit ratings but the learning algorithm requires many ratings to start
predicting [42]. Implicit feedback in such cases has been proven to be helpful from the
very beginning, and which reduces user frustration.

Although most of the work on implicit feedback research has been devoted to improv-
ing web-based applications, a recent realization among the research community is that
the same approaches can contribute to developing smart desktop systems [5]. Chirita
et al. propose a system that clusters desktop documents based on access timestamps,
the number of steps between consecutive accesses of different files, and the time window
they are accessed within [5]. The goal is to exploit the clusters to define desktop usage

contexts and suggest context-related documents to the user.
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Chapter 3: TAPE Implicit Feedback System

3.1 TAPE Email Predictor

The TAPE Email Predictor is a combination of a Microsoft Outlook add-in and a Java
backend server. The Outlook add-in provides the user interface for performing tag op-
erations, and it passes the data to the server to perform learning and prediction. Users
define their own tag sets. The number of tags for long-term users of the system ranges
from 50 to 350. To perform multi-label prediction, TAPE learns one CW linear classifier
per tag. An email message with 3 user-assigned tags creates positive examples for 3 of
these classifiers and negative examples for all of the others. We chose the CW classifier
because of its aggressive update behavior. When the user corrects a classifier mistake on
an email message, the classifier makes an “aggressive” update so that the email message
would have been correctly classified with a large margin. This makes the classifier very
responsive to user feedback, which is important to the user experience. A drawback is
that the classifier is very sensitive to mislabeled training data. If the user flubs, for ex-
ample by deleting the wrong tag or mistyping a tag, then the classifier will make a big
change in its parameters. To address this, TAPE contains an automatic undo facility,
so that if the user immediately corrects the flub, TAPE detects this and unwinds the
parameter change [36].

When an email message arrives, it is processed to extract a binary feature vector. Fea-
tures include information about the sender, the set of recipients, the words in the subject
line, and the words in the email body (after removing HTML markup and stopwords and
performing stemming). The total number of features grows over time as new words and
new email addresses are encountered. A typical feature vector contains 30,000-50,000
potential features of which only 30-200 are “turned on”. The feature vector is then passed
to the tag classifiers, each of which produces a predicted margin. A common practice in
machine learning is to make a positive prediction when the margin is greater than zero
and a negative prediction otherwise. However, this zero-threshold based prediction does

not say anything about the confidence in prediction, and also does not help rank the
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TAPE Email Predictor Tag Interface on Microsoft Outlook.

Figure 3.1
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tags with respect to their relevance with the message. Therefore, we map the margins
onto the [0,1] probability scale by applying a sigmoid (logistic) transformation. All tags
with predicted probability above a threshold (default to 0.7) are added to the email mes-
sage and displayed to the user. If there are no such confidently-predicted tags, then the
tag with the highest probability is “promoted” and added to the message. However, if
all tags have predicted probability below 0.01 (we call it the noise floor), then no tags
are promoted. Implicit feedback will be most useful if it can provide confirmation that
the promoted tags are indeed correct. The PREDICT function defined in Algorithm
summarizes the described steps in predicting tags for a message.

Figure [3.1)shows the main components of the TAPE user interface. The tags assigned
to a message are shown on the TaskBar (#1 in Figure[3.1)) as click buttons (#3 in Figure
[3.1). The user can easily remove a tag by clicking on the left side (on the red cross) of the
button. To add a tag, the user has several options. First, the drop-down “combo” search
box (#4 in Figure allows the user to type the name of a tag. As the user types,
matching tags appear in a drop-down menu, and the user can use the mouse or arrow
keys to select the desired tag. For users with few tags, it is typically more convenient
to click on the drop-down arrow and select the desired tag from the menu, as the menu
is large enough to show at least 15 tags. A second approach is to use the drop-down
menu near the “plus” sign (#5 in Figure . This dropdown provides two ways to add
a tag. The lower part of the dropdown provides a menu of the 12 most-recently used
(MRU) tags. The upper part of the dropdown provides a menu of the top five tags whose
confidence was below the 0.7 prediction threshold. The user can add tags by clicking on
entries from either menu. These features are most helpful for users with many tags. The
user can also create a new tag by clicking on the “4+” button and typing the name of a
tag.

The UI contains a few other components. A small control box (#2 in Figure
allows developers to stop and start the TAPE backend server. The user can also request
updated predictions by selecting one or more email messages, right-clicking, and choosing

“Predict tags for this message”.
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3.2 User Interface Instrumentation

To support implicit feedback, we added instrumentation to TAPE to capture and record
information about the user’s interaction with email messages in Microsoft Outlook. For
each message, we computed the total number of times each of the following events oc-

curred:

e message was opened and read in either the Outlook Explorer or the Outlook In-

spector
e user added or removed a tag on the message
e user added or removed a flag from the message
e user moved the message to a folder
e user copied, replied, forwarded, or printed a message
e user saved an attachment from the message

We will refer to these events collectively as “implicit feedback events”. Some of them
require additional explanation as follows. The Outlook Explorer corresponds to the user
interface shown in Figure [3.I] which displays a short summary of each email message
and provides a “viewing pane” that displays the currently selected message. The Outlook
Inspector displays a single email message in a separate window. Some users prefer the
Explorer, others prefer the Inspector. Outlook allows the user to set various flags on a
message such as “follow up today”, “follow up tomorrow”, “completed”, and so on. Our
instrumentation also tracks the total reading time for each message (i.e., the total time

the window containing the message is in focus).

3.3 Baseline Algorithms

We designed four implicit feedback algorithms and three baseline algorithms for compar-

ison. In this section, we describe the baseline algorithms.
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3.3.1 No Implicit Feedback

The No Implicit Feedback (NoIF) algorithm never creates implicit training examples. It
only creates a training example for a tag if the user adds or removes that tag from the
email message. This is the standard behavior of TAPE, and it is a baseline against which
to compare the other algorithms.

The prediction and the training procedures of NoIF are shown in Algorithm [T The
PrREDICT function returns the predicted tags for a message. The prediction can be
either the above threshold tags, the promoted tag, or no tag at all in the case when all
the predicted probabilities are below the noise floor. The TRAINONUSERCORRECTION
function shows how the classifiers are updated when the user either adds or removes a
tag. When the user adds a tag to a message, the message is treated as a positive training
example for that tag and the corresponding classifier is trained accordingly. In the case
there is no classifier already defined for the tag (e.g., user creates a new tag and adds it
to a message), a new classifier is instantiated and then trained positively on the message.
Similarly, when the user removes a tag from a message, the message is treated as a
negative training example for that tag and the corresponding classifier is updated. In
either case, only the tags that the user corrects on a message are trained on that message.
The amount of training in NolF is therefore equal to the number of corrections made by

the user.

3.3.2  Self Training

In Semi-Supervised Learning (SSL), self training is one of the first algorithms that ex-
ploits unlabeled data [I, 34]. The wrapper algorithm, with an underlying supervised
learning method, is an iterative algorithm that starts by training only on the labeled
data. Then in each iteration, it predicts class labels for the unlabeled data and then
trains on its own high-confidence predictions. The underlying assumption is that the
high confidence predictions of the learning algorithm are likely to be correct, and there-
fore, those predictions can safely be added to the labeled data for the next iteration of
training.

We adapt the self training (STrain) method to our email tagging problem by introduc-

ing two parameters: Positive Prediction Training Lower Threshold (PL) and Negative
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Algorithm 1 NolF

1: procedure PREDICT(e, 0, nf)

2: Input: e = incoming email message, § = prediction threshold, nf = noise floor

3: Output: predicted tags = {(t;, p;)|tag t; predicted for the message e with probability p;}
4 predicted _tags = {}

5: for each tag t; do

6 compute the probability p; that tag t; should be assigned to e

7 if p; > 0 then

8 predicted _tags < predicted _tags + (t;, p;)

9 if predicted_tags = {} then

10: t = arg maxy, p;

11: p = max; p;

12: if p>nf then

13: predicted _tags < (t,p)

14: Return predicted_tags

15:

16: procedure TRAINONUSERCORRECTION(e, tcorr, t)

17: Input: e = email message, tcorr = user tag correction activity (add/remove) on
message e, t = tag that was corrected

18: Output: updated classifier ¢ for tag ¢

19: if tcorr = add tag then

20: if no classifier for tag ¢ exists then
21: instantiate a classifier for tag ¢
22: Let ¢ be the classifier for tag ¢

23: TrainPositive(c,e)

24: else

25: TrainNegative(c,e)

26: Return ¢
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Algorithm 2 STrain

procedure PREDICT(e, 0, nf, pl,pu = 1.0,nl = 0.0, nu)
Input: e = incoming email message, § = prediction threshold, nf = noise floor,
pl = positive prediction training lower threshold
pu = positive prediction training upper threshold
nl = negative prediction training lower threshold
nu = negative prediction training upper threshold
Output: predicted tags = a set of tags predicted for the message e
predicted _tags + NOIF _PREDICT (e, 0, nf)
for each (t,p) in predicted tags do
Let ¢ be the classifier for tag ¢
if pl < p < pu then TrainPositive(c, )

© 00 ~ O U W N

—_
= O
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if nl < p < nu then TrainNegative(c, e)

—
w

Return predicted tags

H
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: procedure TRAINONUSERCORRECTION(e, tcorr, t)

: Input: e = email message, tcorr = user tag correction activity (add/remove) on
message e, t = tag that was corrected

17: Output: updated classifier ¢ for tag ¢

18: ¢ < NOIF TRAINONUSERCORRECTION (e, tcorr,t)

19: Return c

—
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Prediction Training Upper Threshold (NU). These two thresholds control how confident
a positive or a negative tag prediction has to be for the algorithm to train on it. After
making a prediction, STrain creates a positive training example for the tags that are pre-
dicted with probability above the specified threshold PL and a negative training example
for the tags that are predicted with probability below the specified threshold NU. The
thresholds PL and NU are learned using a validation data set. As shown in Algorithm

[ if the user corrects a tag, the classifiers are trained exactly as in the NoIF algorithm.

3.3.3 Online Learning

This algorithm mimics the online prediction framework studied in theoretical analysis
of machine learning algorithms. The algorithm ignores all implicit feedback events. In-
stead, immediately after the tags are predicted for a message, the algorithm replaces the
predicted tags with the correct tags and creates training examples for them. Hence, it
provides perfect feedback to the TAPE multi-label classifier. In a real system, this would
require the user to always confirm the correct tags for a message after they have been
predicted. This online algorithm (shown in algorithm , while probably not a plausible

use case, sets an upper-baseline for the TAPE email predictor.

Algorithm 3 Online
1: procedure PREDICT-AND-ONLINE-TRAIN(e, 0, nf, G)
2: Input: e = incoming email message, § = prediction threshold, nf = noise floor, G
= the set of ground truth tags for the message e

3: Output: predicted tags = {(t;, p;)|tag t; predicted for the message e with probability p;}
4: predicted_tags < NOIF _PREDICT (e, 0,nf)

5: Let T be the set of all tags and C be the set of the corresponding classifiers

6: for each tag t € T do

7: Let ¢ € C be the classifier for tag ¢

8: if t € G then

9: TrainPositive(c, e)

10: else

11: TrainNegative(c, e)

12: Return predicted tags
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3.4 Implicit Feedback Algorithms

In this section, we describe the proposed implicit feedback algorithms. Each of these
algorithms is designed to be invoked every time a new implicit feedback event occurs. The
algorithm then decides whether enough implicit feedback has been received to conclude
that the current set of tags on the message is correct. If so, it creates positive training
examples for each tag on the message and negative training examples for each tag that
is not on the message. This training is invisible to the user, and in fact, if the user
subsequently changes a tag, the automatic undo facility will roll back the implicit training

and train on the explicit feedback provided by the user.

3.4.1 Simple Implicit Feedback

When the user changes any tag (by deleting or adding a tag), the Simple Implicit Feedback
(SIF) algorithm immediately treats all remaining tags as correct, and creates implicit
feedback training examples (positive examples for the tags that are present and negative
examples for all tags that are absent). The rationale for this is that if the user makes
any changes to the tags, then the user has attended to the tags. Hence, any tags that
the user does not change are highly likely to be correct. This increases the total amount
of training the TAPE Email Predictor receives, especially when the label cardinality of
the data set is high. If the label cardinality (defined as the average number of tags per
message) is closer to 1, then messages are likely to have only one predicted tag. Therefore,
upon user-correction, SIF will generate many negative training examples but not many
positive training examples. Algorithm [4] summarizes the SIF training procedure.

Note that SIF is aggressive. If the user corrects one tag, SIF immediately trains all
the classifiers. If the user makes any subsequent tag changes, these are correctly handled

by the undo system, as described above.

3.4.2 Implicit Feedback without SIF

Implicit Feedback without SIF (IFwoSIF) algorithm maintains a count of the total num-
ber of implicit feedback events, computed in the CoMPUTEIFSCORE function shown in
Algorithm [l It treats tag changes just like all other implicit feedback events. When

this count exceeds a specified threshold, then it creates the implicit feedback training
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Algorithm 4 SIF
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procedure PREDICT(e, 0, nf)
Input: e = incoming email message, § = prediction threshold, nf = noise floor,
Output: predicted tags = a set of tags predicted for the message e

predicted _tags < NOIF _PREDICT(e, 0, nf)

Return predicted tags

procedure TRAINONUSERCORRECTION(e, tcorr,t,mT)

Input: e = email message,

tcorr = user tag correction activity (add/remove) on message e,

t = tag that was corrected, mT = the set of tags currently on the message

: Output: the set of classifiers C' updated after the user correction

if tcorr = add tag then
if no classifier for tag ¢ exists then
instantiate a classifier for tag ¢

Let ¢ be the classifier for tag ¢
TrainPositive(c,e)

else
TrainNegative(c,t)

Let T be the set of all tags and C be the set of the corresponding classifiers
for each tag t € T do
Let ¢ € C be the classifier for tag £
if t #tand £ € mT then
TrainPositive(¢, e)
if { £t and £ € T\ mT then
TrainNegative(¢, e)
Return C
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Algorithm 5 [FwoSIF

10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:
24:
25:

procedure PREDICT(e, 0, nf)

Input: e = incoming email message, § = prediction threshold, nf = noise floor

Output: predicted tags = {(t;, p;)|tag t; predicted for the message e with probability p;}
predicted _tags < NOIF _PREDICT(e, 0, nf)
Return predicted tags

procedure TRAINONUSERCORRECTION(e, tcorr, t)
Input: e = email message, tcorr = user tag correction activity (add/remove) on
message e, t = tag that was corrected
Output: updated classifier ¢ for tag ¢
¢ < NOIF _TRAINONUSERCORRECTION (e, tcorr,t)
Return c

procedure TRAINONUSERACTIVITY (e, i factivity, §, mT)
Input: e = email message, i factivity = IF activity on message e, § = IF threshold,
mI" = the set of tags currently on the message
Output: the set of classifiers C' updated after the user correction
ifscore = COMPUTEIFSCORE(i factivity)
Let T be the set of all tags and C be the set of the corresponding classifiers
if ifscore > 0 then
for each tag t € T' do
Let ¢ € C be the classifier for tag ¢
if t € mT then
TrainPositive(c, €)
else
TrainNegative(c, e)
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examples. Recall that we also keep track of the total reading time of each message.

An examination of the reading time data showed that it had some very large values,

which presumably occur when the user opens an email message but then engages in

other activities that do not involve the computer. Consequently, with the exception of

the IFwSIFLW algorithm that we will describe below, we did not use reading time in our

implicit feedback algorithms.

The function TRAINONUSERACTIVITY in Algorithm [5 shows the steps to create the

positive training examples for the tags that are on the message and the negative training

examples that are not on the message. The threshold is learned using a validation data

set. If the user corrects a tag on the message, then the function TRAINONUSERCOR-

RECTION proceeds exactly as in the NolF algorithm. The PREDICT function is also the

same as in the NolF algorithm.

Algorithm 6 [FwSIF
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procedure PREDICT(e, 0, nf)

Input: e = incoming email message, § = prediction threshold, nf = noise floor

Output: predicted tags = {(t;, pi)|tag t; predicted for the message e with probability p;}
predicted _tags + NOIF _PREDICT(e, 0, nf)
Return predicted tags

procedure TRAINONUSERCORRECTION(e, tcorr,t,mT')

Input: e = email message,

tcorr = user tag correction activity (add/remove) on message e,

t = tag that was corrected, mT = the set of tags currently on the message

: Output: the set of classifiers C' updated after the user correction

C + SIF_TRAINONUSERCORRECTION (e, tcorr,t,mT)
Return C

: procedure TRAINONUSERACTIVITY (e, i factivity, §, mT)

: Input: e = email message, ¢ factivity = IF activity on message e, § = IF threshold,
: mT = the set of tags currently on the message

: Output: the set of classifiers C' updated after the user correction

C + TrwOSIF_ TRAINONUSERACTIVITY (e, i factivity, 8, mT)
Return C
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3.4.3 Implicit Feedback with SIF

This algorithm combines SIF and IFwoSIF. If the user changes a tag, then implicit
feedback examples are immediately created. Otherwise, IFwSIF continues to count up
events until the number of implicit feedback events exceeds the learned threshold, at
which point it creates the implicit feedback examples. This algorithm also does not use
total reading time for the same reason described in case of IFwoSIF. Algorithm [6] shows
the PREDICT, TRAINONUSERCORRECTION and TRAINONUSERACTIVITY functions for
IFwSIF. The threshold is learned using a validation data set.

3.4.4 Implicit Feedback with SIF using Learned Weights

So far we have assumed that the implicit feedback counts can simply be added together,
and a threshold can be defined to compare against the total sum. However, the relative
importance of the different types of events may not be equal. For example, correcting a
tag on a message may be a better indicator of user attention to tags than replying to a
message.

An alternative to treating all IF events as equally important is to learn a weight for
each type of event and then compare the weighted sum of events against a threshold.
This leads us to a binary classification problem where the training example ¢ has the
form ((zi1, ..., %iT,), Yi). Tit is a feature vector that summarizes all of the events observed
up to time ¢t. The subscript T; is the time of the last observed implicit feedback event for
instance i. When collecting training data, we assume we have a source of the true (‘gold’)
labels, so that y; = +1 if the predicted tag was correct and y; = —1 if it was incorrect.
Let P = {ily; = +1} and N = {ily; = —1} denote the positive and negative training
examples, respectively. Our goal is to learn a function such that if y; = 1, then there
exists a time t* such that V>4 f(xie) > 0 and if y; = —1 then for all time ¢, f(zi) < 0.

Let us assume that the features are all measures of user attention that are non-negative
and that grow over time. Suppose we parameterize f as a linear function f(z) = @-z+b
where each element w; of w is non-negative: Vjw; > 0. Then f will be monotonically
increasing. Conceptually, f(x;;) grows until it exceeds the threshold —b, at which point,
we conclude that the predicted tags are true positives and all non-predicted tags are true

negatives. TAPE can then train on the message. If f(x;7;) < 0 at the point where we
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stop collecting implicit feedback on example ¢, then do not have enough implicit feedback
information to trigger training.
Given the monotonic behavior of f, each training example can be converted to the

following set of constraints:

viEP W - Ty, > 0 (3.1)
VieN W - T, < 0. (3.2)
In addition, we would like to encourage early detection of the positives, so we want

to maximize ¥; w - x; for the positive instances t € P.

With this objective, we formulate the following optimization problem:

1
%niuwuucNZgﬁCPZgﬁcB > v (3.3)

ieEN ieP tieP

subject to

Vi yilwair, 0] > 1§ (3.4)
ViepVt [W.zip +0] > 1 — vy (3.5)
Vi& >0 (3.6)

Vit vit > 0 (3.7)

Viw; >0 (3.8)

Cpn indicates how important it is to fit all of the negatives. This should be large to
ensure no false positives. Cp indicates how important it is to fit the positive constraints.
This should also be large (perhaps = Cy) to ensure that we eventually get each positive
right. Finally, Cp is an added bonus for getting “earlier” positives right.

Given some training data, we can learn the weights on the implicit feedback events
by solving this convex optimization problem. We can then use those weights in the
TRAINONUSERACTIVITY function in Algorithms [5] and [ to compute the weighted sum
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of the event counts to obtain the implicit feedback score on each message. The Implicit
Feedback with SIF using Learned Weights (IFwSIFLW) model is therefore exactly the
same as [FwSIF (algorithm @, except that IFwSIFLW exploits these learned weights to
compute the implicit feedback score (in contrast, IFwSIF is effectively setting all weights
to 1 and only learning the threshold).

Because IFwSIFLW is learning weights on the IF events, we can now include reading
time and rely on the weight learning to determine the relative importance of reading time
versus other discrete IF events. To deal with the noisy aspect of reading times, we do not
use the total reading time as a feature. Instead, we create three features for reading time
is less than 1 second, reading time is between 1 an 5 seconds, and reading time is above 5
seconds. The reading time for each message corresponds to setting one of these features
to 1 and the others to zero. If a message is open for a long time (e.g., user opened the
message but stepped away from the computer), this just corresponds to setting the >5s
feature to 1.

Now that we have defined all of our models, we measure the performance of each
algorithm in terms of the total number of tag prediction errors. The Online baseline
method should give the best results, because it provides ideal feedback, while the NolF
method should give the worst results, because it provides no implicit feedback. The
central question of this thesis is how well the implicit feedback algorithms are able to

close the gap between NolF and Online.
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Chapter 4: The Lab-controlled User Study

We conducted a user study to collect data on how users interact with automatically tagged
email. Our goal in the study was to simultaneously encourage the study participants to
correct the email tags while also engaging them in performing email-directed tasks so
that they would frequently fail to notice incorrect predicted tags. Using the interaction
data recorded from the participants, we then compared the implicit feedback algorithms
by replaying the user interactions while manipulating the fraction of tags corrected by

each participant.

4.1 Dataset of Tagged Email Messages

We created an email dataset from a variety of web sources. The messages in this dataset
were chosen to reflect the email life of a knowledge worker — a student in this case.
In our scenario, the student is enrolled in two courses, is actively involved in projects,
regularly attends meetings and events, and also has some hobbies. The dataset contains
330 messages with some of the messages also having file attachments. Each message was
tagged with one or more tags from a set of six possible tags based on the content of
the message: Economics, Entertainment, Gardening, Health, Math and Meeting/Event.
Another graduate student, Michael Slater and I performed the ground truth tagging.
Conflicts were resolved by taking a majority vote. The average number of ground truth
tags per message was 1.24. Table[.T|shows the distribution of tags. The messages are very
similar to what a typical student would receive in everyday life. Some of the messages are
completely informational (e.g., a professor describing a homework assignment). Others
contain a request asking the recipient to perform one of the following tasks: save the
attachment(s) from the message, edit a saved file and attach it to a reply or a new out-
going email message, send (reply or forward) messages with or without attachments, find
requested information on the web, copy it into an email message, and send it. Here is an

example email message:
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Sender: Bishop <bishop@appqualify.com>

Subject: help! math midterm solution

hi,
Can you please FORWARD me the midterm solution the professor sent a few days back?

Somehow I don’t find that email!

thanks
-Bishop

Notice that the task is cued with capital letters so that the study participants can easily
recognize it. The purpose of these tasks was to distract the study participants from
focusing solely on the tagging task. In the instructions given to the participants, the
primary emphasis was placed on performing these tasks, but email tagging was also
requested and described in detail.

After ground-truth tagging, the messages were randomly divided into four sets as
follows. (All sampling was stratified to ensure that the frequency of the tags was ap-
proximately balanced within each set.) First, the 330 messages were divided into a set
(“Train60”) of 60 messages for training and a set (“Test270”) of 270 messages for test-
ing. The Test270 set was further divided into three sets: “Task1” with 66 messages,
“Task2” with 102 messages, and “Task3” with 102 messages. The mean number of tags
per message was 1.27 for Train60 and 1.23 for Test270.

To prepare the messages for the user study, we trained TAPE on the ground truth
tags for the messages in “Train60”. We then applied the learned multi-label classifier to
predict tags on all of the “Test270” messages. After training on only 60 messages, the
classifier is not very accurate. Consequently, the predicted tags contain many errors.
This was intentional, because we wanted to give the participants many incorrect tags to

correct.

4.2 The User Study

We conducted a lab-controlled user study with a total of 15 participants. Only adult
email users who receive 20 or more email messages everyday and who regularly use tags,
categories, labels, or folders to organize email, were recruited to participate in the study.

We also collected information about the participants’ current email usage and email orga-
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Table 4.1: The distribution of tags in the email dataset. For each tag, this table shows
the percentage of messages that were assigned that tag. This totals to more than 100%
because a message may have multiple tags.

Tags Ymessages

Economics 15
Entertainment 18
Gardening 19
Health 23

Math 17
Meeting/Event 31

nization methods. On average, the participants received 37 email messages per day. 87%
of the participants regularly use Gmail or Google Apps as their primary email client, and
the remaining 13% use Microsoft Outlook. 80% of the participants had employed at least
some tags, categories, labels, or folders to organize their messages in the past two week-
days. Most of the participants (71%) regularly use labels or folders. They organize their
email using some combination of manually-created rules, interactively assigning labels,
and interactively moving messages to folders. About 50% of the participants regularly
use tags or categories (the tags provided natively in Outlook). Here are a few comments

from the participants about their email organization methods:
“I transfer to a particular folder then work later.”

“I have created different folders in my mail like Research, personal, work etc. Depend-
ing on the type of email I receive, I label and mowve the particular mail to respective folder.
For example if I receive any email regarding internship, I will move it to folder work, so
that it will be easily accessible to me whenever required. I will do labeling, moving, tagging

using the options which we get in gmail (labels, move to etc).”

The study participants interacted with Microsoft Windows and Outlook via a remote
virtual terminal connected to a Windows server. This allowed us to completely control
the desktop environment during the study so that the participants were not interrupted

by their regular email flow, chat windows, calendar notifications, and so on.
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The study was conducted in three two-hour sessions on three separate days. The first
session was divided in half. During the first half, the students were asked to use the TAPE
Ul to tag messages that had been preloaded into their inbox. These are the “Irain60”
messages, and they were presented without any tags. While adding appropriate tags on
these messages, the users learned the intended meanings of the tags and the properties
of the email messages. They also learned how to carry out the tasks requested by the
messages (e.g., how to save attachments, add attachments, reply, forward, etc.). Most
importantly, the participants learned about the student role they were playing in the
study.

In the second half of the first session, the participants were presented with the “Taskl”
messages in the inbox along with the (error-prone) predicted tags. During this session,
the participants were told to perform the tasks that are described in the email messages.
In addition, they were also asked to correct any tags that they notice are incorrect.

In the second and third sessions, the participants were asked to work on the “Task2”
and “Task3” messages, respectively.

At the end of each session, the participants filled out a Qualtrics questionnaire that
required them to provide the tags they believed were correct for each email message. We
will call these the “user ground truth” tags.

Out of 15 participants, one participant dropped out during the course of the study.
Therefore, we only consider for subsequent analysis the data from the 14 participants

who successfully completed all three sessions.

4.3 Post-study Simulation

When a participant adds or deletes a tag from an email message, we will say that the
participant has provided “Explicit Feedback” (EF). An initial analysis of the data collected
from the study showed that the participants did not provide very much explicit feedback.
The mean percentage of messages for which they corrected tags was 16.3% (standard
deviation 0.9%). This is much lower than we have observed for long-term users of TAPE,
where the EF level varies between 60% and 90%. This shows that the participants focused
primarily on performing the tasks specified by the email messages and paid less attention
to our request that they fix incorrect tags. With such low levels of explicit feedback (and

with many incorrect tags), interpreting implicit feedback becomes very difficult.
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Figure 4.1: Conditional probability distribution, P(EF| totallF).

We addressed this shortcoming by combining the observed implicit feedback events
with simulated explicit feedback as follows. For each participant and each email message,
let the variable EF be 1 if the participant provided explicit feedback and 0 otherwise.
Similarly, let the variable totall F' denote the total number of implicit feedback events ob-
served for the participant on that email messages. From the set of observed (EF, totallF')
pairs, we can estimate the conditional probability P(EF = 1|totallF') that a randomly-
selected participant will provide explicit feedback on a randomly-chosen email message
given the number of implicit feedback events that they have produced. A smoothed ver-
sion of this estimated distribution is shown in Figure Note that the probability of
providing EF is fairly constant (at around 0.2) as a function of the amount of IF, but
drops off for very high levels of IF.

We then designed and implemented Algorithm [7]to modify the explicit feedback data
DP collected for participant p to achieve a target level tEF of explicit feedback. The
algorithm begins by constructing a vector of predicted explicit feedback probabilities
pEF based on the estimated distribution P(EF|totallF) for participant p. Then it
compares the fraction of observed EF to the target tE'F and computes the number of
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messages n whose EF must be changed. If the observed EF is too low, then explicit
feedback is added to the m messages with highest predicted probability of EF. If the
observed EF is too high, then explicit feedback is removed from the n messages with

lowest predicted probability of EF.

Algorithm 7 SampleEF(p, tEF)

Input: p = User id for the participant,

DP = User actions for messages for participant p,
P(EF|totallF) = fitted probability of EF given total IF,

tEF = target level of EF

Output: Df pp — User actions for participant p achieving tEF

: EF < vector of observed EF for all messages

. IF «+ vector of observed IF for all messages

: pEF «+ vector containing P(EF|totalIF) for messages
: N+ total # of messages for p

: BEF < # observed messages with explicit feedback for p
: ObservedEF + EN—F observed probability of EF for p

: n < |Observed EF —tEF)|- N

number of messages to change

: if ObservedEF > tEF then

M <+ n messages in increasing order of pEF

Dl = DP, after removing EF from messages in M

: if ObservedEF < tEF then
M <+ n messages in decreasing order of pFF
DPp = DP, after addingEF to messages in M

© 00 1 O U k=W N =

_ =
- O

[ S S
[NV V]

—
ot

D
: Return D,

Algorithm [7] was applied to generate simulated event streams for each participant for
tEF values of 0.2, 0.3, 0.4, 0.5, 0.7, and 0.8. These were then processed by TAPE as
follows. First, TAPE was trained on the ground truth messages in “Train60” (exactly as
the system was trained for the user study). Then the simulated events were processed by
TAPE via a special “replay mode” using each of the seven implicit feedback algorithms. To
assess performance, we measured the cumulative number and fraction of tags incorrectly
predicted.

The IFwSIF and IFwoSIF algorithms employ a threshold to decide when to create

training examples. To set that threshold, we randomly selected a few of the participants
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and examined their simulated event data for different levels of target EF. We evaluated
a few thresholds for each stream and took a majority vote to select the best threshold.
We then use this best threshold (a total of 7 IF events) for all our experiments.

As described in Section [3.3.2] the STrain algorithm also has two threshold parameters:
Positive Prediction Training Lower Threshold (PL) and Negative Prediction Training
Upper Threshold (NU). Similar to the implicit feedback threshold, we set these PL and
NU thresholds by randomly selecting a few of the participants and simulating their event
data for different levels of targetEF. We then evaluated different pair of values for these
thresholds and took the majority vote to select the best pair of thresholds. We then use
those values for PL (=0.74) and NU (=0.08) for all our experiments.

There was strong agreement on the range of good settings across participants and

target EF values.

4.4 Results Analysis

Figure summarizes the implicit feedback events collected from the study participants,
summed over the three sessions. We employ a log scale in order to fit the wide range of
values within a single plot. The narrow inter-quartile ranges of the box plots show that
the distribution of these values is quite similar across the different participants. This
reflects the fact that each participant was given the same set of email messages with
the same tasks. The largest variation is observed in the number of tags changed and the
number of times the email messages were opened (although the box for the latter appears
small in the figure because of the log scale).

Figure plots a timeline of the implicit feedback events for one study participant.
We can see that the implicit feedback events are evenly distributed throughout the three
study sessions.

As discussed above, without IF, the only machine learning choices are to train on
all predictions or to train only on the EF. If we train on all predictions, the incorrectly-
predicted tags will create bad training examples. If we train only on EF, we get fewer
training examples, but they are all correct. An IF strategy seeks an intermediate path.
It will succeed if there is a threshold on the number of IF events such that the loss in
accuracy of the resulting incorrect training examples (created from “surviving” bad tags)

is out-weighed by the gain from the resulting correct training examples. To evaluate this,
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Figure 4.5: A comparison of the cumulative mistakes of each of the six IF algorithms on
the last 70 email messages for six values of TargetEF.
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we plot the number of bad and good training examples and the final cumulative number
of mistakes as a function of the threshold (as shown in Figure for target EF level of
0.20). Notice that the final cumulative number of mistakes in Figure has a minimum
(at IF threshold = 7.0).

Let us now consider the core question: Do the various implicit feedback algorithms
improve classifier accuracy? We do not expect implicit feedback to provide much gain
early in the experiment, because the predicted tags are not very accurate. As our goal
is to assess the effectiveness of implicit feedback for long-term users of TAPE, we focus
our analysis on the final 70 email messages. Figure plots the cumulative prediction
mistakes (averaged across all participants) of our algorithms for six levels of target EF.
We exclude the IFwSIFLW model for the user study data because the user study data
has only 270 messages, and separating some of these message for weight learning would
make the test set very small.

A target EF of 0.20 is close to the actual behavior of the participants in the experi-
ment. A target EF of 0.80 is typical of behavior exhibited by long-term users of TAPE,
and a target EF of 0.50 is plotted to show an intermediate level of explicit feedback. In
all cases, our baseline methods NoIF (no implicit feedback) and Online (complete on-
line feedback) accumulate the largest and smallest number of errors, as expected. For
target EF levels of 0.50 or more, IFwSIF produces the fewest errors, SIF is second best,
followed by STrain, and IFwoSIF is the worst. This shows that simple implicit feed-
back (i.e., training as soon as the user changes any one tag) and implicit feedback (i.e.,
training when the number of implicit feedback events exceeds a threshold) both provide
useful training examples. Combining them using IFwSIF gives better results than either
method alone. For a target EF of 0.20, the implicit feedback algorithms do not produce
very large error reductions compared to NolF. But for a target EF of 0.80, the SIF and
IFwSIF algorithms have largely eliminated the gap between NolF and Ouline.

We had expected STrain to perform worse, but surprisingly, in many of the cases,
STrain had very competitive performance. This may be because of the small size of the
user study data set. Recall that the user study data set has a total of 330 messages and
only 6 tags. We used 60 of the messages for pretraining, which means each tag classifier
has seen 10 messages. Hence, the predictions in may have been mostly correct, and
training on self-predictions ultimately helped the system. This may not be the case with

a real data set with large tag-space and thousands of messages. We will explore this in
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Table 4.2: Percentage tag prediction mistakes.

EF 0.20 0.30 0.40 0.50 0.70 0.80
Algy
NolF 11.50+£0.010  11.70£0.010  10.53+£0.007  10.95+0.009  10.95+£0.012  10.95+0.010
SIF 11.344+0.009  10.00+0.012 8.81£0.008 8.81£0.008 8.27£0.009 8.33£0.010

IFwoSIF  10.86+£0.010  10.82+0.011 9.86+£0.009  10.13£0.010  10.924+0.009  10.68+0.010
IFwSIF  10.35+0.004 9.90+0.012 8.57+0.008 8.45+0.008 7.86+0.011 7.81+0.009
STrain 10.57£0.008  10.20£0.018 8.80£0.013 9.10£0.008 9.15£0.009 9.70£0.009
Online 6.96+=0.006 6.96+0.006 6.96=0.006 6.96+0.006 6.96+=0.006 6.96+=0.006

the next chapter when we analyze the case studies.

In all of the above plots, we have assumed perfect ground truth for the data. For
example, if the user changes a tag, we assumed that the user corrects to the ground truth
tag. However, in reality, users may make mistakes and may not be always consistent
while tagging messages. In such cases, aggressively training on self-predictions will also
be risky.

Table provides another view of the mistakes in the above experiments. It reports
the percentage of tag prediction mistakes on the last 70 email messages for each of the
target levels of EF. Here we can see quantitatively that at a target EF of 0.20, the implicit
feedback methods are giving only a small benefit over NolF. But as the target EF level
rises, 75% of the gap between NoIF and Online has been eliminated by IFwSIF.

TargetEF is the fraction of messages for which the simulated user examines and cor-
rects tags. As TargetEF increases, the classifiers become more accurate and make fewer
mistakes, which reduces the number of messages that require EF. Figure plots the
number of training examples (on the entire dataset) that the NoIF, SIF, and IFwSIF
methods generate. Observe that SIF produces the predominant share of the training
examples. Nonetheless, the additional examples added by implicit feedback have a sub-
stantial effect on further reducing prediction errors. This is indirect evidence that those
examples are accurate. Using IFwSIF, the classifier receives 64% more training than
NoIF and 14% more training than STF (averaging across all levels of target EF).

Figure [4.7] provides additional insight into the quality of the implicitly-confirmed
training examples. It reports the percentage of the confirmed email messages that were
correctly confirmed by IFwSIF for various levels of target EF. We see that in all cases,

implicit feedback is doing better than random. However, at a Target EF of 0.20, only
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64% of the confirmed messages have correct tags, whereas at a Target EF of 0.80 this
has improved to 74%. In all cases, this shows that the training examples created by
IFwSIF contain a lot of noise in the target tags. We were pleasantly surprised to see
that on balance the classifier still benefited from these noisy training examples. This was
particularly surprising because of the well-known vulnerability of the confidence weighted
classifier to mislabeled training examples.

Finally, to test the statistical significance of the error reduction, Figure displays
box plots of the total mistakes on the last 70 messages for NolF and IFwSIF. At each
level of TargetEF and for all levels combined, the differences between the two algorithms
are statistically significant at p < 0.05. This provides strong evidence that [FwSIF is

giving a real improvement over NolF.
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Chapter 5: Knowledge Worker Case Study

In this chapter we describe the case studies we conducted with the real users of the
TAPE system: my advisor, Thomas Dietterich and myself. We both are long term users
of TAPE on our email. We accumulated our email data for several months, and then
performed the implicit feedback experiments via the TAPE replay mode. The results
from these case studies show the behavior of the system and the impact of the implicit

feedback models on real knowledge workers’ regular usage on the system.

5.1 Case Study 1: A Graduate Student

I have been using the TAPE email predictor for over 2 years now. In this section, I
describe how I accumulated the data set for the implicit feedback experiments and then

analyze the results.

5.1.1 The Data Set

I have accumulated a total of 4982 email messages over a period of ten months (we will call
this data set ‘Sorower-Data’). On average, I received 17 messages per day, and over time,
I have defined a total of 43 tags to categorize these messages. The number of ground truth
tags per message is 1.23. Some of the tags are research project related, some are meetings
or travel related, and some are about my personal finance or health. Figure[5.I]shows the
distribution of tags. Most of the tags appear only a few times, whereas some tags appear
more frequently. Examples of some of the most frequent tags are MLPostings/Jobs —
forum messages that include jobs postings; TaskTracer — messages related to one of my
active research projects; OSU EECS — administrative email messages from the school of
EECS. Examples of some of the rarely used tags are MLTools/Data — messages related
to machine learning tools or data; News — messages that contain news and do not fall
under any other tag; Event — messages about events that do not fall under any other tag.

During the course of this data collection, all of the implicit feedback activities were
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recorded. Figure[5.2]shows the total number of implicit feedback events recorded, plotted
in a log 10 scale in order to fit the wide range of values within a single plot. ‘Message
R/O’ indicates the total number of times the message was opened in Outlook Explorer or
in Outlook Inspector, and hence, ‘Message R/O’ has the highest frequency. Note that we
excluded the copy, move to folder and print events, because the data set Sorower-Data
didn’t have any instance of these events.

32% of these messages were reserved for training (I started collecting implicit feedback
data after training on these messages), 20% for validation and tuning of the parameters,
and the remaining were reserved for testing.

For evaluation, we first train TAPE on the training messages (exactly as I had the
system trained). Then the test messages and the corresponding events are processed by

TAPE via the “replay mode” using each of the implicit feedback algorithms.

5.1.2 Parameter Learning

First, we learn the parameters of the self training and implicit feedback models using the
validation data set.

For self training (STrain), we must learn two parameters: positive prediction training
lower threshold (PL) and negative prediction training upper threshold (NU). After
predicting tags on a message, S'lrain creates a positive training example for each tag
that has a predicted probability greater than PL, and creates a negative example each
tag that has a predicted probability of being positive of less than NU. We apply a script
that varies PL and NU on the validation data set, and to find the parameter values that
minimize total mistakes.

Figure [5.3|shows the total mistakes computed over the validation data set, plotted as
a function of PL and NU. Note that the values PL = 1.0 and NU = 0.0 cause there
to be no self training. As we start decreasing PL, there are opportunities for training
on predicted positive tags. Although some of these high confident tags can be incorrect,
we would expect most of them to be correct. Hence, training on them improves the
performance of the system. However, as we continue decreasing PL, we allow training
on more false positives, and this causes the system to perform worse. Similarly, as we
start increasing NU, the system initially performs better but the gain in performance

diminishes as we increase NU even more. As shown in Figure[5.3] the optimal values for
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Sorower-Data are PL = 0.95 and NU = 0.05.

We have shown with the user study data that there exists a threshold on the total
number of implicit feedback actions such that the loss in performance by training on
incorrect examples (but confirmed by IF) is out-weighed by the gain of training on cor-
rectly confirmed examples (Figure . To learn the IF threshold on Sorower-Data, we
follow the same approach of using the validation data set. In Figure |5.4] we plot the
number of bad and good training examples and the final cumulative number of mistakes
as a function of the threshold. The minimum point of the final cumulative mistakes curve
shows that ‘IF threshold = 4.0’ is the optimal value for Sorower-Data.

Finally, we learn the weights on the implicit feedback events so that we can evaluate
the IFwSIFLW method. Recall that we have the implicit feedback events recorded over
time for Sorower-Data. Because these are my personal messages, I was able to manually
inspect each message in the validation data set and to confirm that the ground truth
tags were correct. This gives us the training data for solving the optimization problem
described in Equations We solve this using CVX, a package for specifying and
solving convex programs [16] I7]. Figure shows the learned weights as a bar plot.
Note that the longer reading time is an important indicator of confirmation of predicted
tags. I frequently use flags on messages that require further attention, and while doing
so, often I fix incorrect tags, if there are any. That is why the ‘change flag’ event is a good
indicator of my attention to tags, while forwarding an email and saving an attachment

contribute only a little.

5.1.3 Results Analysis

In Chapter [d] we have already shown that in a lab-controlled user study, implicit feedback
based models improve the performance of the TAPE email predictor. Now that we
have learned the parameters of all of our models for Sorower-Data, Figure [5.6] shows
the cumulative prediction mistakes of each of the seven algorithms. As expected, the
complete online feedback model accumulates the smallest number of errors. The NolF
model accumulates more errors than the IF-based models, and IFwSIF is able to eliminate
the gap between NolIF and Online models by about 50%. The SIF algorithm, by training
as soon as the user changes any one tag, is the second best IF model. TFwoSIF makes
more mistakes than SIF but that is still better than no implicit feedback at all (NoIF).
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Figure 5.3: Total mistakes made by self-training on Sorower-Data, plotted as a function of
‘Positive Prediction Training Lower Threshold’” and ‘Negative Prediction Training Upper
Threshold’.



ol

700 ] ] ] ] 1450
Il good training examples - total mistakes
L E bad training examples
2 600 11400
©
()
€ 500 11350
[ 0
S k
g 400 {11300 ©
)]
() L
% =
»n 300 11250 ®
0 +J
) (@)
= [
'S 200 11200
—_
Q
O
€ 100 {1150
>
=2
0 == == 17700
0 2 4 6 8 10 12

Implicit Feedback Threshold

Figure 5.4: Total mistakes (right axis), total number of good and bad training exam-
ples (left axis) created by IFwSIF for different levels of the implicit feedback threshold,
computed on Sorower-Data.



0.5

0.1

Learned Weight
o o o
[S) N ) IS

N
S &7 S e eQ\* \AVS S & 3 &
%° ¥ %° 3 & R ~° S $ &
7 & ; & ¢ S < & © &
& 3 < & & i & &2
N @ & o N L BN &
3¢ C O N\ < e b
Q;\-Q <(:y.Q “'.‘.Q & ,bAQ
& N F o S
8(\‘\“ ,§§° S\x&
& qg"bb &

Figure 5.5: Weights of the implicit feedback events learned on Sorower-Data.

52



53

1800 ‘ ‘
— NolF — STrain

1600t SIF — Online ]
-+= |FwoSIF IFWSIFLW

1400r| ... IFWSIF 1

1200 L -
1000} oo A L ]
800} g ]

600

Cumulative Mistakes

200} .

1000 1500 2000 2500

Number of Examples Seen

0 500

Figure 5.6: A comparison of the cumulative mistakes of each of the seven IF algorithms
on Sorower-Data.

This matches our findings with the user study data. As we have seen with the user study
data, this shows that simple implicit feedback and implicit feedback (i.e., training when
the number of implicit feedback events exceeds a threshold) both provide good training
examples, and combining them using IFwSIF gives better results than either method
alone.

As we described above, the benefit of implicit feedback is due to the fact that it
allows additional training over the NoIF model. Although implicit feedback is noisy and
there may be some training on incorrect tags, the overall benefit is outweighed towards
training on correct tags, and hence, the gain in performance. The total number of positive

training examples and the total number of negative training examples produced by each



o4

of the models are shown in Figure and [5.8] The online model receives the highest
number of positive and negative trainings, and in contrast the NolF model receives the
lowest number of positive and negative training. This explains why online and NolF are
the best and the worst performers respectively. TFwoSIF receives more training (both
positive and negative) than NolF, and SIF receives more training than IFwoSIF. Clearly,
combining IFwoSIF and SIF achieves far more training, and that is why IFwSIF is the
best of all the IF models.

Although one would expect IFwSIFLW (IFwSIF with learned weights) to perform
better than or equal to IFwSIF, Figure [5.6| shows the both IFwSIF and SIF performed
better than IFwSIFLW. Figure [5.7] and [5.8) shows that IFwSIFLW generated fewer train-
ing examples than TFwSIF. This may be for two reasons. First, in the current version
of TAPE, the implicit feedback events are recorded without the exact time stamp at
which they occur. Therefore, the data had to be preprocessed before it could be used
to solve the convex optimization problem, and this process was not perfect. Second, the
convex optimization equations has three trade-off parameters (Cn,Cp and Cy). More
experimental data and more exploration is necessary to tune these parameters to find
the optimal values.

The biggest difference between the user study and the results on Sorower-Data was the
performance on the self training model, STrain. Figures[5.7H5.9]shows that STrain creates
many positive and negative training examples, more than any of the implicit feedback
models, and nearly in the range of the number of training examples that the online model
creates. Despite that, STrain accumulates the largest number of errors. This suggests
that, although STrain creates a lot of training examples, many of these examples must be
incorrect. To explore this further, we compute how many additional training examples
IFwSIF and STrain models create as compared to the NolF model, and how many of
these examples are actually correct (e.g., the message has only correct tags). In Figure
we compare the additional number of positive training examples that IFwSIF and
STrain create for the data set Sorower-Data. IFwSIF creates only 250 additional training
examples, and many (=179) of these are good training examples (e.g., messages with
correct tag). In contrast, STrain creates about 8 times more additional positive training
examples but it also creates 7 times more bad training examples. Although in the short
period of the user study data, the consequence may be acceptable (e.g., better than

NoIF), clearly, in the long run, training on a large number of bad examples causes the



5%)

6000

Ul
o
o
o

o
o
o
o

3000

2000

1000

Number of Positive Training Examples

0
NolF SIF IFwoSIF IFwSIF  STrain Online IFWSIFLW
Learning Models

Figure 5.7: Total number of positive training examples on Sorower-Data.

STrain model to perform the worst.
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5.2 Case Study 2: A Professor

Thomas (Tom) Dietterich has been an active user of the TAPE system for the past several
years. In this section, we describe the his email data set (we call it ‘TGD-Data’) that we

used for the implicit feedback experiments and then analyze the results.

5.2.1 The Data Set

Tom accumulated a total of 13721 of his own email messages over a period of approx-
imately six months. On average, he received 66 messages per day, and over time, he
defined a total of 214 tags to categorize these messages. The number of ground truth
tags per message is 1.07. Figure shows the distribution of tags E]

During the course of this data collection, all of the implicit feedback activities were
recorded. Figure [5.12] shows the total number of implicit feedback events recorded —

plotted on a log 10 scale in order to fit the wide range of values within a single plot.

'the exact tag-names in TGD-Data have been omitted to protect the privacy of the data set owner,
Thomas Dietterich.
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‘Message R/O’ indicates the total number of times the message was opened in Outlook
Explorer or in Outlook Inspector, and hence, ‘Message R/O’ has the highest frequency.
Note that we excluded the changed flag, copy, move to folder and print events because
the data set TGD-Data didn’t have any instance of these events.

73% of these messages were reserved for training (Tom started collecting implicit
feedback data after training on these messages), 7% for validation and tuning of the
parameters, and the remaining were reserved for testing.

For evaluation, we first train TAPE on the training messages (exactly as Tom had
the system trained). Then the test messages and the corresponding events are processed

by TAPE via the “replay mode” using each of the implicit feedback algorithms.

5.2.2 Parameter Learning

To learn the parameters of the self training (STrain) and implicit feedback models using
the validation data set, we follow the same steps as we did with Sorower-Data (Section
. Recall that, in the STrain model we have to learn two threshold parameters:
positive prediction training lower threshold (PL) and negative prediction training upper
threshold (NU). We vary PL and NU on the validation data set in TGD-Data and find
the best set of parameters that minimizes total mistakes.

Figure [5.13] shows the total mistakes computed over the validation data set, plotted
as a function of PL and NU. Recall that PL = 1.0 and NU = 0.0 imply that there is no
self training. As we decrease PL, the system trains on more and more predicted positive
tags, and there is an optimal point in PL where the total mistakes is minimized. For
TGD-Data, PL = 0.95 is this optimal point (this is the same as in Sorower-Data).

We expected the same thing to happen as we increase NU because this allows training
on more predicted negatives. Surprisingly, the optimal value for NU is at 0.50, which is
much higher than what we learned in case of Sorower-Data (NU = 0.05). To investigate
this further, we present another view of this total mistakes plot (Figure. We plotted
PL on the right axis. For each value of PL, we vary NU between 0.0 and 0.50, plotted
on the horizontal axis. Finally, on the left axis, we plot total mistakes as a bar chart that
shows that for any given level of PL, as we train on more negatives (increase NU), the
total amount of mistakes generally decrease.

For a fixed value of PL, we allow training on more negative predictions as we increase
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NU. Some of these training decisions are incorrect i.e., negative training on a tag that
is predicted with lower probability but was promoted as predicted tag, and the user
didn’t correct it (and hence, is the correct tag for the message). However, many of these
training decisions are indeed correct because for a particular message, most of the tags
are actually negative tags. Especially in case of TGD-Data, there are 214 user-defined
tags and the average number of tags per message is 1.07. This means, for most messages
there is only one correct tag and the remaining 213 are incorrect tags. Therefore, with
the increase of NU, we will generally be training on negatives that are correct, and only
a few that are incorrect. This explains the improvement in performance as we increase
NU for a fixed value of PL in Figure [5.14]

For the rest of the experiments with TGD-Data, we set PL and NU to be 0.95 and
0.50 respectively that was learned using the validation data.

To learn the IF threshold on TGD-Data, we follow the same approach using the
validation data set. In figure[5.15] we plot the number of bad and good training examples
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and the final cumulative number of mistakes as a function of the threshold. The minimum
point of the final cumulative mistakes curve shows that ‘IF threshold = 5.0’ is the optimal
value for TGD-Data.

We did not test IFwSIFLW (learn weights) on the implicit feedback event for TGD-
Data. Learning the weights on the implicit feedback events require extensive ground
truth labeling, preprocessing, and preparing the data for the optimization solver. We

didn’t have the ground truth labeling for this larger data set.

5.2.3 Results Analysis

Figure [5.16] shows the cumulative prediction mistakes for all of the algorithms except for
IFwSIFLW. This shows a result very similar to what we have seen with Sorower-Data and
with the user study data. The complete online feedback model accumulates the smallest
number of errors. The NolF model accumulates more errors than the IF-based models,
and [FwSIF is able to eliminate the gap between NolF and Online models by more than
50%. The SIF algorithm is the second best IF model followed by IFwoSIF, which is still
better than no implicit feedback at all (NoIF).

One interesting thing to note in this plot is that for about first 2000 messages, IFwSIF
and SIF perform nearly identically. This is likely because SIF largely dominated up to
this point, and the additional benefit of implicit feedback events is only evident after
that.

The total numbers of positive training examples and negative training examples pro-
duced by each of the models are shown in Figure and [5.I8) As in all previous
experiments, the online model generates the highest number of positive and negative
training examples, and in contrast the NolF model generates the lowest number of posi-
tive and negative training examples. This explains why the online and the NolF models
are the best and the worst respectively. Among all the IF models, combining IFwoSIF
and SIF (IFwSIF) generates the largest amount of training, and that is why [FwSIF is
the best of all the IF models.

The self training model, STrain, again performs worse than the NoIF model. Figures
0.17 shows that STrain creates many positive and negative training examples, more
than any of the implicit feedback models, and sometimes even more than online (figure

5.17). Despite that, STrain accumulates the largest number of errors. To investigate
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Figure 5.16: A comparison of the cumulative mistakes of each of the seven IF algorithms
on TGD-Data.

this further, we compute how many additional training examples IFwSIF and STrain
models create as compared to the NolF model, and how many of these examples are
actually correct (e.g., the message has only correct tags), similar to what we did with
Sorower-Data. In Figure [5.20] we compare the additional number of positive training
examples that IFwSIF and STrain create for the data set TGD-Data. IFwSIF creates only
114 additional training examples, and many (=86) of these are actually good training
examples (e.g., messages with correct tag). In contrast, STrain creates about 30 times
more additional positive training examples, but about 45% of these are bad training
examples. Training on a large number of bad examples causes the STrain model to

perform the worst.
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5.3 Summary

Table summarizes our case study (and the user study) data sets and the results we
have from our experiments as described in the above sections. We had only 330 messages
in our lab-controlled user study and the users were constrained to 6 predefined tags only
(users were not allowed to create new tags). In contrast, both of our case study subjects
have much larger data sets and there was no restriction against creating new tags. TGD-
Data has about 3 times more messages and about 4 times more tags than Sorower-Data.
Most of the messages in TGD-Data are likely to have one correct tag because the label
cardinality of this data set is 1.07. The label cardinalities of the user study data set and
Sorower-Data is 1.24 and 1.23 respectively. Table summarizes the detailed properties
of these data sets.

Learning the parameters for the self training (STrain) model requires the validation
and parameter tuning experiment to be run for many values for PL and NU. Since
our user study data was very small, we could not allocate a validation data set to learn
the STrain parameters. Instead, we choose the threshold values that reduced the total
mistakes for a few randomly selected participants on their simulated data for several levels
of targetEF. We utilized the portions of the case study data sets reserved for validation
to learn PL and NU thresholds. The threshold values we learned for the two case studies
are slightly different from each other and are very different from the values we learned
for the user study data sets.

The implicit feedback threshold we learn for the user study data set is slightly higher
than the thresholds we learn with the case study data sets. This is because the user
study data set was designed such that the users often perform many tasks (e.g., reply to
a message, save an attachment from a message etc.) on a message. Since the messages
and the domains were unknown to the users (they had only 1 hour of practice), some
of the users had to make multiple attempts to perform the same task. On average,
we recorded higher number of user activities on a message in the user study than on a
message in the case studies.

Even with all these variabilities in the data sets and the learned parameters, we
achieved consistent result with our implicit feedback models. Among all of the models,
implicit feedback combined with simple implicit feedback (IFwSIF) always performed the
best. For all of the data sets, IFwSIF improves the performance of the TAPE system (as



Table 5.1: Summary of Data sets and the Results from the Experiments.

Data set Attributes User Study Sorower-Data TGD-Data
Total Messages 330 4982 13721
Training Messages 66 1595 9982
Test Messages 270 2391 2741
Avg. Messages per day NA 17 66
Total Tags 6 43 214
Label Cardinality 1.24 1.23 1.07
Model Parameters:
STrain Model
PL 0.74 0.95 0.05
NU 0.08 0.95 0.50
Model Parameter:
IF Models
IF Threshold 7 4 5
Results: Perfor-
mance
Models (worst to best) NolF STrain STrain
<IFwoSIF <NolF <NolF
<SIF <IFwoSIF <IFwoSIF
<IFwSIF <IfwSIFLW <SIF
<Ounline <SIF <IFwSIF
<IFwSIF <Online
<Online
Mistakes per Message:
NolF 0.66 0.62 0.43
SIF 0.56 0.51 0.35
[FwoSIF 0.63 0.54 0.37
IFwSIF 0.53 0.47 0.33
IFwSIFLW - 0.52 -
STrain 0.58 0.75 0.93
Online 0.42 0.27 0.23

72



73

compared to its default setting the NolF model) at least by 50%. Table also shows
the average mistakes per message for each of the models which shows that IFwSIF makes
the minimum number of mistakes per message.

It is also interesting that the performance of the simple implicit feedback model (SIF)
closely followed the performance of IFwSIF. Recall that SIF is an aggressive approach
that trains as soon as the user changes any one tag on the message. It is likely that SIF
is able to recover from some of the mistakes by using the TAPE undo mechanism. As
expected, the IFwSIF with learned weights on the implicit feedback events (IFwSIFLW)
performs better than no implicit feedback (NolF) model. The weights on the implicit
feedback events need to to learned using a larger validation data set, and the IFwSIFLW
model needs to be evaluated on more data sets. This is left as a future work for this
thesis.

The STrain model relies on the assumption that the high confidence positive and
negative predictions of the TAPE system are likely to be correct. This may be true when
the classifiers are already trained on a large number of messages and the distribution
of the features in the data does not change. However, as described in Section [2.1] in
the online email tagging problem, the distribution of features in the data is often non-
stationary. This is why is in both of the case studies, STrain shows some benefits at the
beginning, but in the long run, performs very badly, even much worse than the NolF

model.
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Chapter 6: Tag-based Email Services

The tag-based information organization approach has been very popular among the online
community. A tag is usually a simple non-hierarchical keyword that is meaningful to the
user with respect to the objects to which the tag is assigned [41]. The user creates,
manages, and applies the tags on email messages in the hope that this might help the
user find relevant message or objects at some future time. Some current email clients
support tagging and the benefit is that the users can sort the messages by tags. This
helps the user retrieve the intended messages in some cases. However, sometimes this
ends up creating a very long list of messages that the user needs to sort through. The
goal of this chapter is to explore how tags could help with information re-finding and
other tasks that users need to perform.

Some of the challenges the email users face are as follows.

e find old messages
e find the destination directory for saving an email attachment
e find the intended file to attach to an outgoing message

e find the intended recipient for an outgoing or forwarded message

One of the goals of this thesis is to make tags generally useful for supporting user
workflows. While many operating systems provide easy access to recent objects, the key
idea in this chapter is to provide access to recent objects associated with each tag. By
specializing for each tag, our hypothesis is that these recent objects lists will become
much more valuable to the user. To explore this hypothesis, in this chapter we present
the results of a simulation study in which we use the data that we collected in our user
study to perform a preliminary assessment of the effectiveness of tag-based access to
recent documents, folders, and email addresses. We will refer to these improvements as
“tag-based services”, since their effectiveness and ease of use is based on assigning tags to

email messages.
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6.1 Email Services through TAPE

As described in Section [3.0] the TAPE UI provides a TaskBar that includes the tags
associated with the message. In this chapter, we explore the idea that clicking on a tag
could pop up a menu that offers several potentially-useful actions. Here, we list a set of

actions that may be useful.

Incoming Email Message:

e View/Create search folder for the tag (already implemented in TAPE)
e Save attachments — show a list of 3-5 folders that are likely destination folders
(based on the chosen tag)

e Forward the message with a list of 3-5 recipients (based on the chosen tag)

Outgoing (being composed) Email Message:

e Attach file — show a list of 3-5 most recently used (MRU) files and folders that are
likely to be attached in the current email message (based on the chosen tag)

e Add recipient by selecting from a list of 3-5 email recipients (based on the chosen

tag)

6.2 Click Cost and Simulation of Tag Services

We assess the benefits of tag services through a simulation study using the user study
data. Recall that the user study messages reflect the messages a typical graduate student
would receive in everyday life. Some of the messages ask the user to perform tasks that
include finding old messages to copy information from, forwarding a message to another
recipient, saving an attachment, and sending messages with or without attachment. Each
of these tasks requires a certain amount of user effort, and we measure this effort by the
number of clicks (click cost) required to perform the task.

The click cost without tag services is the total number of clicks required to perform
the tasks during the course of the user study where the user didn’t have any of the above
specified tag services. For each of the participants, we randomly select moments from the
user study sessions where the user is looking for an old message or saving an attachment

or looking for a file to attach to a message or looking for a recipient for an outgoing
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message. We select 10 instances of each of these tasks for each user. Then we count
the total number of clicks by the user to find an old message, to save an attachment, to
attach a file to a message and to find the recipient for an outgoing or forwarding message.
Finally, we take the average over all 14 participants.

To compute the click cost with tag services, we simulate the user performing the exact
same tasks but under an (unimplemented) TAPE user interface that provides these tag

actions. Define the following simulation parameters:

1 = probability of a predicted tag being correct

~ = probability of a target element being in the MRU list

Cp, = click cost of finding a message without tag services

Cg = click cost of finding a directory without tag services

CJ? = click cost of finding a file without tag services

C? = click cost of finding a recipient without tag services

Cy = click cost of finding a message with tag services

Cy = click cost of finding a directory with tag services

C}” = click cost of finding a file with tag services

CY = click cost of finding a recipient with tag services

nm, = total number of ‘finding message’ events during the user study
ng = total number of ‘finding directory’ events during the user study
ny = total number of ‘finding file’ events during the user study

n, = total number of finding ‘recipient’ events during the user study

C. = click cost of correcting a tag

We can now define the expected total click cost of each type of event.

When searching for an email message, there are four cases to consider. The current
message and the target message could both have the correct tag, both have incorrect
tags, or one could have the correct tag while the other does not. The expected total click

cost of finding messages defined below considers all four cases.

E[TCR] = {nxnx Cp+nx (1 =n)x(Cc+ Cr) + (1 =n) xnx (Cc+ Cp)+
(=) x (1 =) x (Cet1+Co)} X (6.1)
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Similarly, to compute the expected click cost of finding a directory to save an attach-
ment (E[Cy]), finding a file to attach in an email (E[Cy]), and finding a recipient for an
outgoing or forwarding email (E[C,]), we consider the cases where the current message
has the correct or incorrect tag, and also whether the intended item is in the MRU list

or not.

ETCY] ={nxyxCq+nx(1-7)x(Cc+Cq)+ (1 —n)xvx(Cc+ Cy)+
(1= x(1=9)x(Cet+1+C} xng (6.2)

EITCY] ={nxyxCf4+nx(1=7)x(Cc+CP+ (1 —=n) xyx (Cc+ CF)+
(L=n)x (1=7) x (Co+1+C} xny  (6.3)

E[TC]={nxyxC+nx(1=7)x(Cct+ C7)+ (L —n) xvx (Cc+ CY)+
(I=n)x(1=9)x (Cc+1+C)} xn, (6.4)

Finally, the expected total click cost with tag services

E[TC") = E[TCY] + E[TCY] + E[TC¥] + E[TCY]. (6.5)

6.3 Simulation Results

During the user study, none of the tag services was implemented. Therefore, we estimate

the number of required clicks without tag services as follows.
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click cost of finding a message without tag services, Cy, = 5.8
click cost of finding a directory without tag services, Cj = 7.5
click cost of finding a file without tag services, Cf = 6

click cost of finding a recipient without tag services, CY = 6

During the user study, the users made tag corrections. To estimate the click cost of
correcting a tag, we need to consider three cases. First, the users were able to delete a
mispredicted tag with just one click by clicking on the cross button where the TAPE UI
shows the tag. Second, the users were able to add a missing tag with two clicks by using
the drop down menu that lists all the user-defined tags. Third, in the case of replacing a
mispredicted by a missing tag, the users were able to do so with just three clicks. We take
average of all these events during the user study and take average over all the participants

to estimate the click cost of correcting a tag.

click cost of correcting a tag, C. = 2

(6.6)

With the tag services described above, the user should be able to perform the tasks
with fewer clicks. For example, if the intended directory, file, or recipient is indeed in the
(MRU) list for the corresponding tag, then the user should be able to save attachment,
attach a file or add a recipient in just 2 clicks (e.g., click on the tag and then click on the
item in the (MRU) list). Similarly, for finding an old message, the user could click on the

tag to view/create search folder for that tag and then click on the intended message E

! For simplicity, we ignore the cost of visual search and scrolling a menu in this computation. Search
and scrolling will add more cost for performing tasks without tag services than with tag services.
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Figure 6.1: Expected click cost without and with tag services computed for the 270
message in the user-study for n = 0.0 and v = 0.0.

click cost of finding a message with tag services, C), = 2
click cost of finding a directory with tag services, Cy = 2
click cost of finding a file with tag services, C¥ = 2

click cost of finding a recipient with tag services, CY = 2

In order to compare the costs with and without tag services, we need to know the
values of the v and n parameters. Because these varied from user to user and depend
on the exact order in which the users perform actions, these are difficult to compute on
the actual user study data. For purposes of this initial assessment, we decided to simply

plug in a set of fixed values for these parameters in our simulation.
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Figure compare the expected total cost without and with tag services for the
270 messages in the user study for different values of 7 and . Note that n = 0.0 implies
that the tag on the message is never correct, and v = 0.0 implies that the intended item
will never be on the (MRU) list of tag specific actions. This is an adversarial (e.g., worse
than random) case where tag prediction is not useful at all, and hence, the total click
cost with tag services is worse than the total cost without tag services (Figure . The
benefits of tag services start to appear as the tag predictions and the MRU lists becomes
50% accurate. However, as described above, a more realistic case is that the tag is correct
about 80% of the time (which we have seen in our regular usage of TAPE). Figure
shows some clear gain on click cost in the presence of tag services. In some cases, the
click cost is reduced by about 50%, computed over the 270 messages in the user study.

Obviously the maximum benefit of tag services is attained when n = 1.0 and v = 1.0

(Figure [6.4)).
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Figure 6.2: Expected click cost without and with tag services computed for the 270
message in the user-study for n = 0.5 and v = 0.5.
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6.4 Summary

The preliminary study shows that tag services have potential to greatly reduce the number
of clicks required to perform these four common tasks: finding a relevant email message,
deciding where to save an attachment, finding a file to attach, and choosing a recipient
for an outgoing email message. This study provides important evidence that tag-based
services should be implemented for Outlook and for other desktop applications. This is

an important area for future research.
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Chapter 7: Conclusion and Future Work

Tagging is an important tactic for information organization. Automatic tagging of email
messages provides a personalized solution for organizing user mailboxes. Any tagging
system must cope with the problem of incomplete feedback, both because users will for-
get to provide feedback and because users will generally only provide corrective feedback
rather than confirming that predicted tags are correct. The results of our investigation
through a lab-controlled user study and the case studies with two knowledge workers
make it clear that an email tagging system can benefit from even a simple implicit feed-
back confirmation system. We studied two sources of implicit feedback. Simple Implicit
Feedback (SIF) captures the case where the user corrects one tag on an email message.
The remaining tags (absent or present) are thereby confirmed as being correct. Implicit
Feedback without SIF (IFwoSIF) is based on the observation that the longer a user inter-
acts with an email message, the more likely they are to notice and correct any incorrect
tags. Both of these sources of feedback were shown to provide substantial additional
training examples to the classifier, which produced good reductions in prediction errors.
Their combination, IFwSIF, provided even better error reductions. The error reduc-
tions were obtained despite the fact that the additional training examples produced by
these implicit feedback mechanisms had a fairly high rate of erroneous tags. We there-
fore recommend that machine-learning-based tagging systems should incorporate implicit
feedback mechanisms to extract more information from the user’s interaction with the
user interface.

With the help of a simulated study (Chapter @, we also showed that tags can con-
textualize the tagged objects. In the case of a tag-based email system, the presence of
some tag(s) on a message could indicate the user-work context (e.g., project/task), and,
therefore, the system can proactively suggest relevant resources (e.g., relevant messages
or files) for the current context. Our preliminary study shows that tag services have po-
tential to greatly reduce the number of clicks required to perform several common tasks

on an email message.
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7.1 Future Work

The results of the experiments with the user study and the case studies are very encour-
aging. There is also additional room to improve the effectiveness of implicit feedback.
First, our current approach treats all forms of implicit feedback events as being equally
informative. Although in IFwSIFLW model, we learned the weights on the implicit feed-
back events, with a larger sample, and perhaps using eye-tracking, we could determine
which IF events are more likely to cause the user to notice incorrect tags. Second, in real
applications of TAPE, some tags are much more common than others and so have many
more positive training examples. In addition, new tags are introduced frequently, so that
some classifiers have very few training examples. Of course the accuracy of a classifier
increases as it is given more examples. Therefore, one might expect that the implicit
feedback threshold might need to be higher for messages with poorly-trained tags and
lower for well-trained tags. It would be interesting to explore this hypothesis. Third, our
study shows that the training examples created by IFwSIF still contain many incorrect
tags. This suggests that we should either modify the confidence weighted classifier to
make less aggressive updates when trained on these examples or else switch to an online
learning algorithm that is more robust to label noise, such as AROW [9].

There are also potential improvements in the user interface that could encourage the
user to provide more explicit feedback. For example, because feedback is most useful on
tags for which the classifier has low confidence, we could provide a visual cue to the user
(e.g., by changing the color of the tag button) to call attention to those low-confidence
tags. We could add a drop-down option for the user to confirm that the tag is correct. If
the user selected this, then the tag color could change back to a neutral or even a positive
color.

Finally, as we have shown in our simulated study in Chapter [6] tags could support
functions beyond simple email organization. In the original TaskTracer system, when
the user saved an attachment (or opened a file to attach to an email message), the
“current task” of the user was consulted to suggest appropriate task-related folders in the
open/save dialogue box. A similar idea could be implemented using tags. To save an
attachment, the user could click on a tag to reveal a “Save Attachment” drop-down menu
item. The folders associated with that tag could be presented in the open/save dialogue.

A similar interaction would make adding attachments to outgoing messages easier. The
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more functions that tags support, the more motivation the user has to fix incorrect tags,
and the more the cost of tagging is repaid in improved productivity. This suggests that
we should implement the tag services in TAPE and conduct a user study or case studies

to evaluate and quantify the benefits of tag services.
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Appendix A: Subject Recruitment Flyer for the User Study

Inbox Overload 2 !?!

We have developed new software for helping you manage
your email. And we are seeking volunteers to participate
in a study to measure how well it works.

Earn $60 participating in a study
of our newest email management tools.

If youd like to be part of our study,
or learn more about our research, please contact us:

inbox2@eecs.oregonstate.edu
http://research.engr.oregonstate.edu/inbox2

Participation requirements: be an adult email user, receive 20+ emails per day,
regularly use categories, tags, labels, or folders to organize your email.

The principal investigator and conductor of the EP2 Inbox Overload 2 study is Prof.
Thomas Dietterich, Intelligent Systems Research Group, EECS, Oregon State University.
If you have any questions, please contact the Research Coordinator, Michael Slater, via email
at slater@eecs.oregonstate.edu or phone at 541-737-5726. You can also contact Dr. Dietterich
via email at tgd@eecs.oregonstate.edu or via phone at 541-737-5559.

Figure A.1: A snapshot of the flyer used to recruit subjects for the user study.
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Appendix B: Subject Eligibility Questionnaire for the User Study

Question 1: Do you meet the eligibility criteria for this study?
o Adult email user (18 years of age or older)
e Receive 20 or more email messages per day
e Regularly use tags, categories, labels, or folders to organize your email
O Yes O No

Question 2: What email software do you use as your main email client?

O Microsoft Outlook O Thunderbird O Mac OS X Mail.app
O Gmail or Google Apps O Yahoo Mail O Other (please fill in below):

Question 3: Which of the following do you regularly use to organize your email (please
check all that apply)?

O Tags O Categories O Labels O Folders
O Flags O Stars O None of the above

Question 4: In the past two weekdays, approximately how many emails did you re-

ceive?

0O 50 100 150 200 250 300 350 400 450 500

Number of
messages

Question 5: Out of the messages you received in the past two weekdays, how frequently
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did you add a tag, category or label? If email tags, categories, or labels are added au-

tomatically by a rule or other means, please include the count of those messages in your

estimate.

O I don’t know what you mean by tag, category or label
O Never O Sometimes O Often

Question 6: Out of the messages you received in the past two weekdays, how frequently
did you move a message to an email folder? If email was automatically moved to a folder
by a rule or other means, please include the count of those messages in your estimate.

O Never O Sometimes O Often

Question 7: In the past two weekdays, how many different tags, categories, or labels

did you use?
O None O Less than 10 O More than 10

Question 8: In the past two weekdays, how many different email folders did you use

(find messages in, move message to, etc.)?
O None O Less than 10 O More than 10

Question 9: Can you please describe how you use tags, labels, categories, and/or folders

to organize or manage your email?
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Appendix C: Sample Email Messages from the User Study

Sample Message: 1

Sender: Events—Gardening <events@humblekitchen .net>
Subject: organic gardening workshop! December 28-29

Hello gardeners
Thank you for registering for the Organic Gardening workshop
2014. Here is the workshop details.

When: December 28—-29, 2014
Where: TI Convention Center

We will send you the detail schedule and agenda a week prior to
the workshop.

We will need some volunteer to help us with the ’'Organic
Gardening’ t—shirt design. I have downloaded some templates from
the web and have attached them herewith.

Can someone please make a design for us? We need to send it to
the press by next week! For your kind work, you will receive 10

different seedlings of your choice!

Thanks for your time, and see you all soon.

—Dan
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Sample Message: 2

Sender: Dixon <d@techfuture.us>

Subject: practice test

Hi class ,

I have attached a practice test for algebra that you may want to

study for the upcoming midterm exam.

The midterm will be similar except that we have covered
additional materials such as set theory, linear programming and

part of number theory.

Good luck
—D
Attachment: Algebra Il Practice Test.pdf

Sample Message: 3

Sender: Bob <bob@appqualify .com>
Subject: FW: Eat Healthy Chart!

Hi

I was looking for tools and resources that may help you better

?

understand nutrition and the important role healthy eating plays

in maintaining a healthy weight.

I have attached a chart that you will find useful. Use this
chart to track what your family is doing to eat healthy and move

more each week.

SAVE THIS PDF. This will help you (and your doctor) to decide

how to proceed with your treatments.



get well soon!
—Don
Attachment: tip—eat—healthy—chart.pdf

Sample Message: 4

Sender: Dawn <dawn@waldenorganic.org>

Subject: Econ 103 project proposal

Hi,

I look forward to working with you for our economics class
project. As we discussed this afternoon, I have written an
initial draft of the proposal to evaluate the fiscal impact of
super bowl on local business, and the growth of the city as a

whole .

We should focus on Economic impact analysis examines the
regional implications of an activity in terms of three basic

measures: sales or output, earnings, and job creation.

Could you please review the attached draft and WRITE DOWN your
name and SEND the document back to me?

cheers ,

—Dawn

Sample Message: 5

Sender: Becky <becky@appqualify.org>
Subject: Family Movie Night — First Friday Family Film

Hello friends,

98
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We have organized a movie night this Friday. Since this is our
first attempt, we have only invited a few selected people,
friends and family we know. You are cordially invited (with your

family). Here is the details:

Event Type: Family/All ages

Date: 01/03/2015

Start Time: 7:00 PM

End Time: 8:30 PM

Library: Easttown Library & Information Center
Location: Arronson & Kohn Rooms

Description: All ages. Doors open at 6:45 p.m.

Other: Join us the first Friday evening of each month for a
family —friendly movie. Movies will range from animated features
to retro classics. Movies are free, so gather your family and
friends , bundle the kids in their pajamas, and come watch a

movie on our big screen.

Email this event to a friend, so they can register for it as

well .
Please feel free to bring any snacks if you would like!

Please RSVP by sending a reply to this email. Even if you cannot
attend , please let us know in your REPLY.

Looking forward to see you there!
—Becky
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Sample Message: 6

Sender: Joshua <joshua@bountybank.com>

Subject: plants to grow indoor

hi
I have finally started indoor gardening — thanks to you :)

Y

Can you please FORWARD me the list of plants you have that can
be grown indoor in containers? I have started with mint and I
love it!

Please also PRINT that email so we can distribute that among the

gardeners ... I’m sure they will like it.

cheers

Joshua

Sample Message: 7

Sender: Sam <sam@forestandbark.net>

Subject: opportunity cost definition

Hi,

I have been looking around for a good definition and example for
"opportunity cost’. You said you have a web link somewhere in
your email. Can you please COPY/PASTE that link in REPLY or just

FORWARD that email to me?

see you



101

Sample Message: 8

Sender: Oliver <oliver@familymates.com>

Subject: calculus honors seminar that the professor forwarded?

Hello ,
Could you please FORWARD me the email the professor sent about
the seminar? I think that was about calculus or math or

something .. ..

oh, Sam said he needs that too. Could you please also FORWARD

that email to him (sam@forestandbark.net)?

Oliver

Sample Message: 9

Sender: Dawn <dawn@waldenorganic.org>

Subject: trigonometry homework? attachment missing?

Have you started working on the trigonometry homework? I think I
solved the bonus problem. I have sec \theta= 1 and cot \theta =

2. Does this match your results?

BIW, 1 think the professor forgot to attach the homework
questions pdf in that email. Would you please CHECK the email

you received and see if you received any attachment.

If you have the attachment, please FORWARD that email to me. If
you also do not have the attachment with that email, please LET
ME KNOW. 1’11 then send an email to the professor.

have a nice weekend!

Dawn
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Sample Message: 10

Sender: Robin <robin@humblediet .org>

Subject: meeting request
Dear student representative:

Linda Jones, Director of Career Services at The OSU Moritz
College of Law suggested I contact you given my interest in
exploring a career advocating for students who are lagging
behind. I would appreciate the opportunity to spend 30 minutes
with you for an informational interview to help guide my

curricular and career decisions.

Can we meet on Friday at 1lam? Please let me know by REPLYING to

this email.

Thank you for your consideration. You have done what I hope to
do: graduate from the Moritz College and develop a successful
and rewarding education practice. Any guidance you may provide

would be most appreciated.

I have also attached the agenda from our last meeting. SAVE THE
ATTACHMENT, in case if you want to review this.

Sincerely ,
Robin
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