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Abstract. Query-by-document (QBD) retrieval is an Information Re-
trieval task in which a seed document acts as the query and the goal
is to retrieve related documents – it is particular common in profes-
sional search tasks. In this work we improve the retrieval effectiveness
of the BERT re-ranker, proposing an extension to its fine-tuning step to
better exploit the context of queries. To this end, we use an additional
document-level representation learning objective besides the ranking ob-
jective when fine-tuning the BERT re-ranker. Our experiments on two
QBD retrieval benchmarks show that the proposed multi-task optimiza-
tion significantly improves the ranking effectiveness without changing the
BERT re-ranker or using additional training samples. In future work, the
generalizability of our approach to other retrieval tasks should be further
investigated.

Keywords: Query-by-document retrieval · BERT-based ranking · Multi-
task optimization.

1 Introduction

Query by document (QBD) [38,37], is a widely-used practice across professional,
domain-specific retrieval tasks [33,35] such as scientific literature retrieval [25,9],
legal case law retrieval [2,3,30,34], and patent prior art retrieval [13,28]. In these
tasks, the user’s information need is based on a seed document of the same
type as the documents in the collection. Taking a document as query results in
long queries, which can potentially express more complex information needs and
provide more context for ranking models [16]. Transformer-based ranking models
have proven to be highly effective at taking advantage of context [10,11,24],
but the long query documents pose challenges because of the maximum input
length for BERT-based ranking models. Recent work showed that transformer-
based models which handle longer input sequences are not necessarily more
effective when being used in retrieval tasks on long texts [3]. We, therefore,
direct our research towards improving retrieval effectiveness while acting within
the input length limitation of ranking models based on large scale pre-trained
BERT models [12]. We posit that the representations learned during pre-training
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have been tailored toward smaller sequences of text – and additional tuning the
language models to better represent the documents in this specific domain and
query setting, could lead to improvements in ranking.

To investigate this, we first focus on the task of Case Law Retrieval (i.e.
given a legal case find the related cases), and employ multi-task optimisation to
improve the standard BERT-based cross-encoder ranking model [15] for QBD
retrieval. We then explore the generalizability of our approach by evaluating our
approach on four QBD retrieval tasks in the academic domain. Our approach
draws upon multi-task learning to rank – where a shared structure across aux-
iliary, related tasks is used [1,20,29,8]. Specifically, in our method, we employ
document-level representation learning as an auxiliary objective for multi-task
fine-tuning (MTFT) of the BERT re-ranker. To our knowledge, there is no prior
work on using representation learning directly as an auxiliary task for fine-tuning
a BERT re-ranker. We show that optimizing the re-ranker jointly with document-
level representation learning leads to consistently higher ranking effectiveness
over the state-of-the-art with greater efficiency i.e., with the same training in-
stances on the same architecture.

2 Preliminaries

BERT-based Ranking. Pre-trained transformer-based language models [12] have
shown significant improvement in ranking tasks [10,11,24,18]. In this work, we
use the BERT re-ranker proposed by Nogueira and Cho [26], which is a pre-
trained BERT model followed by a projection layer Wp on top of its [CLS]
token final hidden states. The BERT re-ranker, which is a cross-encoder neural
ranking model, uses the concatenation of a query and candidate document as
the input to a fine-tuned pre-trained BERT model. The output of the model is
used to indicate the relevance score s of the document d for the input query q,
such that:

s(q, d) = BERT ([CLS] q [SEP ] d [SEP ])[CLS] ∗Wp (1)

BERT-based Representation Learning. BERT was originally pre-trained on two
tasks, namely Masked Language Modeling and Next Sentence Prediction [12].
These tasks, however, are not meant to optimize the network for document-
level information representation [9] which may make the model less effective in
representation-focused [14] downstream tasks [10]. Previous works have shown
that leveraging a Siamese or triplet network structure for fine-tuning BERT could
optimize the model for document-level representation [9]. Following Devlin et al
[12], we use the final hidden state corresponding to the [CLS] token to encode
the query q and the document d into their representations rq, and rd:

rq = BERT ( [CLS] q [SEP ] )[CLS] rd = BERT ( [CLS] d [SEP ] )[CLS] (2)

Pairwise Ranking Loss. In Learning-To-Rank tasks, pairwise loss minimizes the
average number of pairwise errors in a ranked list [5,6]. Here, we aim to optimize
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Fig. 1. The fine-tuning process. The same training triples (q, d+, d−) are used in each
step. The BERT re-rankers are the same, and the BERT encoder is shared between
the ranking and representation learning tasks.

the BERT re-ranker with a pairwise cross-entropy softmax loss function [5]:

lrank = −log escore(q,d
+)

escore(q,d+) + escore(q,d−)
(3)

where the score function represents the degree of relevance between a query and
a document computed as described in Eq. 1. In fact, this pairwise loss frames the
ranking task as a binary classification problem in which, given a query (q) and
a pair of relevant (d+) and non-relevant (d−) documents, the fine-tuned ranking
model predicts the relevant one. However, at inference time the model is used
as a point-wise score function.

Triplet Representation Learning Loss. In the context of representation learning
with pre-trained transformers, a triplet loss function fine-tunes the weights of
the model such that given an anchor query q, the representations of the query
rq and the document rd (obtained as described in Eq. 2) are closer for a relevant
document d+ than for a non-relevant document d−:

lrepresentation = max{( f(rq, rd+) − f(rq, rd−) + margin ), 0} (4)

Here, f indicates a distance metric and and margin ensures that d+ is at
least margin closer to q than d− [31].

3 Multi-task fine-tuning of the BERT re-ranker

Our proposed re-ranker aims to jointly optimise both the lrank and lrepresentation
– we shall refer to our BERT re-ranker model as MTFT-BERT . As shown in
Figure 1, the Multi Task Fine Tuning (MTFT) is achieved by providing training
instances consisting of triples (q, d+, d−). To do so, we first feed the concatenation
of q and d+, and the concatenation of q and d− separately to the MTFT-BERT
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re-ranker, as described in section 2, to compute the pairwise loss lrank following
Eq. 3. In the next step, we feed each of q, d+, and d− separately to the shared
encoder of the re-ranker to compute the lrepresentation following Eq. 4. As dis-
tance metric f we use the L2-norm and we set margin = 1 in our experiments.
The shared encoder is then fine-tuned with the aggregated loss as shown in Eq. 5
while the ranking head is only fine-tuned by the first term:

laggregated = lrank + λ lrepresentation (5)

The λ parameter balances the weight between the two loss functions. Later,
we investigate the stability of our model under different values of λ. Since ranking
is the target task, and the ranking head is only optimized by the ranking loss,
we assign the regularization weight (0 < λ < 1) only to the representation loss.
It is noteworthy that at inference time, we only use the ranking head of the
MTFT-BERT re-ranker.

4 Experimental Setup

Datasets. We first evaluate our proposed method on legal case retrieval. The
goal of case law retrieval is to retrieve the relevant prior law cases which could
act as supporting cases for a given query law case. This professional search
task is a query-by-document (QBD) retrieval task, where both the query and
the documents are case law documents. We use the test collection for the case
law retrieval task of COLIEE 2021 [30]. This collection contains a corpus with
4415 legal cases with a training and a test set consisting of 650 and 250 query
cases respectively. In addition, to evaluate the generalizability of our approach,
we use another domain-specific QBD retrieval benchmark, called SciDocs [9].
SciDocs was originally introduced as a representation learning benchmark in the
scientific domain while framing the tasks as ranking; we use the four SciDocs
tasks: {citation, co-citation, co-view, and co-read}-prediction to evaluate our
method. It is worth mentioning that while the original paper trains the model
on a citation graph of academic papers, we take the validation set provided for
each task and use 85% of it as training set and the rest as the validation set for
tuning purposes.

Implementation. We use Elasticsearch1 to index and retrieve the initial rank-
ing list using a BM25 ranker. It was shown in prior work that BM25 is a strong
baseline [32], and it even holds the state-of-the-art in case law retrieval on COL-
IEE 2021 [3]. Therefore, to make our work comparable, we use the configuration
provided by [3] to optimize the BM25 with Elasticsearch for COLIEE 2021 case
law retrieval. For query generation, following the effectiveness of term selection
using Kullback-Leibler divergence for Informativeness (KLI) in prior work in
case law retrieval [21,3], we use the top-10% of a query document terms scored
with KLI2 as the query for BM25 in our experiments. As the BERT encoders,

1 https://github.com/elastic/elasticsearch
2 Implementation from https://github.com/suzanv/termprofiling/

https://github.com/elastic/elasticsearch
https://github.com/suzanv/termprofiling/
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Table 1. The reranking results with BM25 and BM25optimized as initial rankers for
the COLIEE 2021 test data. † indicates the statistically significant improvements over
BM25optimized according to a paired t-test (p<0.05). TLIR achieved the highest score
in the COLIEE 2021 competition.

Model Initial Ranker Precision% Recall% F1%

BM25 - 8.8 16.51 11.48
TLIR [23] - 15.33 25.56 19.17
BM25optimized [3] - 17.00 25.36 20.35

BERT BM25 10.48 18.80 13.46
MTFT-BERT BM25 12.08 21.59 15.49

BERT BM25optimized 14.40 24.63 18.17

MTFT-BERT BM25optimized 17.44† 29.99† 22.05†

Table 2. Ranking results on the SciDocs benchmark. HF is Huggingface. † indicates
the statistically significant improvements according to a paired t-test (p<0.05).

Model
Co-view Co-read Cite Co-cite

MAP nDCG MAP nDCG MAP nDCG MAP nDCG

SPECTER [9] 83.6% 0.915 84.5% 0.924 88.3% 0.949 88.1% 0.948

SPECTER w/ HF[36] 83.4% 0.914 85.1% 0.927 92.0% 0.966 88.0% 0.947

BM25 75.4% 0.874 75.6% 0.881 73.5% 0.876 76.3% 0.890

BM25optimized 76.26% 0.877 76.09% 0.881 75.3% 0.884 77.41% 0.896

BERT 85.2% 0.925 87.5% 0.940 94.0% 0.975 89.7% 0.955

MTFT-BERT 86.2%† 0.930† 87.7% 0.940 94.2% 0.976 91.0%† 0.961†

we use LegalBERT [7], and SciBERT[4], which are domain-specific BERT mod-
els pre-trained on the legal and scientific domains respectively. We train our
neural ranking models for 15 epochs with a batch size of 32, and AdamW opti-
mizer [22] with a learning rate of 3 × 10−5. All of our models are implemented
and fine-tuned using PyTorch [27] and the HuggingFace library [36].

5 Results and Analysis

Ranking quality. Table 1 displays the ranking quality of the MTFT-BERT re-
ranker in comparison to BM25, TLIR[23], BM25optimized, and the original BERT
re-ranker on COLIEE 2021. The cut-off k for all rankers is set to 5 during both
validation and test since the train queries in COLIEE 2021 have 5 relevant docu-
ments on average. We report precision and recall besides F1, which is the official
metric used in the COLIEE competition. It can be seen that the BERT re-ranker
and the MTFT-BERT re-ranker can both achieve better quality over BM25 with
default parameters as initial ranker. In contrast, when we use BM25optimized as
the initial ranker, the BERT re-ranker fails to yield improvement, while MTFT-
BERT outperforms the state-of-the-art BM25optimized [3] by a statistically sig-
nificant margin of 8.3% relative improvement.

For comparability reasons on the SciDocs benchmark, we have included both
the original paper results and the results reported in their official code reposi-
tory3, which is achieved using Huggingface models like our implementations. As

3 https://github.com/allenai/specter

https://github.com/allenai/specter
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Fig. 2. The evaluation results of MTFT-BERT+BM25optimized with various λ in the
COLIEE 2021 case law retrieval task. λ = 0 indicates the BERT re-ranker.

Table 2 shows, while both the BERT re-ranker, and the MTFT-BERT re-ranker
yield improvement over the SPECTER method, the MTFT-BERT re-ranker out-
performs the BERT re-ranker which confirms the effectiveness of our method in
an additional domain-specific QBD retrieval setting.

Robustness to varying λ. Task weighting is a widely used method in multi-
task learning algorithms [19,17] where a static or dynamic weight is assigned to
the loss of different tasks. Figure 2 displays the ranking quality of the MTFT-
BERT re-ranker over different values of λ on the COLIEE test set, using BM25optimized

as the initial ranker. We bound λ at 1 since our target task is ranking, and we
do not want the representation loss rate to have higher impact in the training.
We can see that our model quality is relatively consistent across different values
above 0.5 which indicates the robustness of our model in tuning this parameter.

Effect of re-ranking depth. We experimented with the ranking depth, i.e.,
number of documents re-ranked from the initial ranker result, by increasing it
from 15 to 100 in steps of 5. We then analyzed the MTFT-BERT re-ranking
quality relative to depth. We found that the ranking quality decreases rapidly
after the lower ranking depths, to F1 = 17.3 at 100, which is lower than the
original BM25optimized ranking. While MTFT-BERT can improve over BM25
with a shallow re-ranking set, we confirm the findings by previous studies that
BM25 is a strong baseline for case law retrieval [3,32].

6 Conclusion

This paper shows that it is possible to improve the BERT cross-encoder re-ranker
quality using multi-task optimization with an auxiliary representation learning
task. We showed that the resulting model named MTFT-BERT re-ranker ob-
tains consistently better retrieval quality than the original BERT re-ranker using
the same training instances and structure. While our focus was on query-by-
document retrieval in professional search domains (legal and academic), as a
future work, it would be interesting to study the effectiveness of MTFT-BERT
re-ranker in other retrieval tasks where we have shorter queries.
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