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ABSTRACT
The significant overhead needed to transfer the data between CPUs
and memory devices is one of the hottest issues in many areas
of computing, such as database management systems. Disaggre-
gated computing on the memory devices is being highlighted as
one promising approach. In this work, we introduce a new near-
memory acceleration scheme for in-memory database operations,
called Acceleration DIMM (AxDIMM). It behaves like a normal
DIMM through the standard DIMM-compatible interface, but has
embedded computing units for data-intensive operations. With the
minimized data transfer overhead, it reduces CPU resource con-
sumption, relieves the memory bandwidth bottleneck, and boosts
energy efficiency. We implement scan operations, one of the most
data-intensive database operations, within AxDIMM and compare
its performance with SIMD (Single InstructionMultiple Data) imple-
mentation on CPU. Our investigation shows that the acceleration
achieves 6.8x more throughput than the SIMD implementation.

CCS CONCEPTS
• Hardware → Emerging interfaces; • Information systems
→ Database management system engines.
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1 INTRODUCTION
As data volumes continue to increase, memory becomes the main
bottleneck in many data-intensive applications like in-memory
database management systems (IMDBMS). Previous research has
successfully improved the performance of data-intensive operations
by using additional accelerators, such as FPGA [11, 19, 23, 26, 34]
and GPU [15, 25, 32]. However, it is inevitable to copy the data from
host memory devices to the local memory within the accelerators,
thus consuming a lot of energy to transfer the data in-between. To
alleviate this data movement overhead between processing units
and host memory devices, processing-in-memory (PIM) [9, 22]
and near-memory processing technologies [18] have been recently
highlighted.

Prior work on in-memory processing, such as UPMEM [10] or
HBM-PIM [22], involves an advanced concept of near-memory pro-
cessing. However, these techniques need additional data copying
or internal data reformatting before the embedded processing ca-
pability is invoked. This extra overhead diminishes the benefit of
in-memory processing.
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Our previous research [21] introduced a simple proof-of-concept
system on the PCIe-based FPGA to show that near-memory accel-
eration optimizes data movement between processing units and
memory devices without copying the data out of the memory de-
vices or reformatting the original data for embedded processing.

In this paper, we introduce Acceleration DIMM (AxDIMM), an
acceleration platform for database operations implemented on a
custom FPGA board with the standard DIMM-compatible inter-
face. It behaves like a normal DIMM that is compliant with the
standard DDR protocol, but has embedded computing units for the
data-intensive operations. Since there is no additional overhead
from data copying or internal reformatting, AxDIMM minimizes
data movement and reduces memory bandwidth usage and CPU
usage by the offloaded database operations, thus improving energy
efficiency. In addition, multiple engines within AxDIMM perform
parallel processing on multiple memory ranks (sets of DRAM chips).
Since AxDIMM supports the traditional DIMM form factor, it can
easily replace normal DIMMs without system modification, and its
memory space is recognized as a part of the normal memory space
in the operating system.

We implement scan operations as basic data-intensive operations
and demonstrate the feasibility of AxDIMM in IMDBMSs. Our
experiments show up to 6.8x better performance in both latency
and throughput than the SIMD (Single Instruction Multiple Data)
implementation on CPU.

Here are the main contributions of our research using AxDIMM:

• We apply a near-memory acceleration scheme for database
operations to minimize the data transfer overhead between
CPUs and memory devices.

• We implement AxDIMM, supporting the standard DDR pro-
tocol and accelerating the scan operations.

• We prove the performance benefit of AxDIMM.
• Finally, we discuss the limitations of the current prototype
and possible approaches to rectify them.

The remainder of this paper is organized as follows: Section 2
introduces the scan operations in IMDBMS. Section 3 shows the
architecture and internal configuration of the AxDIMM system. The
experimental setup is described in Section 4, and the evaluation
results are addressed in Section 5. Section 6 discusses the technical
issues. Section 7 represents the relatedwork and Section 8 concludes
the paper.

2 SCAN OPERATIONS IN IMDBMS
This section describes the behavior of scan operations as one of
the basic data-intensive database operations and introduces its
performance characteristics.

2.1 Behavior
Scan operations are data-intensive in IMDBMSs, filtering out the
rows that satisfy the predicates. Recent IMDBMSs widely use the
columnar storage for fast read accesses to support hybrid trans-
actional and analytical processing (HTAP) [30, 31]. We use the
columnar storage consisting of the read-optimized main storage
and the separate write-optimized delta storage [29, 36]. To reduce
the memory footprint, the main storage uses dictionary encoding,

where all distinct values are stored in a dictionary in lexicograph-
ical order. The individual value in each row is replaced with the
corresponding value ID of the dictionary and stored in a separate
value ID array. The value ID arrays are bit-packed compressed such
that the number of bits is determined by the number of distinct
values. If the dictionary contains N distinct values, the number of
bits per value is ceil(loд2(N )) [12]. Scan operations read the bit-
packed value ID arrays to apply the predicates. Two common types
of predicates are (1) range predicate, having from/to values, and (2)
inlist predicate, having a list of filtered values. The scanned results
are marked in a bit vector (BV), where the number of bits in the bit
vector is same as the number of the rows in the table. The value (0
or 1) at a certain index in the BV indicates whether or not the row
at the same index of the value ID array satisfies the filter conditions.

2.2 Performance Characterization
Scan operations access the columns sequentially. Most modern
processors boost the performance of sequential accesses through
prefetching. Once sequential accesses are detected, the prefetcher
in L2 caches issues the next cacheline ahead of the actual memory
request to reduce the long latency of memory accesses. Another per-
formance improvement to the scan operations can be achieved with
SIMD instructions like SSE4, AVX2, and AVX512 [38]. However,
they are bottlenecked by the limited memory bandwidth due to the
huge memory traffic within a short period of time. Fig. 8 in Section 5
shows that SIMD implementations have high memory bandwidth
bound, which means a large portion of CPU cycles is stalled while
the application is running due to the memory bandwidth limit. Pre-
vious research [21] shows that massive data-intensive operations
like scan operations can block the other critical transactions due to
the memory bandwidth bound.

3 AXDIMM DESIGN FOR SCAN OPERATIONS
This section presents the overall architecture and main components
of AxDIMM that support the embedded scan operations. The bit-
packed target data for the scan operations resides within AxDIMM,
as explained in section 2.1. The result buffer for each scan is allo-
cated within AxDIMM before invoking the scan. Finally, the scan
reads the compressed data and writes the filtered results to the
pre-allocated result buffer.

3.1 Hardware Architecture
Fig. 1 shows the overall architecture and working frequency of the
AxDIMM prototype. It includes the system configuration register
space, database acceleration (DBA) engines, andmemory subsystem.
The AxDIMM behaves in the same way as the normal memory
DIMM interfaced via DDR protocol, but supports the additional
near-memory processing feature within it. Since the main storage
of IMDBMS is stored in AxDIMM and the scan operations are
performed by embedded DBA engines, there is no need to copy the
data to processing units out of AxDIMM nor to transform the data
format.

Fig. 2 shows the picture of our AxDIMM prototype. To make
AxDIMM compatible with the existing platform, we customize the
BIOS. The DDR4 host interface in the AxDIMMworks at 400MHz to
support FPGA I/O speed limitation, while the baseline host DRAM
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Figure 1: AxDIMM hardware architecture

runs at 800 MHz. AxDIMM is implemented on an on-board Xilinx
Zynq Ultrascale+ FPGA running at 200 MHz with 32 GB on-board
DRAM running at 800 MHz. Its internal memory bandwidth is
twice as large as the baseline host DRAM because of two ranks and
two memory interface generators (MIG) operating at the same fre-
quency as the baseline host DRAM. The embedded data-intensive
operations thus utilize the increased internal memory bandwidth,
resulting in better throughput. The CPU usage is reduced by the
offloaded database operations in AxDIMM. As a result, the con-
served computing resources are consumed by the other operations
improving overall database performance.

Figure 2: AxDIMM prototype

3.1.1 System Configuration Register Space. The configuration reg-
ister space is a portion of memory that consists of a set of registers
for AxDIMM itself and three DBA engines, such as control registers
and status registers. In addition, all the parameters in offloading
APIs are stored in the configuration registers of each DBA engine,
including the addresses of the input data and the result buffer, the
number of bits per value in the value ID array, the starting index,
and the predicates for range and inlist scans. To facilitate the ac-
cesses by the host CPU, 1GB is reserved at the beginning of Rank0.

3.1.2 DBA Engines. The AxDIMM has 3 DBA engines performing
the offloaded database operations. Each DBA engine consists of
a lookup-compare module, a prefetcher, and a write buffer. The
lookup-compare module reads the data and compares it with the
predicate. The prefetcher loads the data from the end-point memory
in AxDIMM to the SRAM buffer in advance until the requested scan

is completed. The write buffer temporarily stores the scan result in
the SRAM buffer before writing it to the AxDIMM memory.

Within DBA engines, all the virtual addresses from the applica-
tions should be translated to physical addresses. AxDIMM memory
is directly mapped to the host address space. Since the memory in-
terleaving is disabled in the host DRAM, AxDIMMmemory is in one
single contiguous region of the physical address space. Therefore,
we can simply translate the virtual addresses from the application
by using the process page table in the Linux kernel [5].

3.1.3 Memory Crossbar. There is a memory crossbar between the
DBA engines and the AxDIMM memory. This memory crossbar
arbitrates memory accesses from 3 DBA engines and sends them
to the corresponding rank, thus allowing all 3 DBA engines to
access all the ranks in AxDIMM. Each DBA engine can perform
the offloaded scan operations regardless of the input data location
within AxDIMM.

3.1.4 Concurrent Accesses between the Host CPU and DBA Engines.
Basically, all the accesses to memory devices should be arbitrated
by the memory controller in the host CPU to maintain the deter-
ministic behavior of the standard DDR protocol. All the memory
requests must go through the memory controller to support the
concurrent memory accesses by both the host CPU and DBA en-
gines. However, memory accesses from DBA engines cannot go
through the memory controller because AxDIMM is located on the
DIMM side. Therefore, it is regarded that implementing a memory
controller within AxDIMM instead of the memory controller in the
host CPU is out of scope and this work focuses on the acceleration
within a DIMM.

As a workaround, we have two separate modes in AxDIMM,
to enable the DBA engines to access the AxDIMM memory in a
time-sharing manner. In non-acceleration mode, the host CPU can
directly access the ranks as a normal DIMM while the DBA engines
are idle. The end-point memory in the AxDIMM behaves in the
same way as the normal memory. In Fig. 1, when the mode is
set to non-acceleration, all the DRAM interfaces from DDR4 PHY
are directly connected to MIGs when the links from the memory
crossbar are disconnected. As such, AxDIMM behaves like a normal
DIMM. In acceleration mode, the DBA engines can exclusively
access the ranks and perform the offloaded scan operations, while
the regular DRAM accesses from the host CPU are not accepted.
All the links from the memory crossbar are directly connected to
MIGs when the DRAM interfaces are disconnected.

3.1.5 Write Combine Cache Policy. When the result buffer is al-
located and initialized by the host CPU, it is also copied to the
CPU caches. As such, the copy in the caches should be invalidated
when a DBA engine modifies the result buffer. To avoid the over-
head of cache coherency in the AxDIMM memory, we use a write
combine cache policy [1]. The whole AxDIMM memory region is
defined as uncached for reads. Since any data read from AxDIMM
cannot be stored in caches, it bypasses the CPU caches, reading the
AxDIMMmemory directly. Therefore, there is no need to invalidate
the caches when reading the result buffers in AxDIMM after the
DBA engine performs offloaded scan operations. Since the cache
size is generally smaller than the result buffer and the host CPU
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consumes the results sequentially, the impact of this cache policy
is negligible.

3.2 Software Stack
This section explains the software stack used to invoke the designed
hardware. Fig. 3 shows the diagram for the AxDIMM software stack.
The AxDIMM memory is exposed to the host as a DAX device [2]
in the system. This allows applications to use the mmap interface
to access this memory region directly, which means no additional
driver is needed. AxDIMM library provides offloading APIs to the
application and manages the DBA registers in AxDIMM to invoke
the embedded scan operations. Once the offloading APIs are called,
the offloading requests are stored in the offloading queue. If one
of the DBA engines is idle, the scheduler assigns the offloading
request to the DBA engine by manipulating the registers.

Figure 3: AxDIMM software stack

3.2.1 Offloading APIs. Table 1 shows the two scan APIs imple-
mented in the system: 1) Range scan with bit-vector output and 2)
Inlist scan with bit-vector output. Each API has the following input
parameters as seen in Table 2: the address pointer to the target
data, the starting index of the data to be scanned, the number of
the records to be scanned, the address pointer to the result buffer,
bit case (the number of bits per value) used in the bit-packed com-
pression, and filter conditions. In case of inlist scans, the predicate
consists of a bit vector where each bit indicates whether or not
the value at the index is included in the predicate. Before calling
the offloading APIs, the result buffer should be allocated in the
AxDIMM memory by the application, and the starting address of
the result buffer is sent to AxDIMM as the input parameter of the
offloading APIs.

3.2.2 Offloading Queue Scheduler. It is quite common to generate
several worker threads to speed up query processing in a DBMS.
The column for a scan operation is divided into several chunks and
multiple scan requests are created concurrently. Since the number
of scan requests can be larger than the number of DBA engines,
an offloading queue is implemented in the AxDIMM library to
handle themultiple requests. The queue handles up to 64 concurrent
requests in the system. The scheduler assigns a single request to an
idle DBA engine in a rank-aware first-in-first-out (FIFO) manner.
Once the DBA engine completes its offloaded scan operation, it

(a) Baseline (b) AxDIMM system

Figure 4: System setup

informs the scheduler. The scheduler then sends the notification
back to the requester and removes the request from the queue.

4 EXPERIMENTS
This section describes the experimental setup to evaluate the per-
formance of AxDIMM and the micro-benchmark to generate the
scan operations against the bit-packed data.

4.1 System Setup
To evaluate the performance benefit in AxDIMM, we built a test
system on a Broadwell server with Intel Xeon CPU E5-2650 v4 @
2.2 GHz. As shown in Fig. 4, the baseline system has one single 32
GB RDIMM working at 800 MHz, while the AxDIMM system has
one 32 GB RDIMM and one 32 GB AxDIMM working at 400 MHz.
RDIMM and AxDIMM are located in different memory channels in
the AxDIMM system. If the channel interleaving is turned on, data
fragments can happen across DIMMs. As AxDIMMdoes not support
communication between multiple DIMMs and cannot handle the
data fragments, we disable memory interleaving.

To evaluate the performance of the scan operations, we use AVX2
implementation [38] in the baseline, since the Intel® Broadwell
CPU does not support AVX512. Our in-house multi-threaded micro-
benchmark adopts the mmap vector implementation [4] to allocate
memory in AxDIMM for the input data and the result buffer.

4.2 Configurations
For the test data in the micro-benchmark, we generate a value ID ar-
ray with the 2 billion records of input data using a uniform random
generator and adopt bit-packed compression for each bit-case. Dur-
ing the scan operations, the dictionary is not used because the filter
conditions are expressed only with value IDs and scan operations
read only value ID array. In this work, we analyze the performance
of three bit-cases — 4, 10, and 17 — with two selectivities per bit-
case to evaluate the performance effect according to the result size.
The test configurations for the scan operations are summarized in
Table 3.

4.3 Procedure
The micro-benchmark performs by (1) preparing the data and the
result buffer for each worker thread in the AxDIMM memory or
RDIMM at the baseline, (2) calling offloading APIs for the offloaded
scan operations or AVX2-based scan operations, (3) measuring the
performance after completing the scan operations, and (4) option-
ally retrieving the result to confirm the correctness of the scan
operations. We create up to 8 threads in the micro-benchmark to
see the performance scalability for both AxDIMM acceleration and
AVX2 implementation. When preparing the data and the result
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Table 1: Scan offloading APIs

Range Scan int scan_range_to_bv(begin_index, *data, data_size, *result_buffer, bit_case, min, max);
Inlist Scan int scan_inlist_to_bv(begin_index, *data, data_size, *result_buffer, bit_case, *predicates);

Table 2: Parameters for scan APIs

Type Name Description
uint64_t begin_index the starting index of the data to be scanned
uint64_t* data the address pointer to the target data
uint64_t data_size the number of the records to be scanned
uint64_t* result_buffer the address pointer to the result buffer
uint32_t bit_case bit case used for the bit compression
uint32_t min the minimum value ID of the range predicate
uint32_t max the maximum value ID of the range predicate
uint64_t* predicates the address pointer to the predicate vector of the inlist predicate

Table 3: Predicate configuration for scan operations

Bit-case Selectivity (1) Selectivity (2)
4 0.0625 range: 1 to 2 0.125 range: 1 to 3
10 0.001 range: 1 to 2 0.1 range: 1 to 103
17 0.001 range: 1 to 133 0.1 range: 1 to 13109

buffer in the AxDIMMmemory, AxDIMM is set to non-acceleration
mode. While performing the scan operations in AxDIMM, it is set
to acceleration mode. When retrieving the result from the AxDIMM
memory, AxDIMM is set back to non-acceleration mode.

5 EVALUATION
This section shares our evaluation results on the performance of
DBA engines of AxDIMM in comparison to AVX2 implementation
against the data on the RDIMM as the baseline.

First, we share the latency test results by comparing the elapsed
time in seconds for a single scan between AVX2 implementation
and AxDIMM acceleration. The elapsed time includes the time for
reading the data of 2 billion records, performing the scan operation,
and writing the results in both implementations. Second, we show
the throughput scalability as the number of scan operations on
RDIMM (AVX2) and AxDIMM increases. Finally, we compare the
CPU usage and the memory bandwidth bound between AVX2 and
AxDIMM while running multiple scan operations, which is gath-
ered via Intel® VTune® [3]. The two scans (range and inlist) are
evaluated on three bit-cases with two selectivities for each bit-case.

5.1 Latency Test Results
Fig. 5 shows the single scan latency on 2 billion records. AxDIMM
acceleration has a noticeable gain in latency compared to the AVX2
implementation on RDIMM. AxDIMM speeds up the scan operation
from 1.3x to 6.8x because of the dedicated hardware implementation
within the memory device. AxDIMM has a bigger gain from the
inlist scan than the range scan for all bit-cases, regardless of their
selectivity conditions. AVX2 implementation shows much longer
latency in the inlist scan compared to the range scan, due to the in-
creased number of comparisons based on the number of arguments

in the inlist predicates. Intrinsically, the inlist scan has multiple
comparisons so that the inlist predicate is a bit vector composed
of multiple bits where the number of bits is same as the number
of value IDs in the dictionary. Rather, the range scan has only two
comparisons with its predicate.

Fig. 5 shows that the inlist scan has better performance im-
provement than the range scan because AxDIMM performs the
concurrent comparisons of the inlist scan more efficiently than
AVX2 implementation. AxDIMM acceleration achieves similar per-
formance between the inlist scan and the range scan in bit-cases 4
and 10 because it performs parallel comparisons per cycle. How-
ever, bit-case 17 has much longer latency in inlist scan acceleration
because the number comparison per clock within FPGA is reduced
by the increased size of the inlist predicate.

5.2 Throughput Scalability
Fig. 6 shows the average scan throughput as the number of worker
threads increases. AxDIMM acceleration shows a much higher
throughput, up to 6.8xmore thanAVX2 implementation. TheAxDIMM
throughput becomes saturated with 3 threads in the bit-case 4 due
to the limited number of DBA engines, while it is saturated earlier
in higher bit-cases due to the internal bandwidth limitation result-
ing from the increased data size. Even with more than 3 threads,
AxDIMM shows much better performance than AXV2 implementa-
tion. The throughput becomes smaller in higher bit-cases in both
AxDIMM and AVX2 implementations due to the larger data size.
The AXDIMM throughput of inlist scan in bit-case 17 is reduced
due to the increased predicate size, like the latency results.

5.3 CPU Usage and Memory Bandwidth Bound
We measure CPU usage and memory bandwidth bound in the bit-
case 10 and selectivity 0.1 to show that AxDIMM reduces CPU
resource usage and the memory bottleneck. First, we measure the
average CPU usage in the high load phase in the micro-benchmark.
Fig. 7 shows that most of the CPU usage resulting from the scan
operations is eliminated by offloading. The saved computing re-
sources are used by other database operations and improve overall
database performance. Second, we measure the memory bandwidth
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(a) Bit-case 4 (b) Bit-case 10 (c) Bit-case 17

Figure 5: Latency (x-axis: selectivity)

(a) Bit-case 4 selectivity 0.0625 (b) Bit-case 10 selectivity 0.001 (c) Bit-case 17 selectivity 0.001

(d) Bit-case 4 selectivity 0.125 (e) Bit-case 10 selectivity 0.1 (f) Bit-case 17 selectivity 0.1

Figure 6: Throughput (x-axis: the number of worker threads)

Figure 7: Average CPU usage

bound by profiling the micro-benchmark using Intel® VTune® [3].
Fig. 8 shows that most of the memory bandwidth bound is relieved
by offloading the scan operations. When performing AVX2 imple-
mentation on CPU, all the data in the value ID array should be read
and the results are written back. However, AxDIMM acceleration
reduces the data transfer, relieving the memory bandwidth bound.

Figure 8: Memory bandwidth bound

5.4 Overall Analysis
Through our experiments above, we confirm that the data-intensive
operations can be optimized via near-memory processing. The per-
formance improvement comes from (1) the dedicated hardware
implementation of DBA engines and (2) full exploitation of the
internal bandwidth of the memory subsystem larger than the mem-
ory bandwidth in the host CPU. The results show that AxDIMM
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acceleration can save most of all CPU usage and memory band-
width usage for the scan operations. Thus, the relieved host CPU
power and memory bandwidth usage will be utilized for other data-
base workloads resulting in overall performance improvement in
IMDBMSs.

6 DISCUSSION
This section addresses our insights from this work, and describes
the limitations of the current implementation of AxDIMM and how
we can rectify them in the future.

6.1 Feasibility of Near-Memory Acceleration
This work implements the scan operations within AxDIMM to show
that the offloading of expensive database operations to AxDIMM
can relieve the memory bandwidth bound between host CPUs and
memory devices, and save the computing power of host CPUs. We
believe offloading to AxDIMM can be applied to any data-intensive
operation which causes the memory bandwidth bound and con-
sumes much computing power, such as (de)compression of the
bit-packed data, or building a hash table. Besides the data-intensive
operations, compute-intensive operations accessing a large volume
of data are also good candidates. For example, operations with ad-
vanced compression schemes, matrix multiplications, and other ML
operations [18] can be accelerated in AxDIMM.

6.2 Limited Gate Count and Frequency in
FPGA

The current implementation of AxDIMM is built on a custom FPGA
board. Because of the limited gate count and the limited frequency,
only three DBA engines working at 200 MHz are implemented,
consuming about 79% of FPGA resources. It is these limitations
that restrict the performance of acceleration. If we could resolve
these issues by applying ASIC technology in the next phase, much
higher performance improvement is expected, thanks to more par-
allelism available from the increased number of DBA engines and
the reduced latency from the higher working frequency.

6.3 Cache Coherency Limitation
As another limitation of near-memory processing in AxDIMM,
Section 3.1.5 explains the cache coherency issue with regard to the
output result buffer. When AxDIMM writes the results into the
output results buffer, some data in the cache can be incoherent.
Thus, we use the write combine cache policy to avoid it. In addition
to the result buffer, we also need to take care of the input data of
the scan operations. When the host CPU writes data, some portion
of the data may reside in the cache but not in the AxDIMMmemory.
Therefore, it must be flushed by the application before AxDIMM
acceleration is invoked. In this work, cache flush and memory
barrier instructions are used when data is written to the AxDIMM
memory.

Recently, new memory interfaces like CXL are proposed to sup-
port these cache coherency issues. CXL type 2 uses the CXL.cache
protocol, supporting cache coherency between host and CXL de-
vices as well as CXL.memory and CXL.io. If DBA engines are imple-
mented with CXL type 2, these cache coherency issues are resolved.
CXL also enables concurrent accesses by the host CPU and the

DBA engines because the memory controllers are located within
the CXL memory devices, resulting in memory access scheduling
capability within the CXL devices.

When the data is updated by the host CPU, AxDIMM does not
care data modification while one processing unit accesses the spe-
cific memory area because data consistency is assured in the same
way of the existing DBMS such as a locking mechanism.

7 RELATEDWORK
GPU can perform database operations exploiting its massive paral-
lelism. The group-by and aggregation operations can be offloaded
to GPU in a hash-based manner [17]. However, this approach can-
not avoid data movement from the host DRAM to GPU memory.
Adaptive work placement [16] proposes a way to select a right
computing unit to improve the overall performance in a hetero-
geneous computing environment consisting of CPUs and GPUs.
Shanbhag et. al. [33] analyze the performance gain on GPU and
show that operations like selection, projection, and sort, have a
good speedup that is nearly equal to the bandwidth ratio. To over-
come performance, a tiled-based execution model is proposed using
GPU’s memory to store workload set directly instead of using GPU
as a coprocessor.

Offloading expensive operations to FPGAs is widely accepted
in the database area as well. Lasch et. al. [20] implement a compu-
tationally expensive re-pair compression algorithm in an FPGAs
using OpenCL. Mohsen et. al. [27] show that FPGA implementation
of binary packing can efficiently saturate PCIe bus bandwidth and
achieve a better compression ratio than CPU execution. Memory-
accessible FPGAs like an FPGA-embedded hybrid system [24] and
Xeon+FPGA heterogeneous [13, 14, 35] architecture can offload the
database operations to FPGAs attached in the same interconnect
with CPUs. In these approaches, there is no explicit data copy to
FPGAs because the coherency in the interconnect can move the
data in the memory to the offloading device in the on-demand
manner, but the data movement is still required. Recently, Alonso
et. al. [7] develop a near-memory processing using an ARM-based
server and FPGAs with the cache coherence protocol integrated
with an open-source database, but it is in its early stage to measure
the performance of data-intensive analysis queries.

Near-memory processing uses computing power in the near-
memory devices to mitigate bandwidth bottleneck between CPUs
and memory devices, improving performance and energy consump-
tion. Boromand et. al. [8] analyze the impact of processing-in-
memory (PIM) performing part of the computation close to memory.
Recently, MCN (Memory Channel Network) architecture [6] has
been proposed to develop a DIMM-based memory channel network
with MCN DIMMs, buffered DIMM with a small processor, to give
the host computer the illusion that MCN DIMMs are connected
through an Ethernet interface.

SIMD instructions for vector processing unit are widely used
in the database operations to accelerate performance. First, Will-
halm et. al. [39, 40] uses SIMD instructions when scanning column
vectors with various predicates, such as range predicate and in-
list predicate. Second, Sitaridi et. al. [37] uses SIMD instructions
for optimized string matching against regular expressions. Third,
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Mula et. al. [28] proposes an improved vectorized approach for the
population count using AVX2.

8 CONCLUSION
As one of the disaggregated computing approaches to resolving
the memory bottleneck issue in IMDBMSs, we introduced a near-
memory acceleration scheme called Acceleration DIMM (AxDIMM).
Since data-intensive operations can be processed within AxDIMM,
it reduces CPU resource consumption as well as memory bandwidth
usage.

3 DBA engines are implemented on the custom FPGA board
with the standard DIMM-compatible interface to conduct the scan
operations against the data in the AxDIMM memory. The applica-
tion, such an IMDBMS, accesses the memory space of AxDIMM
uisng the mmap function without any additional device driver and
calls the offloading APIs provided by the AxDIMM library. The
implemented scan operations read the bit-packed compressed data,
evaluate the range or inlist predicates, and write the filtered results
to the result buffer.

Our experiments showed a significant improvement in AxDIMM,
up to 6.8x latency and throughput compared to SIMD (AXV2) im-
plementation on CPU. What’s more, its profiling results showed
that most of the CPU usage and the memory bound was eliminated
with AxDIMM. The results are quite promising, since AxDIMM has
a smaller number of computing units (3 DBA engines) and a slower
working frequency (200 MHz) than the host CPU.

Even with these promising results of disaggregated memory
computing, we also observed a few important architectural limita-
tions in our near-memory processing approach, such as concurrent
accesses by both host CPUs and DBA engines and cache coherency.
Fortunately, new memory interfaces like CXL would be a good solu-
tion to overcome these issues. As our next research topic, we’d like
to implement DBA offloading in CXL memory devices and evaluate
whether or not CXL can actually resolve the existing architectural
limitations. Furthermore, we will extend our approach to include a
CXL-based memory pooling system.
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