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Abstract—Real-time services such as VoIP are becoming popular and are major revenue earners for network service providers.

These services are no longer confined to the wired domain and are being extended over wireless networks. Although some of the

existing wireless technologies can support some low-bandwidth applications, the bandwidth demands of many multimedia applications

exceed the capacity of these technologies. The IEEE 802.16-based WiMax promises to be one of the wireless access technologies

capable of supporting very high bandwidth applications. In this paper, we exploit the rich set of flexible features offered at the medium

access control (MAC) layer of WiMax for the construction and transmission ofMAC protocol data units (MPDUs) for supporting multiple

VoIP streams. We study the quality of VoIP calls, usually given by R-score, with respect to the delay and loss of packets. We observe

that loss is more sensitive than delay; hence, we compromise the delay performance within acceptable limits in order to achieve a

lower packet loss rate. Through a combination of techniques like forward error correction, automatic repeat request, MPDU

aggregation, and minislot allocation, we strike a balance between the desired delay and loss. Simulation experiments are conducted to

test the performance of the proposed mechanisms. We assume a three-state Markovian channel model and study the performance

with and without retransmissions. We show that the feedback-based technique coupled with retransmissions, aggregation, and

variable length MPDUs are effective and increase the R-score and mean opinion score by about 40 percent.

Index Terms—VoIP, R-score, WiMax, FEC, ARQ, aggregation, fragmentation.
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1 INTRODUCTION

DESPITE the growing popularity of data services, voice
services still remain the major revenue earner for

network service providers. The two most popular ways of
providing voice services are packet switched telephone
networks (PSTNs) and wireless cellular networks. The
deployment of both of these forms of networks requires
infrastructures that are usually very expensive. Alternative
solutions are being sought which can deliver good-quality
voice services at a relatively lower cost. One way to achieve
low cost is to use the already existing IP infrastructure.
Protocols that are used to carry voice signals over the
IP network are commonly referred to as voice-over-IP
(VoIP) protocols.

Supporting real-time applications over the Internet has
many challenges [11]. Services such as VoIP require
minimum service guarantees that go beyond the best effort
structure of today’s IP networks. Although some codecs are
capable of some levels of adaptation and error concealment,
the VoIP quality remains sensitive to performance degrada-
tion in the network. Sustaining good-quality VoIP calls
becomes even more challenging when the IP network is
extended to the wireless domain, either through 802.11-
based wireless LANs or third-generation (3G) cellular
networks [5], [18], [25]. Such wireless extension of services
is becoming more essential as there is already a huge

demand for real-time services over wireless networks.
Although bare basic versions of services such as real-time
news, streaming audio, and video on demand are currently
being supported, the widespread use and bandwidth
demands of these multimedia applications far exceed the
capacity of current 3G cellular and wireless LAN technol-
ogies. Moreover, most access technologies do not have the
option to differentiate specific application demands or user
needs. With the rapid growth of wireless technologies, the
task of providing broadband last mile connectivity is still a
challenge. The last mile is generally referred to as a
connection from a service provider’s network to the user,
either a residential home or a business facility. Among the
new wireless broadband access technologies that are being
considered, worldwide interoperability of microwave ac-
cess (WiMax) is perhaps the strongest contender that is
being supported and developed by a consortium of
companies [27].

1.1 Worldwide Interoperability of Microwave
Access

WiMax is a wireless metropolitan access network (MAN)
technology that is based on the standards defined in the
IEEE 802.16 specification. This standard-based approach is
not only a simplifying but also a unifying development and
deployment of WiMax. The 802.16 standard can be used in a
point-to-point or mesh topology using pairs of directional
antennas. These antennas can be used to increase the
effective range of the system relative to what can be
achieved in the point-to-multipoint mode.

WiMax is envisioned as a solution to the outdoor
broadband wireless access that is capable of delivering
high-speed streaming data. It has the capability of deliver-
ing high-speed services up to a range of 30 miles, thus
posing strong competition to the existing last mile broad-
band access technologies, such as cable and DSL. WiMax
uses multiple channels for a single transmission and
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provides bandwidth of up to 100 Mbps [23]. The use of
orthogonal frequency-division multiplexing (OFDM) in-
creases the bandwidth and data capacity by spacing
channels very close to each other and still avoids inter-
ference because of orthogonal channels. A typical WiMax
base station provides enough bandwidth to cater to the
demands of more than 50 businesses with T1-level
(1.544 Mbps) services and hundreds of homes with high-
speed Internet access. WiMax’s low cost of deployment
coupled with existing demands from underserved areas
creates major business opportunities.

1.2 Contributions of This Paper

In this paper, we explore the possibility of supporting VoIP
streams over WiMax and suggest means through which the
quality of multiple VoIP streams can be improved.
Specifically, the contributions of this paper are listed as
follows:

. We show how the quality of VoIP calls is repre-
sented by R-score, which primarily depends on the
loss and delay of VoIP packets. We show that loss is
more sensitive than delay and, hence, try to recover
as many dropped packets as possible, at the cost of
increased delay, as long as the delay is within
acceptable limits.

. We exploit the flexible features of the MAC layer of
WiMax to dynamically construct and transmit the
MAC protocol data units (MPDUs) for supporting
multiple VoIP streams over a single WiMax link.

. We use aggregation to construct variable-sized
MPDUs based on the wireless channel conditions.
We design a feedback mechanism at the MAC layer
of the receiver which lets the transmitter know about
the channel conditions. Depending on the feedbacks,
the MAC layer at the transmitting side modifies its
MPDU payload size and/or forward error correction
(FEC) code.

. The dynamic manner in which the MPDUs are
changed to match the channel conditions and/or
minislots helps in increasing the packet restore
probability, thereby increasing the number of VoIP
streams and their quality. The reduction in the
number of retransmissions of dropped or corrupted
packets lowers the delay, which is crucial for VoIP.

. We conduct simulation experiments to verify our
proposed scheme. We assume a three-state Marko-
vian channel model and study the performance with
and without retransmissions. We show that the
feedback-based technique coupled with retransmis-
sions, aggregation, and variable length MPDUs are
effective and increase the R-score by about 40 percent.

1.3 Organization

The rest of this paper is organized as follows: In Section 2,
we provide a brief overview on the adaptive techniques that
have been proposed to support data/streaming services
over wireless channels. In Section 3, we discuss the rich set
of MAC-layer features of WiMax, with particular emphasis
on aggregation and fragmentation. In Section 4, we show
the effect of delay and loss on R-score, which is a metric

used to represent the quality of VoIP. We demonstrate that
VoIP calls are more sensitive to loss than delay. Based on
this observation, we propose our adaptive MPDU construc-
tion scheme in Section 5. In Section 6, we present the
simulation model and results. Conclusions are drawn in
Section 7.

2 RELATED WORK

Supporting real-time applications over any wireless net-
work (for example, 3G cellular networks, IEEE 802.11-based
wireless LANs, and IEEE 802.16-based WiMax) poses many
challenges, including limited bandwidth, coping with
bandwidth fluctuations, and lost or corrupted data. Due
to the growing popularity of streaming services over
wireless networks, the problems have been well researched
and many solutions have been proposed which combine
audio and video processing techniques with mechanisms
that are usually dealt with in the data link and physical
layers. These approaches can broadly be classified into two
categories: automatic repeat request (ARQ) and forward
error correction (FEC). ARQ schemes provide high relia-
bility when the channel is good or moderate. However, for
error-prone channels, the throughput drops due to the
increased frequency of retransmissions. In order to counter
this effect, hybrid ARQ schemes are used which combine
the FEC with the ARQ schemes.

As far as VoIP is concerned, an assessment of the Internet
in supporting toll-quality telephone calls was conducted in
[16]. The assessment was based on delay and loss
measurements that were taken over wide-area backbone
networks, considering realistic VoIP scenarios. The findings
indicate that, although voice services can be adequately
provided by some providers, a significant number of paths
lead to poor performance, even for excellent VoIP end
systems. The tuning of a codec for a particular type of
network is very important. For example, an Adaptive
Multirate (AMR) voice codec was properly tuned for
IEEE 802.16 networks that allowed switching to the
maximum encoding rate [22]. Note that such codecs can
also be tuned for other networks as well. The study in [7]
presents a simulation model and analyzes the performance
of an IEEE 802.16 system by focusing on the MAC layer
scheduling for VoIP traffic using AMR codecs. However,
for IP networks, the aggregate background traffic affects the
performance of VoIP. In [6], a study was conducted, where
active and passive traffic measurements were taken to
identify the issues involved with the deployment of voice
services over the IP network. The results show that QoS
differentiation is not needed in the current backbone, but
new protocols and mechanisms need to be introduced to
provide better protection against link failures. The reason is
that link failures are followed by long periods of routing
instability during which packets are dropped because of
being forwarded along invalid paths. In [12], the effect of
bursty packet losses in the Internet was taken care of by
changing the packet interval. Two loss repair methods, FEC
and low bit rate redundancy, were used to improve the
VoIP perceived quality. Through mean opinion score (MOS)
test results, it was found that FEC performed better than bit
rate redundancy. In [4], localized packet loss recovery and
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rapid rerouting were used in the event of network failures
for VoIP packets. The recovery protocols were deployed on
the nodes of an application-level overlay network and did
not require changes in the underlying infrastructure. In [17],
retransmission strategies for VoIP packets were deployed
using unsolicited grant service (UGS) scheduling.

In this paper, we do not propose a new link-layer
technique. Instead, we use the commonly used FEC and
ARQ schemes and apply that to the MAC layer of WiMax.
These techniques are so used that they do not contradict the
MAC layer specifications that have already been defined for
WiMax. The novelty of our approach lies in the exploitation
of the features of both VoIP and WiMax for improving the
quality of VoIP calls over WiMax channels.

3 THE MAC LAYER OF WIMAX

WiMax offers some flexible features that can potentially be
exploited for delivering real-time services. In particular,
although the MAC layer of WiMax has been standardized,
there are certain features that can be tuned and made
application and/or channel specific [2], [21]. For example,
the MAC layer does not restrict itself to fixed-size frames
but allows variable-sized frames to be constructed and
transmitted. Let us first discuss the MAC layer of WiMax.

The MAC layer of WiMax is comprised of three
sublayers which interact with each other through the
service access points (SAPs), as shown in Fig. 1. The
service-specific convergence sublayer provides the trans-
formation or mapping of external network data with the
help of the SAP. The MAC common part sublayer receives
this information in the form of MAC service data units
(MSDUs), which are packed into the payload fields to form
MPDUs. The privacy sublayer provides authentication,
secure key exchange, and encryption on the MPDUs and
passes them over to the physical layer. Of the three
sublayers, the common part sublayer is the core functional
layer which provides bandwidth and establishes and
maintains connection. Moreover, as the WiMax MAC
provides a connection-oriented service to the subscriber
stations, the common part sublayer also provides a

connection identifier (CID) to identify which connection

the MPDU is servicing.
Let us discuss the common part sublayer and its rich set

of features. This sublayer controls the on-air timing based

on consecutive frames that are divided into time slots. The

size of these frames and the size of the individual slots

within these frames can be varied on a frame-by-frame

basis. This allows effective allocation of on-air resources

which can be applied to the MPDUs to be transmitted.

Depending on the feedback received from the receiver and

on-air physical layer slots, the size of the MPDU can be

optimized. In this paper, we exploit this feature of the

common part sublayer that modifies the size of the MPDUs

to adapt to the varying channel conditions.

3.1 Aggregation

The common part sublayer is capable of packing more than

one complete or partial MSDUs into one MPDU. In Fig. 2,

we show how the payload of the MPDU can accommodate

more than two complete MSDUs, but not three. Therefore, a

part of the third MSDU is packed with the previous two

MSDUs to fill up the remaining payload field, preventing

wastage of resources. The payload size is determined by on-

air timing slots and feedback received from the subscriber

station.

3.2 Fragmentation

The common part sublayer can also fragment an MSDU into

multiple MPDUs. In Fig. 3, we show how a portion of a

single MSDU occupies the entire payload field of an MPDU.

Here, the payload field of the MAC packet data unit to be

transmitted is too small to accommodate a complete MSDU.

In that case, we fragment a single MSDU and pack the

fragmented part into the payload field of the MPDU.
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Fig. 1. WiMax MAC layer with SAPs.

Fig. 2. MPDU accommodating multiple MSDUs.

Fig. 3. Single MSDU fragmented to multiple MPDUs.



4 DELAY AND LOSS SENSITIVITY OF VOIP

As VoIP packets travel through a network, there evidently
are some congestion and channel-related losses. In addition,
the packets suffer delay, depending on the congestion at the
intermediate routers. Both the loss and delay of packets
adversely affect the quality of VoIP calls, which is generally
expressed in terms of R-score.

4.1 Quality of VoIP and R-Score

A typical VoIP application works as follows: First, a voice
signal is sampled, digitized, and encoded using a given
algorithm/coder. The encoded data (called frames) is
packetized and transmitted using RTP/UDP/IP. At the
receiver’s side, data is depacketized and forwarded to a
playout buffer, which smooths out the delay incurred in the
network. Finally, the data is decoded and the voice signal is
reconstructed.

The quality of the reconstructed voice signal is subjective
and is therefore measured by the MOS. The MOS is a
subjective quality score that ranges from 1 (worst) to 5 (best)
and is obtained by conducting subjective surveys. Although
these methods provide a good assessment technique, they
fail to provide an online assessment, which might be used
for adaptation purposes. The ITU-T E-Model [3] provides a
parametric estimation and defines an R-factor that combines
different aspects of voice quality impairment. It is given by

R ¼ 100� Is � Ie � Id þA; ð1Þ

where Is is the signal-to-noise impairments associated with
typical switched circuit networks paths, Ie is an equipment
impairment factor associated with the losses due to the
codecs and network, Id represents the impairment caused
by the mouth-to-ear delay, and A compensates for the
above impairments under various user conditions and is
known as the expectation factor.

We note that the contributions to the R-score due to
delay and loss impairments are separable. This does not
mean that the delay and loss impairments are totally
uncorrelated, but their influence can only be measured in an
isolated manner. The expectation factor covers intangible
and almost impossible to measure quantities like expecta-
tion of qualities. However, no such agreement on measure-
ment of expectation on qualities has yet been made and, for
this reason, the expectation factor is usually dropped from
the R-factor in most studies. The R-factor ranges from 0 to
100 and a score of more than 70 usually means a VoIP
stream of decent quality. The R-score is related to the MOS
through the following nonlinear mapping [3]:

MOS ¼ 1þ 0:035Rþ 7� 10
�6RðR� 60Þð100�RÞ ð2Þ

for 0 � R � 100. If R < 0, the MOS takes the value of 1 and,
similarly, if R > 100, the MOS takes the value of 4.5.

Among all of the factors in (1), only Id and Ie are
typically considered variables in VoIP [8]. Using default
values for all other factors, the expression for the R-factor
given by (1) can be reduced to [3]

R ¼ 94:2� Ie � Id: ð3Þ

4.2 Delay and Loss Sensitivity of VoIP

Let us studyhowend-to-enddelay (consistingof codecdelay,
network delay, and playout delay) and loss probability

(consisting of loss in the network and playout loss at the
receiver’s decoder buffer) affect the VoIP call quality, that
is, the R-score.

4.2.1 Effect of Delay

In a VoIP system, the total mouth-to-ear delay is composed
of three components: codec delay ðdcodecÞ, playout delay
ðdplayoutÞ, and network delay ðdnetworkÞ. Codec delay repre-
sents the algorithmic and packetization delay associated
with the codec and varies from codec to codec. For example,
the G.729a codec introduces a delay of 25 ms. Playout delay
is the delay associated with the receiver-side buffer
required to smooth out the jitter for the arriving packet
streams. Network delay is the one-way transit delay across
the IP transport network from one gateway to another.
Thus, the total delay is

d ¼ dcodec þ dplayout þ dnetwork: ð4Þ

The delay impairment, denoted by Id, depends on the
one-way mouth-to-ear delay experienced by the VoIP
streams. This mouth-to-ear delay determines the interactiv-
ity of voice communication. Its impact on the voice quality
depends on a critical time value of 177.3 ms [8], which is the
total delay budget (one-way mouth-to-ear delay) for VoIP
streams. The effect of this delay is modeled as

Id ¼ 0:024dþ 0:11ðd� 177:3ÞHðd� 177:3Þ; ð5Þ

where HðxÞ is an indicator function. HðxÞ ¼ 0 if x < 0;
otherwise, this is 1.

4.2.2 Effect of Loss

The VoIP call quality is also dependent on the loss
impairment. Recall that Ie represents the effect of packet
loss rate. Ie accounts for impairments caused by both the
network’s and the receiver’s playout losses. Different
codecs, with their unique encoding/decoding algorithms
and packet loss concealment techniques, yield different
values for Ie. We use the E-model, as proposed in [3], [8],
[9], which relates Ie to the overall packet loss rate as

Ie ¼ �1 þ �2lnð1þ �3eÞ; ð6Þ

where �1 is a constant that determines the voice quality
impairment caused by encoding and �2 and �3 describe the
impact of loss on the perceived voice quality for a given
codec. Note that e includes both network losses and playout
buffer losses, which can be modeled as

e ¼ enetwork þ ð1� enetworkÞeplayout; ð7Þ

where enetwork is the loss probability due to the loss in the
network and eplayout is the loss probability due to the
playout loss at the receiver side.

The values of the well-known parameters ð�1; �2; �3Þ for
the G.729a and G.711 codecs are shown in Table 1 [3].

4.2.3 Sensitivity of R-Score toward Delay and Loss

We rewrite (3), using (5) and (6), as

R ¼ 94:2� ð�1 þ �2lnð1þ �3eÞÞ

� ð0:024dþ 0:11ðd� 177:3ÞHðd� 177:3ÞÞ:
ð8Þ
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To find the sensitivity of loss and delay toward the
R-score of VoIP calls, we use different delay values, keeping
the network loss fixed, in (8). In Fig. 4a, we observe how the
R-score changes with increasing delay for fixed loss.
Similarly, in Fig. 4b, we show how the R-score changes
with loss for fixed delay. In Fig. 4a, we observe that there is
no significant drop in the R-score for a given network loss
rate. The R-score drops relatively rapidly when the delay
exceeds 177.3 ms. Note that this is the delay threshold
defined in [3]. However, when the loss is increased from
0 percent to 5 percent, the drop in the R-score is about 14.
Similarly, in Fig. 4b, we see that the drop in the R-score is
mainly due to the loss (x-axis). When the delay is
significantly increased from 50 to 200 ms, the drop in the
R-score is about 5. Thus, we can infer that loss is more
crucial than delay. This difference in sensitivity motivates
us to manipulate the loss and delay. Next, we propose an
adaptive mechanism that is implemented at the MAC layer
of WiMax. Our objective is to recover as many dropped
packets as possible to minimize the loss probability, at the
cost of increased delay, as long as the delay is within
acceptable limits.

5 ADAPTIVE MPDU CONSTRUCTION

With the sensitivity of VoIP with respect to the loss and
delay known, we devise adaptive schemes at the MAC layer
to dynamically construct the MPDUs. Once a connection is

set up, the size of every MPDU is determined such that it
strikes a balance between the lost packets and the delay
incurred. Our aim is to improve the quality of VoIP calls
and, at the same time, increase the number of streams that
can be accommodated.

5.1 Connection Setup and Transmission

Let us now discuss how a new connection is set up and how
the MPDUs are transmitted. We consider a WiMax base
station that provides services, including VoIP calls, to the
subscriber stations in that cell. For this research, we only
consider the VoIP calls and assume that the base station
simultaneously handles multiple VoIP calls. We ignore the
source routers for each call, but the destinations are all
within the cell. Effectively, the last hop of the VoIP path is
the WiMax link that provides the wireless coverage. The
identity of each call is maintained by the CID provided by
the common-part sublayer. As a result, VoIP packets (which
are inherently very small) do not have to deal with
contention overhead, which greatly increases the efficiency,
that is, the number, of VoIP streams.

5.1.1 Phase 1: Subscriber Station Requests Connection

Request

A subscriber station that wants a VoIP service stream from
the base station transmits the ranging request (RNG-REQ)
packet that enables the base station to identify the initial
ranging, timing, and power parameters. Service-flow-para-
meter requests (bandwidth, frequency, and peak or average
rate) are sent next and variable length MSDU indicators are
turned on.

5.1.2 Phase 2: Base Station Confirms Connection

After receiving a connection request from a subscriber
station, the base station transmits a ranging response which
provides the initial ranging, timing, and power adjustment
information to the subscriber station. VoIP-service-flow
parameters are agreed on, and a basic connection ID is
provided to the subscriber station.
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Loss Impairment Parameters [3]

Fig. 4. (a) R-score versus delay. (b) R-score versus network loss.



5.1.3 Phase 3: Base Station Starts Transmission of

MPDUs

The MSDUs obtained from the MAC-convergence sublayer
are converted to MPDUs. As needed, MSDUs can be either
packed or fragmented to form the desired sized MPDUs.
Since no feedback is received at the start of transmission,
the payload and code sizes agreed upon at the time of
connection establishment are maintained. When feedback is
received, the next awaiting MPDU is formed, depending on
the type of feedback received. On the reception of feedback,
the payload and code sizes are changed. We note that the
increase or decrease in payload and code will depend on
the ratio of the payload and code.

5.2 Packet Restore Probability

If a receiver gets a corrupted packet, it is in no position to
correct the errors. However, if some redundant bits in the
form of FEC are applied before transmission, then there is a
probability that the receiver would be able to detect and
correct the errors. The correction capability of these codes
will depend on the kind and the length of the codes used.
Since this paper does not attempt to propose new coding
techniques, we will just use the simplest of codes, that is,
block codes.

In block codes, M redundancy bits are added to
N information bearing bits (note that these extra bits are
generated using a generator matrix operating on the bits). If
we consider such an MPDU, the resulting bit loss prob-
ability is given by [26]

b ¼
X

MþN

i¼Mþ1

M þN

i

� �

bp
ið1� bpÞ

MþN�i i

M þN
; ð9Þ

where bp is the bit loss probability before decoding and b is
the decoded bit error probability. The restore probability of
such an MPDU with a payload size ofN bits and a code size
of M bits is given by p ¼ ð1� bÞðMþNÞ. We apply three
schemes to manipulate this packet restore probability.

5.2.1 Decrease Payload, with Code Size Fixed

Let b be the resulting bit loss probability after the decoding
of an MPDU with payload size N and code size M. Now, if
we decrease the payload size to N 0 ðN 0 < NÞ while keeping
the code size fixed, then the resulting bit loss probability
after decoding is given by

b0 ¼
X

MþN 0

i¼Mþ1

M þN 0

i

� �

bp
ið1� bpÞ

MþN 0�i i

M þN 0
: ð10Þ

As is evident from coding theory, with a decrease in the
payload size with fixed redundancy codes, the decoded
BER decreases, resulting in b0 < b. As far as the packet
restore probability is concerned, with the modified payload
size N 0, p0 is given by

p0 ¼ ð1� b0ÞðMþN 0Þ: ð11Þ

The ratio of p0 to p is given by

p0

p
¼

ð1� b0ÞðMþN 0Þ

ð1� bÞðMþNÞ

¼
1� b0

1� b

� �ðMþNÞ

�
1

ð1� b0ÞðN�N 0Þ
:

ð12Þ

As b0 < b, ð1� b0Þ > ð1� bÞ. Thus, the first term in

(12) ð1�b0

1�bÞ
ðMþNÞ; , is greater than 1. Again, as ð1� b0Þ < 1,

the second term, 1

ð1�b0ÞðN�N 0 Þ , is also greater than 1. This

establishes that p0

p > 1, resulting in p0 > p.

5.2.2 Increase Code Size with Payload Fixed

Similarly, it can be argued that if the code is increased while
keeping the payload fixed, then the resulting bit loss
probability decreases and the packet restore probability of
MPDUs increases.

5.2.3 Increase Both Payload and Code Size

The third scheme would be to increase both the payload
and the code sizes. As we know, increasing the payload
only will increase the resulting BER, so we must also
increase the code to compensate for the increased payload.

5.3 Enabling the ARQ Mechanism

Although the application of FEC enhances the packet restore
probability, the performance can still be further improved if
the optional ARQ mechanism is enabled. The ARQ mechan-
ism at theWiMaxMAC common part sublayer is enabled by
the exchange of control messages between the transmitter
and the receiver at the time of connection setup. The ARQ
allows feedback to be received at the transmitter side to
understand the ongoing call quality and the channel status.
We enable the ARQ mechanism and make every subscriber
station send feedback in terms of the packet restore
probability, from which the WiMax MAC common part
sublayergets the information if apackethasbeen successfully
received or not. In addition, this feedback gives an estimate
about the channel status.

We apply fast feedback at the MAC layer and use very
small packets to reduce the overhead. The parameters used
in the feedback packets are the CID, the ARQ status
(enabled or disabled), the maximum retransmission limit,
the packet restore probability, and a sequence number. The
sequence number is used to correlate packets with its
response from the base station. If the packet is not correctly
received, that is, the packet restore probability is below a
certain threshold, then a retransmission mechanism is
applied. The main advantage of using the retransmission
scheme is that this lowers the loss impairment, at the
expense of increased delay. For MAC layer retransmissions,
we maintain a buffer for every stream at the transmitting
WiMax base station. This buffer helps in temporarily
storing the packets, unless and until the packets are
correctly restored by the receiver. This, of course, intro-
duces a delay, which we denote by dqueue. Thus, the total
one-way mouth-to-ear delay, as previously given by (4), is
modified as

d ¼ dcodec þ dplayout þ dnetwork þ dqueue: ð13Þ
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To counter this increase in delay, we use aggregation. We
make use of this feature to pack multiple MSDUs into one
MPDU, thus making the optimal MPDU size.

5.4 Optimal MPDU Size

Since packets often get lost or corrupted during transmis-
sion in error-prone wireless channels, the ARQ mechanism
is usually used to identify and possibly recover the missing
frames. In our case, ARQ will play a crucial role in
estimating the channel condition and the fate of the MPDUs
that have been transmitted. As a result, the round-trip time
(RTT) becomes crucial in determining the size of the
MPDUs. We define RTT as the time difference between
the time when the last bit of an MPDU is transmitted and
the time when the acknowledgment of that MPDU is
received. Moreover, we assume a zero time interval
between the transmissions of two consecutive MPDUs, that
is, the last bit of an MPDU and the first bit of the next
MPDU are transmitted back to back.

Let us now show how the RTT affects the size of the
MPDUs. If we assume that t is the time taken to transmit the
MPDU and T is the RTT, then the number of MPDUs
already transmitted before the acknowledgment of the first
MPDU received is given by dT=te. It can be noted that t
depends on the size of the MPDU and, thus, there is a trade-
off between the goodput (information bits/total bits
transmitted) and the delay. If an MPDU is large, then the
transmission time is large but the overhead due to headers
is less, which helps in maintaining a high goodput. If an
MPDU is dropped or corrupted due to a bad channel
condition, the ARQ mechanism will trigger the retransmis-
sion of the large MPDU, which will increase the delay in the
transmission. Moreover, by the time the MAC common part
sublayer receives the feedback, that is, learns about the
channel condition, the transmission of the next MPDU
would have already started. If the bad channel condition
persists, the probability of the subsequent frame being
dropped or corrupted is very high. Thus, there will be more
retransmissions of large MPDUs under the bad channel
condition, resulting in severe degradation of goodput,
compromising the QoS. On the other hand, if the MPDU
size is too small, the transmission time will be less, but the
main disadvantage of having small MPDUs is the low
goodput due to the low payload/overhead ratio. Thus, we
observe that both large and small MPDUs have their
advantages and disadvantages. We propose combining the
advantages of both by dynamically changing the MPDU
size in response to the type of the feedback and allocation of
minislots for VoIP streams to obtain a desired level of
performance. The pseudocode for the adaptive MPDU
construction is presented in Algorithm 1 (n1, m1, m2, n3,
and m3 are implementation-dependent parameters (see
Table 2)):

Algorithm 1: feedback-based adaptive MPDU construction.
Input: feedback classification (Table 2)

For each transmitted MPDU i {

BS receives a feedback from the receiver

IF (feedback type == 1) {

MPDU i is flushed from the BS buffer

Aggregate leading MSDUs in queue to increase the

payload by n1 bytes

Decrease the FEC size by m1 bytes
}

IF (feedback type == 2) {

IF (retransmit count� MAX_Retransmission_Count) {

Retransmit MPDU i

Keep the payload size fixed

Increase the FEC size by m2 bytes

}
ELSE {

Discard MPDU i

}

}

IF (feedback type == 3) {

IF (retransmit count � MAX_Retransmission_Count)

{
Aggregate leading MSDUs in queue to decrease the

payload by n3 bytes

Increase the FEC size by m3 bytes

Retransmit MPDU i

}

ELSE {

Discard MPDU i

}
}

IF (feedback type == 4) {

Stall the transmission for a certain period

}

}

5.5 Dynamic Allocation of Minislots

The users in a WiMax cell are serviced in a TDMA/TDD

manner after their connections are set up. One or multiple

minislots are assigned to every user to service their

requests. More formally, a minislot is defined as a unit of

uplink/downlink bandwidth allocation equivalent to

n physical symbols, where n ¼ 2
m and m is an integer

ranging between 0 and 7. The number of physical symbols

within each frame is a function of the symbol rate. The

symbol rate is selected in order to obtain an integral number

of physical symbols within each frame. For example, with a
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20 Mbps symbol rate, there are 5,000 physical symbols
within a 1 ms frame.

In addition to the already proposed mechanisms, we
propose another key aspect of the dynamic minislot
allocation for not only enhancing the performance of the
VoIP calls but also accommodating more numbers of calls.
For the G.729a codec, a typical VoIP packet is 60 bytes
(40 byte RTP/UDP/IP header and 20 byte payload), which
is fed to the WiMax MAC layer. At the MAC layer, a
minimum overhead is introduced (generic MAC header of
6 bytes for data MPDUs) and FEC codes (depending on the
number of retransmissions of this frame and the codec
efficiency) are appended for error recovery. Thus, transmis-
sion of an MPDU (consisting of a single MSDU) takes about
8-10 �s. On the other hand, the minimum and maximum
minislot duration are 1 physical symbol (0.2 �s) and
128 physical symbols ð� 26 �sÞ, respectively, with a 20Mbps
symbol rate. Thus, the duration of minislot allocated plays a
vital role for VoIP packets. If a single minislot with a
duration of less than the minimum MPDU size is allocated
to a session, then there is no way that the MPDU can be
accommodated in that minislot. Hence, this kind of single
slot allocation cannot be put to effective use. The better
option is to allocate multiple minislots to a single user to
avoid wasting minislots. Now, the question that arises is
how many minislots should be assigned to a single user and
what scheduling policy should be used to reduce the delay
impairment. As each VoIP stream has a delay budget
(177.3 ms), the scheduling policy must consider the delay
that a VoIP stream has already suffered. Therefore, we use a
scheduling policy where the base station looks up its buffers
for respective streams, calculates the delay of the leading
MPDUs in each stream, and assigns the minislots to the
stream that has suffered the highest delay. The number of
minislots assigned is such that the duration of all the
combined minislots is greater than or equal to the MPDU(s)
being transmitted.

6 SIMULATION MODEL AND RESULTS

We conducted simulation experiments to evaluate the
improvements achieved by the proposed techniques.
Evaluations for adaptive and nonadaptive schemes were
done under the same channel conditions for a fair
comparison.

6.1 Channel Model

We assumed a three-state Markov model for the channel.
Three states were used to have more granularities in the
channel conditions. Each state was characterized by a
certain BER: The good state had a BER of 0.01, the medium
state had a BER of 0.07, and the bad state had a BER of 1.0. By
setting appropriate transition probabilities among these
three states, we are able to model different channel
conditions for our simulation.

6.2 Simulation Parameters for VoIP

For our simulation, we assumed that the VoIP streams were
generated by the G.729a codec. Note that we could have
used the specifications of any other voice codec (for
example, G.711 or AMR). However, our intention is to
demonstrate how the MAC features of WiMax can be
exploited for VoIP streams, irrespective of their encoding

techniques. Other simulation parameters are shown in
Table 3.

6.3 Simulation Results for VoIP

In Figs. 5a and 5b, we present the packet restore probability
for both the nonadaptive and adaptive schemes. For this
simulation, we assumed that the channel remains in the
good, medium, and bad states for 30 percent, 50 percent,
and 20 percent of the time, respectively.

In the adaptive scheme, we used both the ARQ and
aggregation schemes. In the nonadaptive scheme, we
disabled the ARQ mechanism. With the adaptive scheme,
the packet restore probability is significantly improved.

In Fig. 6a, we present the R-score for both the adaptive
and nonadaptive schemes without competing traffic. It is
seen that, with the adaptive scheme, there is an improve-
ment of about 40 percent in the R-score, which indicates
that the call quality can be increased in WiMax by using
aggregation and ARQ on top of the MAC common part
sublayer. It can also be noted that, with 2,000 streams, the
R-score is still above 70, whereas, with 1,500 streams, it is
above 73.

In Fig. 6b, we present the MOS for the same adaptive and
nonadaptive schemes without competing traffic. It is
observed that, with the adaptive scheme, the MOS sig-
nificantly increases (above 3.5), indicating the improvement
of the call quality of VoIP streams.

We have also modified our simulation model and
introduced intermittent data sessions which generate
competing traffic for the VoIP streams. The additional plots
with competing traffic are shown in Figs. 7a and 7b. We
observe that, even with intermittent data traffic, the R-score
and MOS for the adaptive scheme produces better results
than with the nonadaptive scheme.

Next, we varied the maximum number of retransmis-
sions from 1 to 3. It can be noted that, even with the allowed
number of retransmissions, a packet might not be restored.
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Fig. 5. (a) Packet restore probability for the nonadaptive scheme. (b) Packet restore probability for the adaptive scheme.

Fig. 6. (a) R-score versus the number of VoIP streams. (b) MOS versus the number of VoIP streams.

Fig. 7. (a) R-score with competing data traffic. (b) MOS with competing data traffic.



In that case, the packet is dropped. With such retransmis-

sion schemes, we study the loss and delay impairment. We

fixed the number of VoIP streams at 1,000 and gradually

increased the channel error rate. Retransmission with

aggregation and retransmission without aggregation are

studied separately.
It is shown in Figs. 8a and 8b that loss impairment ðIeÞ is

hardly affected by the introduction of aggregation. How-

ever, the delay impairment ðIdÞ is greatly reduced by the

introduction of aggregation, as shown in Figs. 9a and 9b

(note the difference in the range of the y-axes in Figs. 9a and

9b). In Figs. 8b and 9b, we find that the loss impairment is

greater with the increase in the channel error rate than the

delay impairment for the retransmission with aggregation.

On the other hand, for the retransmission without aggrega-

tion, the delay impairment is greater than the loss

impairment. This is because the requested minislot(s) are

not fully utilized when packets are retransmitted without

aggregation.

In Figs. 10a and 10b, we present the variation of the

R-score and MOS versus the channel error rate with and
without aggregation. It is evident in Figs. 10a and 10b that

there is an improvement in the R-score and MOS,

particularly when the allowed numbers of retransmissions
are 2 and 3. It is observed that, with the increase in channel

error rates, the rate of decrease is much less for two or three
retransmissions than for just one retransmission. It is also

evident that the retransmission with the aggregation

scheme gives better R-score and MOS values than the
retransmission without aggregation. Thus, it is desirable to

bundle both features (retransmission and aggregation) in
WiMax to improve the call quality in VoIP.

In Figs. 11a and 11b, we show how the R-score is affected

when the number of streams is increased. The channel error

rate is assumed to be 20 percent. As expected, the
retransmission coupled with aggregation yields a better

R-score. In Fig. 11a, the R-score is presented without
aggregation, whereas, in Fig. 11b, the R-score is presented

with aggregation. Aggregation helps in putting multiple
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Fig. 8. (a) Loss impairment without aggregation. (b) Loss impairment with aggregation.

Fig. 9. (a) Delay impairment without aggregation. (b) Delay impairment with aggregation.



packets (MSDUs) in the queue ready to be transmitted. This
introduces a lower delay impairment for the VoIP streams
than without the aggregation feature enabled. Thus, we
show that, with introducing the aggregation scheme, we
can afford greater numbers of VoIP streams without
affecting their call quality.

Moreover, it is seen that, with the retransmission with
the aggregation scheme, the three-retransmission scheme
gives a better performance for low and medium load than
the two and one-retransmission schemes, but the perfor-
mance degrades with an increase in the number of streams.
The reason behind this is that, in a typical cell, the VoIP
streams share the common backhaul bandwidth. With
greater numbers of streams, the bandwidth allocation for
each stream decreases. On the other hand, with an increase
in the number of retransmissions and the number of
streams, there will be more packets in the backlog queue
ready to be transmitted or retransmitted. This eventually
increases the delay for the packets and introduces jitter at

the receiving end, thus increasing the delay impairment. As

the R-score decreases with the increasing delay impairment,

we find that the three-retransmission scheme produces

worse call quality with increasing load.

7 CONCLUSIONS

As new wireless access technologies are being developed,

WiMax is emerging as one of the promising broadband

technologies that can support a variety of real-time services.

Since the extension of VoIP calls over wireless networks is

inevitable, we study the feasibility of supporting VoIP over

WiMax.
We propose a combination of techniques that can be

adopted not only to enhance the performance of VoIP but

also to support greater numbers of VoIP calls. The proposed

schemes make use of the flexible MAC features, in

particular the size of the protocol data units. We enable

the ARQ, use FEC, construct MPDUs by aggregating
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Fig. 10. (a) R-score versus error rate with and without aggregation. (b) MOS versus error rate with and without aggregation.

Fig. 11. (a) R-score versus the number of streams without aggregation. (b) R-score versus the number of streams with aggregation.



multiple MSDUs, and dynamically allocate one or multiple

minislots to every VoIP call. The performance of the VoIP

calls is studied with respect to the R-score. We exploit the

difference in sensitivity of the R-score toward loss and

delay for recovering as many packets as possible, at the cost

of increased delay. Exhaustive simulation experiments

reveal that the feedback-based techniques coupled with

retransmissions, aggregation, and variable-sized MPDUs

increase not only the R-score (and, consequently, the MOS)

but also the number of VoIP streams.
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