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Improving target detection in visual search through the augmenting multi-sensory cues
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The present experiment tested 60 individuals on a multiple screen, visual target detection task. Using a within-participant
design, individuals received no-cue augmentation, an augmenting tactile cue alone, an augmenting auditory cue alone or
both of the latter augmentations in combination. Results showed significant and substantive improvements in performance
such that successful search speed was facilitated by more than 43%, errors of omission were reduced by 86% and errors of
commission were reduced by more than 77% in the combinatorial cueing condition compared with the non-cued control.
These outcomes were not a trade of performance efficiency for associated mental effort because recorded levels of cognitive
workload were also reduced by more than 30% in the multi-cued circumstance compared with the control condition. When
the tactile modality was incorporated it led to the highest gain in performance speed, when the auditory modality was
incorporated, it led to the best levels of performance accuracy. The combined condition rendered the best of each from of
performance increment. Reasons for this outcome pattern are discussed alongside their manifest practical benefits.

Practitioner Summary: This experiment tested 60 individuals on a multiple screen, visual target detection task. Individuals
received no-cue augmentation, tactile cue alone, an augmenting auditory cue alone or both of the latter augmentations in
combination. Results showed significant and substantive improvements in the combinatorial cueing condition compared
with the non-cued control.

Keywords: auditory cueing; tactile cueing; augmented support; target detection; visual search

Introduction

For human beings, with their extensive emphasis on visual information assimilation (see Sivak 1996), searching

environmental displays for critical cues for action is an essential everyday capacity. As such, visual search is a well-

researched and progressively more understood response characteristic (Wolfe, Horowitz, and Kenner 2005). Although

visual search is often satisfactorily achieved, success is not always assured. Indeed, search failure becomes increasingly

more likely when targets to be detected are ambiguous, only marginally above the sensory threshold of observation or

physically masked or obscured in some fashion. In addition, visual search becomes increasingly difficult where a large

number of targets are presented. Detection capacity also degrades across time when there is an imperative to search for

infrequent targets that are embedded in more frequent, non-target distractors. This latter circumstance is a condition that

induces the classic vigilance decrement function (Mackworth 1948; Warm 1984; Hancock 2012). In these typical vigilance

conditions, visual target detection is also significantly diminished by the presence of accompanying sources of stress (see

Hancock and Warm 1989). Failure rate thus increases as the targets to be detected decrease in their sensory and cognitive

conspicuity; however, such degradation is generated.

Failure to detect targets has serious consequences in many practical world activities. The results of such failure are, for

example, evident in the injuries and casualties of daily car accidents, and being particularly relevant to many modern military

endeavours. In contemporary conflicts, for example, it is often the case that enemy combatants are involved in insurgencies that

feature munitions now commonly known under the label of, improvised explosive devices (IEDs). These forms of explosive

device are truly effective when their location and nature can be hidden or masked from a successful visual search. Of course,

these two are just a limited set of exemplars of the tragedies that can follow upon failed visual search. It is the result of these

eminently pragmatic and imperative necessities for success in practical visual searches, together with an increasing theoretical

interest in sensory cue integration (see Spence 2011), which raises the important questions that havemotivated the presentwork.

Rapid advancements in technology have created new avenues and capacities to detect targets of interest. These

opportunities are expressed in different real-world realms ranging from modern vehicles equipped with radar and ultrasonic

sensors embedded in collision avoidance systems to displays derived from satellite detection and the contemporary use of
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unmanned aerial vehicles (Murphy and Bott 1995) as surveillance platforms to support IED detection by ground soldiers.

Similar concepts have been introduced to facilitate domestic first responder’s reactions to natural disasters as well as

dangerous chemical spills and radiation exposures. Of course, they continue to be ever more sophisticated forms of

diagnostic procedures in the medical domain (see e.g. Krupinski 2000), these being only a few relevant instances of

technological assistance to search capacities. Although the persistent problem in all of these searches is to distinguish

targets from non-targets, the proliferation of raw data in all realms constantly threatens to overwhelm the unaided observer.

As a result, distinguishing the methods that aid in visual search is practically a very important pursuit. One especially

promising avenue is through the provision of multi-modal augmenting cues, which can alert and direct the searcher’s visual

attention, especially in visual overload situations (Vitense, Jacko, and Emery 2003). Providing such cues or directions to the

targets or spatial areas of interest obviously help orient the searcher’s attention to the appropriate search region. Orienting

cues also provide some enhancement in the general level of observer arousal, an action that itself may serve to facilitate

detection.

In respect of detection capacities, Posner, Snyder, and Davidson (1980) distinguished between two different aspects of

the attentional system: orienting and detecting. Orienting denotes where, and in what direction in space, attention should be

focused. Detection occurs when there is contact between the attentional system and the signal to be detected (e.g. a crossing

pedestrian, the presence of an IED, a combatant, wounded persons, etc.). From these two different aspects of attention,

Posner et al. (1980) concluded that the efficiency of target detection is directly affected by orienting and therefore, orienting

necessarily either precedes detection or must co-occur in time in order for search to be successful. The preponderance of

existing evidence shows that the use of reliable attention cueing that supports orienting, albeit even though that cue is

somewhat imprecise as to the target’s actual location, results in improved response time relative to a no-cued control

condition (e.g. Fisher et al. 1989; Fisher and Tan 1989; Hofer, Palen, and Possolo 1993; Merlo and Hancock 2011; Sklar and

Sarter 1999; Van Erp et al. 2007). Such basic findings subsequently inform the process of interface design to deal with the

practical problems and issues that we now examine.

While advances in technology have made more information available, as well as providing the capability to present that

information to the user, the modality of such information presentation is still an interface design choice (Sarter 2006). In

many working environments this choice of modality is limited. For example, noisy environments restrict the range of

possible auditory information that can be displayed (see Szalma and Hancock 2011, 2012) and, as we have already noted,

the vast proliferation of visually presented information often makes the addition of yet another visual display simply

impractical. As multi-sensory processors, human operators naturally rely on their differing sensory capacities to integrate

the various features of any individual stimulus, or across a spectrum of different stimuli (Philippi, Van Erp, and Werkhoven

2008). They also use these multiple sources to aid them in the initial process of orientation and the subsequent focus of their

attention in space and time. When a person directs her or his attention towards a particular location, regardless of the

primary modality used in the process of detection, the other modalities are most frequently directed towards that same

location also (Ferris and Sarter 2008). These cross-modal, spatial links allow humans to integrate information from several

different sensory channels, thus aiding them in constructing an overall representation of space (Driver and Spence 1998;

Ernst and Bülthoff 2004). Indeed, more recently, the orientation of attention has been considered as a multi-sensory

construction (Spence and Driver 2004) instead of an over-dominantly visual process (Posner, Nissen, and Klein 1976). That

the orientation of attention is a multi-sensory construction has also been recently confirmed by neurophysiological

investigations (see e.g. Allman and Meredith 2007; Stein and Meredith 1993; Teder-Sälejärvi et al. 2005).

Although the practical advantages of cue augmentation are encouraging, it is still not precisely certain how these

advantages are represented in patterns of neurological response. Initially, we might ask whether it is possible to construct an

account of the outcome patterns only based on reflections of fundamental properties of each of the peripheral receptor

systems. For instance, the known speed advantage of the tactile system may well relate to purely architectural advantage of

tactile stimulation over audition. That is, the auditory information has to proceed through an additional step in terms of

fundamental anatomical requirements and tactile throughput may, as a consequence simply be faster due to these structural

differences. For any associated accuracy effects, one could also postulate a purely structural account also. In typical

experiments, tactile stimulation occurs via single tactors and gains no further resolution from any movement of the head or

body (i.e. experimental tasks in the tactile situations are often data limited in nature), whereas greater spatial acuity can

potentially be gained by head movement during the auditory presentations of the cueing signal; thus, there maybe the

resource-based opportunities for greater resolution. However, behavioral data show that even without such improved

resolution, the tactile directional cues can be perceived with a high accuracy, probably close to 100% (e.g. see Van Erp

2005). In addition, contrasting peripheral characteristics between receptor systems are not able to explain multi-sensory

effects. Taking all this into account makes it implausible that only a simple peripheral-based explanation can account for the

multi-modal effects, that is, without involving central information processing structures. Differences between sensory

modalities are reflected in the architecture of the involved brain areas (see Spence 2011). Apart from the somatosensory
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cortices, we expect that tactile cues will be centrally processed first in the parietal lobe, where the sensory information from

the different modalities is integrated. This is particularly so in the case of our mentioned task, which demands the

determination of both a spatial sense and dynamic navigation; an evident form of complex visuo-spatial processing.

Although multi-sensory in nature, the posterior parietal cortex is often referred to by vision researchers as a part of the

dorsal stream of vision (i.e. spatial vision), which arguably plays a major role in the required sensorimotor transformations

for visually guided actions, in this case, the direction of visual attention and selection (Goodale and Milner 1992).

In contrast, contemporary neurophysiological evidence would indicate that the auditory cue is first processed in the

temporal lobe, which referred to as an element of the ventral stream of vision (i.e. perceptual vision). It is from this stream

that the brain performs the perceptual identification of objects, thus the efficient pathway for quick identification.

As a consequence of the proceeding observations, tactile cues are thought to ‘mediate the required sensorimotor

transformations for visually guided actions’ (Goodale and Milner 1992). The parietal lobe in the case of the tactile cue is

responsible formulti-sensory integration across the bodily senses (e.g. touch to vision), which is a back and forth interaction and

is thus a reason that this cuemay realise a demonstrated speed advantage. This links the tactile cues to the orienting feature of the

attentional system as defined byPosner et al. (1980). In contrast, the auditory cue is in the ‘ventral streamof projections from the

striate cortex to the infero-temporal cortexplaying themajor role in the perceptual identification of objects’ (Goodale andMilner

1992). This links the auditory cues to the detecting feature of the attentional system, which suggests that the auditory cue may

possess a superior propensity for identification accuracy.With respect to multi-sensory integration, the human brain constantly

integrates sensory information into a holistic view of the world (Ernst and Bülthoff 2004). This integration is automatic for both

congruent and incongruent information. However, this integration is not a simple combination of cues across modalities but

includes cross weightings of such cues. Models that describe this cue weighting can be summarised by the notion that the most

reliable cue has the largest influence inminimising the variance in thefinal estimate (e.g. Ernst andBanks2002;VanErp andVan

Veen 2006). In other words, the brain is tuned to seek the optimisation of the best of all sensory facets.

Problematically though, multi-modal stimulation in the real world is not always presented or received in a congruent

spatial and temporal manner. This ambiguity may be resolved by over-reliance on the one single dominant system, which in

humans is often, but not necessarily always, the visual modality (Hancock 2005, 2010; Werkhoven, Van Erp, and Philippi

2009). However, when there is a strong expectation from past experience that real-world multi-sensory information will be

congruent, the benefits should be readily measurable. For example, Glumm, Kehring, and White (2009) conducted a study

using U.S. Army personnel and found that the visual cues, spatial tones and haptic cues significantly reduced the amount of

time for a M1A1 tank gunner to engage an enemy combatant. The study also showed that the visual and auditory cue times to

first shot were equivalent followed by the haptic cues and finally the non-spatial cues. Another study conducted by Van Erp

andVanVeen (2004) took into account haptic processes by testing response time in a driving simulator. Navigation directions

were given via strictly visual, strictly haptic or multi-modal (a combination of both) avenues. They found that the reaction

time was 15% faster when the participant used the multi-modal directions compared with the visual directions alone. Results

for the haptic only condition lay between multi-modal and visual conditions. These findings suggest that response time is

fasterwhenusing haptic cues thanwhile using visual cues, with the combination of the two being even faster. In addition, it put

forward mixed results as to whether tactile or auditory cues are better in assisting response speed in a visual search task. Our

research intends to fill this gap along with a concomitant and detailed analysis of associated response accuracy.

Although most studies have provided evidence that information presented in multiple modalities is effective, Santangelo

and Spence (2007, 1312) have stated that ‘combined auditory and visual cues appear to be somewhat less effective in

capturing people’s attention’ than auditory and visual cues by themselves. Therefore, although benefits ofmulti-modal cueing

have often been advocated, the purported benefits are not without criticism. Furthermore, themanner inwhich, and the degree

to which, auditory and tactile cues facilitate complex visual search have yet to be fully explored, explained and exploited (see

also Oron-Gilad et al. 2007). Although a number of studies have examined the nature of redundancy across different modality

sources (e.g. Calhoun et al. 2004), there have been relatively few studies that have examined redundancy while cues from

multiplemodalities are presented in a coincidentmanner (for an exception seeOskarsson, Eriksson, andCarlander 2012). The

apparent drawback from such multiple presentations would seem to be the costs associated with a degree of sensory

confusion. This would be especially true if the various respective sensory channels communicated information, which was

inconsistent either in the spatial or temporal domains. However, in our previous work, we have been encouraged by the

improvements encountered in bi-modal forms of presentation (Merlo, Duley, and Hancock 2010) and thus the present

extension into the exploration of potential advantages of the tri-modal form of support (see also Oskarsson et al. 2012).

Therefore, the primary purpose of the present work was to examine such cross-modal cueing effects in circumstances

that used direct, meaningful and real-world signals. In these more applied settings, the cross-modal advantage of the

integration of visual, tactile and auditory information, if confirmed, could improve significantly on single modality

communication (Prewett et al. 2012). Such an advantage would be especially evident when any one sensory channel is

overloaded or otherwise degraded by local masking or degrading circumstances. For example, the risk of visual overload in
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car driving perpetuates a significant threat to traffic safety (De Vries, Van Erp, and Kiefer 2009; Hogema et al. 2009), and in

extreme operational conditions, such as combat or firefighting, the capacity to create and retain some form of redundancy

gain is not merely useful, but it may prove critical to the survival (Merlo, Szalma, and Hancock 2007). This pursuit of an

increased communication capacity is important because missed or misinterpreted signals or messages in such situations

often have catastrophic consequences (Reason 2008). From the forgoing, we hypothesised here that there will be an overall

benefit in performance for augmented cueing and further that the elements of that benefit in terms of response speed, and

response accuracy will be differentially affected by the specific mode (tactile vs. auditory) through which the augmented

cue is delivered. In addition, we hypothesised that workload would be reduced with each form of augmenting cue in

accordance with their influence on performance efficiency, thus providing a direct and associative effect in this

experimental circumstance (see Hancock 1996).

Experimental method

Experimental participants

Sixty cadets (10 females and 50 males) who were college freshers enrolled in a general psychology class at the United States

Military Academy (USMA) at West Point, New York participated in the present experimental procedure. These participants

aged from 18 to 22 years and had little or no previous experience in monitoring multiple visual information display systems

and were thus considered naı̈ve or novice performers. Participants received the extra credit points that counted towards their

overall general psychology class grade, participated voluntarily and were treated under the ethical standards rubric of the

American Psychological Association. The experiment was approved by the USMA Human Subjects Use Committee and by

the Human Subject Committee of the University of Central Florida.

Experimental apparatus

The apparatus used in this experiment included three Dell LCD video monitors, three Altec Lansing FX 4021 speakers and a

wearable EAI tactor belt with tactile actuators embedded. These facilities were controlled by a purpose-created, LabView-

based software computer program that synchronised the respective displays and recorded response times and accuracy for

each participant in identifying the target visual stimuli. The centre screen was directly in front of the participant and

approximately 16 inches away from their eyes. Two screens were presented adjacent to the centre screen, one to the left and

one to the right. Each of the three visual displays presented different visual search tasks. All participants were unaware of

the reliability of the cueing automation, which in this experiment was set to 100%. The reason for setting reliability at this

level is that in most practical circumstances even 99% reliability is frequently considered insufficient because it can result in

catastrophic errors. Screen one (to the left) always displayed the text messaging ‘chat room’. The participant’s task was to

monitor this display for the occurrence of all text messages from ‘Bulldog 6’, which were embedded among the other

distractor text messages presented during each trial. Whenever such a message occurred the individual was to click the

‘Acknowledge’ button. Screen two (in the centre) always displayed the view from a driver’s perspective of looking out the

front windshield of a vehicle while driving along a specific route. The task here was to ‘Acknowledge’ the occurrence of a

specific route marker given to them before each trial, which appeared at sporadic intervals. Once the participant was given

a specific route marker, all other routes in the trial then represented non-targets. Screen three (to the right) always displayed

a blue force tracker system, that is a top-down map view displaying symbols for friendly and hostile entities.

An ‘Acknowledge’ response was required each time any symbol dropped onto the map.

The vibrotactile actuators (tactors) in our tactile communication system were model C2, manufactured by Engineering

Acoustics, Inc. These tactors presented 250-Hz sinusoidal vibrations onto the skin through a contactor (diameter 7mm, with

a 1-mm gap separating it from the tactor aluminium housing). Eight tactors were embedded in a belt made of elastic and

high-quality cloth similar to the material used by professional cyclist. When stretched around the torso and fastened, the

wearer has one actuator over the umbilicus and one centred over his or her spine in the back, whereas the rest are equally

distributed around the front. The torso has been found to be a stable and effective reception area and is particularly suited for

cueing direction (Redden et al. 2007). In this experiment only three tactors were used, and these were located on the

umbilicus, on the left, and on the right side of the torso. Tactile cues were single bursts of 250Hz lasting 500ms that

occurred in one of the three corresponding spots on the abdomen as the visual screen that was being cued, that is left, right

and centre. An Altec Lansing FX 4021 sound system with three speakers was used. Audio messages were a single 900-Hz

auditory cue from one speaker at 50 dB lasting 500ms that could emanate from beneath each of the three corresponding

LCD screens. Although the auditory cue matched the target screen with respect to location and direction both, the tactile cue

was directional only but not specifically matched with the visual target location. That is, the used tactile actuators were

located on the torso, and the actuators linked to the left and right screen were at^908 angles and not at^22.58as the visual
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displays. The combined condition represented the presentation of both the auditory and tactile cue together. All cues were

presented simultaneously with the stimulus and were amply above threshold to account for saliency concerns. Figure 1

illustrates the experimental task and environment.

Experimental design

The independent variable in this experiment was type of cueing (i.e. no cueing, tactile cueing alone, auditory cueing alone,

tactile and auditory cueing together) to support visual search for target identification across the three respective screens. All

60 participants completed one scenario in each of the four cueing conditions. The dependent variables were the response

time, accuracy rate, type of task, location of task, experienced cognitive workload as assessed by the NASA-Task Load

Index (TLX; Hart and Staveland 1988) and perceived cue utility as indicated by the participant via a response questionnaire.

There were 15 targets presented in only one scenario, and they were divided such that five targets appeared on each of

the three respective screens. Stimuli were presented at the irregular intervals throughout each individual participant’s series

of trials so that for any single participant there was no identifiable temporal pattern. In the cued conditions, both the tactile

and auditory cues were presented simultaneously with the stimuli. The issue of task difficulty and the potential for

asymmetric transfer effects were addressed in the following manner. First, the scenarios had been previously evaluated to

match for level of difficulty (see Merlo and Hancock 2011) and were counterbalanced across individual participant

presentation. Although the issue of potential transfer cannot be solved algorithmically, there are strategic ways of reducing

its impact on outcome results (Poulton 1982). As a result, in this experiment, our participants were divided into groups of 15

who undertook the sequence of different scenarios in differing test orders. Each of the four groups was assigned a different

sequence of scenario by cueing conditions, and these are specified in Table 1.

Experimental procedure

The experimentwas conducted in a controlled, laboratory environment free of competing noise or vibration. Before beginning

any of the tasks, the participantwas given a short briefing to explain their role inmonitoring three video screens and signed the

informed consentmaterials. Theywere shown precisely how to physically respond by clicking the ‘Acknowledge’ button, via

Figure 1. Experimental task and environment. Shown are three monitors, each with a speaker mounted below, keyboard and mouse.
Also shown are the tactor belt with battery pack and reference sheet illustrating visual targets that appear on screens two (route markers)
and three (blue force tracker symbols) (Colour online).

Table 1. Participant block group. There were 15 participants per group (total N ¼ 60).

Group 1 Scenario 1 (2 ) Scenario 2 (þ) Scenario 3 (þ) (*) Scenario 4 (*)
Group 2 Scenario 2 (þ) (*) Scenario 1 (*) Scenario 4 (2 ) Scenario 3 (þ)
Group 3 Scenario 3 (*) Scenario 4 (þ) (*) Scenario 1 (þ) Scenario 2 (2 )
Group 4 Scenario 4 (þ) Scenario 3 (2 ) Scenario 2 (*) Scenario 1 (þ) (*)

Note: (2), No tactor belt or auditory cueing; (þ ), tactor belt; (*), auditory cueing; (þ) (*), tactor belt and auditory cueing together.
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a mouse click on the respective screen that was displaying each pre-specified target. The participant was informed to respond

as quickly and as accurately as possible. The participant was also shown representative examples of each of the targets such

that they could properly identify each target cue before responding. Finally, the participants were informed as to the nature of

each augmenting cue and how it related to the three visual display screens in front of them. Participants were not made aware

of any potential failure rate of any augmenting cues. However, in the present experiment, for the purposes of ecological

validity, no cue provided incorrect information. On completing the instruction set, participants began the experiment itself.

Each individual test scenario lasted approximately 5min. In general, this task, which resembled actual operation conditions,

can be considered as imposing amedium level of demand on the observing individual. Once a participant had completed each

scenario, they filled out the NASA-TLX specific to that particular scenario and thenmoved to the next scenario. A short break

was taken after the first two scenarios after which the third and fourth scenarios were completed. After the participants

complete testing all four scenarios, they ordered the four cueing conditions regarding their utility for the visual task tested. The

participant was then debriefed, thanked and allowed to depart the experiment.

Experimental results

Objective performance

In the present experiment, the objective performance capacity was assessed through three primary dependent measures.

These were: (1) response time (defined as the latency between the onset of the stimulus and the subsequent depression of

the response button), (2) response omissions (misses) and (3) false alarms (incorrect identifications when signals had

not appeared). A one-way multivariate analysis of variance revealed a significant multivariate main effect of cueing

type, Wilks’ l ¼ 0.666, F(9, 236) ¼ 11.50, p , 0.001. In respect of response time, there was a significant influence of

cueing, F(3, 236) ¼ 36.68, p , 0.001. Here, we found that response time in the non-cued condition was significantly

higher, and thus worse, than the response time in any of the other three conditions (i.e. no cue ¼ 3.41 s, tactile cue ¼ 1.94 s,

auditory cue ¼ 2.12 s and combined cue ¼ 1.93 s). There proved to be no significant difference between the response times

for any of the latter respective cued conditions. However, the mean response time in the combined condition appears to be

very close to that for the tactile only cued response.

Analysis of the misses showed a significant effect of cue format, F(3, 236) ¼ 3.91, p ¼ 0.009. (no cue ¼ 2.33, tactile

cue ¼ 1.67, auditory cue ¼ 0.55 and combined cue ¼ 0.33). Post hoc comparisons of these miss rates using Tukey’s

procedure, distinguished significant differences between the no-cue condition and both the auditory cue condition and the

combined cue condition. No other pairwise comparisons reached such a significant level of distinction. Thus, we can

confirm that the fastest response times were accompanied by the lowest rates of omission (miss) errors and vice versa. For

the false alarm rate, we saw a significant effect of condition, F(3, 236) ¼ 3.27, p ¼ 0.022. Here, we again see that the

highest number of false alarms was in the no-cueing condition ¼ 3.0, followed by the tactile condition ¼ 1.56, the auditory

condition ¼ 0.78 and the combined cueing condition ¼ 0.67. Post hoc analyses using Tukey’s procedure showed that there

were significant differences between the no-cue condition and the combined cueing condition as well as the no-cue

condition and the auditory cue alone. No other pairwise comparisons reached significant levels of difference. The overall

outcomes for reflections of response accuracy exhibit no evidence of a speed-accuracy trade-off.

In addition to these foregoing evaluations, we also examined whether the location and type of task differentially affected

response capacity. In the present experiment, task type and the physical spatial location of the task were necessarily

concatenated; however, we report such effects here in terms of task type. This analysis showed that there was a significant

effect in response time for different task types, F(2, 478) ¼ 27.346, p , 0.001. Post hoc analysis of this outcome served to

confirm that there was a significant difference between all three tasks such that the response time for the text task

(mean ¼ 2.02 s) was significantly faster than that for the driving task (mean ¼ 2.28 s), which in its turn was significantly

faster than that for the blue force tracker task (mean ¼ 2.70 s). This outcome was somewhat counterintuitive because the a

priori expectation was that the difficulty of the text task was the greatest of the three. We might speculate that these

differences reflect a global attention strategy whereby the participant paid their greatest attention to the task of greatest

perceived difficulty (as judged by the experimenters and participants in previous experiments using this search

configuration). However, this would be to invoke a mediational ‘explanation’ when no specific test of that capacity has here

been undertaken, and also we should not forget to emphasise that such task difficulty was also embedded in the right, left

and centre location of each respective task. Suffice it to say that such effects impel us to further empirical exploration.

Subjective ratings

In the present experiment, subjective mental workload was assessed using scores derived from the NASA-TLX (Hart and

Staveland 1988) These values exhibited a significant main effect of cueing condition, i.e. F(3, 236) ¼ 12.64, p , 0.001. For
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the overall TLX score, we see a familiar outcome pattern i.e. no cue ¼ 35.63, tactile cue ¼ 24.62, auditory cue ¼ 23.09 and

the combined cue condition ¼ 21.34. Post hoc analyses of these scores using Tukey’s procedure distinguished the workload

score in the no-cue condition as being significantly higher than all of the cued conditions. No other pairwise comparison

reached significant levels of difference. Such figures indicate a 40.1% reduction in overall global workload score as a result

of the most advantageous cue combination. As may also be observed, the outcome for the global workload scores tended

very much to follow that specifically for response error in this experiment. We also conducted a direct evaluation of the

participants’ responses on each the six subscales, which compose the TLX overall score. The six subscales are mental

demand, temporal demand, effort, frustration, physical demand and own performance. Respectively, with regards to

these six scales, we observed significant effects for four, i.e. mental demand, F(3, 236) ¼ 16.98, p , 0.001; temporal

demand, F(3, 236) ¼ 7.12, p , 0.001; effort, F(3, 236) ¼ 12.92, p , 0.001; frustration, F(3, 236) ¼ 10.39, p , 0.001.

Neither physical demand nor own performance showed any significant variation in respect of cue condition. Pairwise

comparisons confirmed the pattern that has previously been described above for the overall workload perpetuated into each

subscale, that is, the no-cueing condition proved to have significantly higher levels of workload on each subscale as

compared with each of the other cued conditions, which did not differ significantly among themselves. We can thus

conclude from these overall findings that the superior performance, which was evident in the objective forms of assessment,

is not achieved simply by a trade of increased performance capacity for increasing workload but is, in actuality, a case of

performance-workload association (and see Hancock 1996).

Finally, we assessed a user preference. To determine this, we asked the participants to rank order their user

experience in respect of the four different cueing conditions. The results of this ranking showed that the least preferred

condition on a 1–4 (most preferred to least preferred) scale was the no-cue condition (3.55); the next least preferred

condition was the tactile only cue (2.62), and this was very close in rank to the next least preferred condition, which was

the auditory only (2.45). This left the combined cueing condition, using both the auditory and tactile input as by far the

most preferred user condition (1.38). These results confirm that along with strong percentage gains in objective

performance and concomitantly decreased levels of associated mental workload, users also preferred the joint cueing

condition above any other. Thus, performance and workload advantages were not at the expense of the user acceptance.

Overall, these results are highly supportive of combinatorial cueing for increased performance capacity in the visual

search and detection arena in which the present procedure was set. The degree to which such advantages extend to other

realms of performance await further evaluation; however, we suspect such advantages do persist across a wide range of

real-world, operational tasks.

Discussion

What we see in the objective performance pattern is a clearly demonstrable advantage of cue augmentation. Compared with

the no augmentation condition, there are significant and meaningful overall performance gains (see also Fisher et al. 1989;

Merlo and Hancock 2011; Tindall-Ford, Chandler, and Sweller 1997). We see a response speed benefit of cueing which is

largely independent of the precise form of the cue. The mean response time in the combined condition is very close to that

for the tactile-only cued responses. This outcome pattern may suggest a form of horse-race model in which reaction occurs

in response to stimulation from the fastest cued sensory channel, although it must be reiterated that no formal post hoc

differences were evident across any of the respective augmented cueing conditions. At its maximum across the all-cues

condition, such cueing improved response speed by 43%, and it reduces missed signals by 86% and false alarms by 77%.

Each represent important performance gains and thus have very practical impacts on the design of augmented alerting and

warning systems. Also each of the performance measures shows that the advantage in the combined cueing condition

appears to represent the best gain possible from cue presence in either the tactile or audio cue condition alone. Thus, speed

of response is most facilitated by the tactile cue and performance speed in the combined condition is equal to this greatest

tactile response speed value (cf. Santangelo and Spence 2007). For the accuracy measures, the combined condition proves

to be very close to that with the auditory alarm cue alone, see Figure 2. Thus, results confirm a strong advantage in the

objective performance that appears to be modality specific for each dimension of that performance.

In this experimental paradigm, the cueing served to move attention laterally across the three-screen display space. Each

of tactile and auditory cues in our work only presented information to shift visual attention from the body centre laterally to

22.58 left and right. However, this was still enough to obtain substantial performance gains. The way in which these benefits

are derived and the way in which each modality of augmentation contributes to the improvements in speed and in accuracy,

combined with the concomitant effects on mental workload ratings represent a distinct and new pattern of findings.

As noted, response speed was facilitated by all forms of cue in an undifferentiated manner. Initially, this might appear to

be dissimilar to findings from our own previous research (Merlo et al. 2010; Merlo and Hancock 2011) and that of other

groups who have provided definite demonstrations of the speed advantage of tactile cueing (see e.g. Ferris and Sarter 2008;
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Jones and Sarter 2008; Mohebbi, Gray, and Tan 2009; Van Erp et al. 2007). The fact that the current data cannot

unequivocally substantiate the superior response speed with tactile cueing over auditory cueing may be because of our

particular implementation of the different cues in this experiment. Although the auditory cue matched the target screen with

respect to both location and direction, our current tactile cue was directional only but not specifically (i.e. spatially

homeomorphically) matched to visual target location. That is, the used tactile actuators were located on the torso, and the

actuators linked to the left and right screen were at ^908 angles and not at ^22.58 as were the visual displays themselves.

However, despite this particular difference in spatial cue mapping quality, we still see that the tactile cueing is at least as fast

as the auditory cueing. With improved spatial resolution of the tactile cue, the speed advantage noted in our own work and

that of others may then be restored.

Although the majority of cueing research is restricted to effects on response times, here we explicitly examined the

potential trade-off with response accuracy and mental workload in this work. Our results showed that the auditory cues

provided the strongest and most consistent improvements in response accuracy and that response accuracy was not

influenced by the addition of the tactile cue. This distinction was confirmed in the statistical differentiation of these

respective conditions by post hoc analysis. Most significantly, in both theoretical and practical terms, each of these

respective advantages in speed and accuracy are captured to the greatest degree in the combined cueing condition. Thus,

when both augmented cues are added together then the postulated advantage that is derived from the tactile cue in response

speed is preserved as is the advantage for response accuracy experienced from auditory augmentation. With respect to the

objective reflections of performance, we can thus assert that there is no speed-accuracy trade-off present in the augmenting

cue implementation. This means that the practical gains observed are not a result of a strategy change by participating

individuals but are actual objective gains. In addition, the recorded mental workload ratings show a similar pattern to the

performance measures with the highest load ratings in the no-cued condition. This indicates that the performance gains of

cueing do not come at the cost of increased mental workload; a phenomenon not previously establish despite the cues do

serve to add yet more information to the interface and therefore ostensibly increase objective task demand. Finally, the

descriptive survey results demonstrate that along with reducing the effort associated with complex search, the individuals

also preferred this combinatorial cue configuration. Based on these results, we conclude that multi-sensory cues are highly

effective in providing support for complex visual search tasks in improving speed and accuracy of responses, in reducing

mental workload and in increasing user acceptance.
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Figure 2. Objective performance measures showing improvement in speed of response and rates of signal misses and false alarms with
the introduction of tactile, auditory and combined tactile and auditory cueing.
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Conclusions

Multi-sensory audio/tactile cueing improves visual search in terms of speed and accuracy and reduces the amount of mental

workload required. When vision is disrupted by glare, sandstorms, night-time conditions and the like, augmented cues in the

other senses can make up for what can sometimes be critical operational shortfalls (see Jones and Sarter 2008). Indeed, these

benefits of augmented cueing are most likely to emerge in the face of the most disruptive of environments such as

emergency rescue or special operations, which are characterised by high-stress imposition (see Hancock and Warm 1989).

Such cueing can also help in the distribution of excessive task demand, frequently represented in many modern work

systems by the visual overload. This opportunity is supported here by the subjective workload findings, which imply that the

reduction experienced under cueing conditions results in the liberation of additional effort that can be used on other

necessities. The practical benefits do not apply only, or even primarily, in the tested conditions. The combinatorial modality

benefit that was realised may be absolutely essential when each of the discrete sensory channels is masked for various

reasons in the real world. Thus, redundant forms of sensory cue enable the individual to feel when it is too noisy to hear and

so forth (Szalma and Hancock 2011). This notion of redundancy gain is a stalwart principle that has been used by design

professionals across the years. How to maximise this gain through variation of the intensity, saliency and specific

informational content of each form of cue augmentation awaits further exploration, explication and exploitation.
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