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Abstract. The growing amount of multimedia data acquired during
courtroom debates makes information and knowledge management in
judicial domain a real challenge. In this paper we tackle the problem
of summarizing this large amount of multimedia data in order to sup-
port fast navigation of the streams, efficient access to the information
and effective representation of relevant contents needed during the judi-
cial process. In particular, we propose an ontology enhanced multimedia
summarization environment able to derive a synthetic representation of
audio/video contents by a limited loss of meaningful information while
overcoming the information overload problem.

1 Introduction and Motivation

Recent technological advances in multimedia production, storage and distribu-
tion have moved to digitize the traditional analogical archives creating large
digital libraries. This increases the need of tools for content analysis, informa-
tion extraction and retrieval of multimedia objects in their native form in order
to make easier both the access and the management of multimedia archives.
These issues are strongly emphasized into the judicial domain: digital videos
represent a fundamental informative source of events that occur during court-
room proceedings that should be stored, organized and retrieved in short time
and with low cost. To this purpose multimedia summarization techniques, which
analyze several informative sources comprises into a multimedia document with
the aim of extracting a meaningful abstract, can support end users for browsing
the stream, efficiently accessing to important information and effectively repre-
senting relevant contents.

By ananlyzing the state of the art of multimedia summarization, the most
valuable contributions are mainly concerned with three research directions: (1)
internal techniques, which exploit low level features of audio, video and text; (2)
external techniques, which refer to the information typically associated with a
viewing activity and interaction with the user; (3) hybrid techniques, which com-
bine internal and external information. These techniques can be either domain
specific, i.e. focused on typical characteristics of a given domain, or non-domain
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specific, that is focused on generic features associated with a generic context (no
information a priori is known).
The state of the art on multimedia summarization comprises several valuable
contributions belonging to the above mentioned categories. As far as is con-
cerned with the internal techniques the main goal is to analyze low-level features
derived from text, images and audio contents within a multimedia document. In-
teresting example can be found in [1,2,3]. In [1] the summarization of broadcast
news is addressed by automatically transcribing the utterance of the speaker. In
order to identify the most relevant phrases to be included into the summary, the
prior and the generative probability of each sentence is combined for deriving
its relevance. In [2] the scenes containing text in football videos are recognized
using OCR techniques, for then a subsequent identification of key events through
audio and video features. In [3] the identification of important video events is
conceived through saliency models for the audio, video and textual information.
In particular, audio saliency is assessed by quantifying waveform modulations,
video saliency is measured through intensity, color and motion, while the text
saliency is derived from part-of-speech tagging. At the end the saliency informa-
tion are integrated in a single indicator for then deriving, through a bottom-up
summarization algorithm, the final video skim.

In order to reduce the semantic gap between low level features and semantic
concepts, research is moving towards the inclusion of external information that
usually comprise knowledge about user-based information and the context in
which a multimedia document evolves. The most recent investigations are fo-
cused on domain-specific [4] and non-domain specific contexts [5]. In particular,
in [4] Fendri et al. present a video summarization approach able to generate a
soccer video summary responding to the user profile. The summarization ap-
proach is based on semantic classified segments and textual information related
to soccer video annotations. Oh the other side, in [5] Manzato et al. present an
architecture that supports metadata extraction by exploring interaction mecha-
nisms among users and contents. Relevant frames can be therefore distinguished
by exploiting the annotation provided by users.

Although external summarisation techniques benefit by using high-level con-
cepts during the summary generation, the minimization of the human effort is
still a pending issue. An attempt that tries to combine the peculiarities of the
previous approaches is represented by the hybrid techniques. Hybrid summari-
sation approaches combine the advantages provided by internal and external
techniques by analyzing a combination of internal and external information.
Some recent examples of hybrid technique can be found in [6] and [7]. In [6]
Eldib at al. present a soccer video summarization engine, which is based on the
detection of replay shots as interesting events. Video shots are identified through
dominant color and histogram intersection methods. Replay shots are recognized
by inducing a rule-based classifier able to exploit mid-level descriptors, as goal-
mouth and score board. In [7] video and textual information, through image
and text processing techniques, are used for creating a classification model able
to detect the four entities “who, what, where and when” occurring in a digital
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video. All the shots, classified with respect to the four entities, are then grouped
into scenes according to a similarity measure.

As far as is concerned with the judicial debates, there is a very limited ev-
idence about the multimedia summarization approaches [8] and in particular
focused on semantic aspects. One of the main requirements of judicial users re-
lates to the possibility of retrieving and viewing a meaningful representation of
one (or more) debate(s) according to relevant events occurred during the celebra-
tion of the proceedings. This highlights two main requirements: (1) users entail
to explicitly specify their needs through easy queries; (2) users want a system
able to understand and augment their needs for then retrieving and presenting a
limited set of relevant browseable contents. To this purpose we present a summa-
rization environment, grounded both on machine learning and ontological query
expansion techniques, for deriving a semantic-based storyboard of a courtroom
proceedings recording.
The main outline of this paper is the following. In section 2 the key elements for
deriving a semantic-based multimedia summary are presented. In section 3 an
overview of the summarization process is given. In section 4 the core components,
i.e. the ontological query expansion and the hierarchical clustering algorithm, are
described. In section 5 a case study is presented, while in section 6 conclusions
are briefly derived.

2 Multimedia Summarization: The Key Elements

In order to tackle the problem of generating a short and meaningful represen-
tation of a debate that is celebrated within a law courtroom, we propose a
semantics-based multimedia summarization environment. The main objective is
to generate a storyboard of a trial, by taking into account the semantics both
beyond the user query and embedded into the courtroom recordings.
The main information sources exploited for creating a multimedia summary are
represented by:

– automatic speech transcriptions that correspond to what is uttered by the ac-
tors involved into hearings/proceedings. Currently the speech transcriptions
represent the main information source that can be semantically enriched
for then supporting the multimedia summarization process. The automatic
transcriptions are provided by the Automatic Speech Recognition (ASR)
systems [9,10] trained on real judicial data coming from courtrooms. Since it
is impossible to derive a deterministic formula able to create a link between
the acoustic signal of an utterance and the related sequence of associated
words, the ASR systems exploit a probabilistic formulations based on Hid-
den Markov Models [11]. In particular, a combination of two probabilistic
models is used: an acoustic model able to represent phonetics, pronounce
variability, time dynamics (co-utterance), and a language model able to rep-
resent the knowledge about the word sequences;

– automatic audio annotations coming from emotional states recognition. The
affective state of the speakers represents a bit of knowledge embedded into
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courtroom media streams that may be used to enrich the content available
in judicial multimedia libraries. The emotional state annotations are de-
rived through a framework based on a Multi-layer Support Vector Machine
approach [12]. Given a set of sentences uttered by different speakers, a fea-
tures extraction step is firstly performed in order to map the vocal signals
into descriptive attributes (prosodic features, formant frequencies, energy,
Mel Frequency Cepstral Coefficients, etc...). Then, these features are used
to create a classification model able to infer emotional states of unlabelled
speakers. In this work we modelled several affective states, among which
fear, neutral, anger, happy and boredom, for introducing a first element of
semantics associated to the “flat” automatic transcriptions;

– automatic video annotations that correspond to what happens during a de-
bate. A further fundamental information source, for a semantic digital library
into the trial management context, is concerned with the video stream. Rec-
ognizing relevant events that characterize judicial debates has great impact
as well as emotional state identification. Relevant events happening during
debates are “triggered” by meaningful gestures, which emphasize and an-
chor the words of witnesses, highlighting that a relevant concept has been
explained. In order to achieve a reliable localization and tracking of people
involved into the proceedings for then understanding “what is happening”,
the automatic video annotations are derived through a combination of video
processing algorithms. To analyze the motions taking place in a video, and to
track gestures or head movements of given subjects (typically the witnesses),
the optical flow is extracted as the moving points. Then active pixels are sep-
arated from the static ones using a kurtosis-based method and finally through
a wavelet based approach extracting relevant features. At this stage the link
between low level features and a given set of relevant actions is performed
through the induction of Bayesian learner. The semantics extracted through
the approaches described in [13] and [14] consist of changes of witness pos-
ture, new witnesses’ introduction, behavior of the actors, hand gestures and
head movements;

– user generated annotations that correspond to free tags that judicial users
assign to specific portions of the multimedia recordings of a given trial. Ju-
dicial users, i.e. judges, prosecutors and lawyers, usually tag manually some
papers for highlighting and then remembering significant portions of the
debate. This offers the possibility of personalizing contents according to the
user preferences or working routines, providing then a better usability of mul-
timedia contents. The possibility of digitally annotating relevant arguments
discussed during a debate is particularly useful for future consultations and
reasoning processes. For this reason, the user-generated annotations have
been enclosed into the semantic-based summarization environment in or-
der to organize and shortly represents the trials, according to the personal
preferences.

All these information represent hidden knowledge that may be used to enrich
the content available in multimedia digital libraries. The possibility for the end
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user to consult the transcriptions, also by considering the associated semantics,
represents an important achievement that allow them to retrieve an enriched
written sentence instead of a flat one. This achievement radically changes the
consultation process: sentences can assume different meanings according to the
events that are occurring at that time.

3 Multimedia Summarization: Overview of The Process

In this section we present an overview of the summarization process by outlining
the main steps that need to be performed for extracting a semantic storyboard
of recorded judicial debates (see figure 1 for a high-level workflow). In order
to perform the multimedia summarization activity, all the recorded proceedings
need to be represented and stored into a multimedia database that can be con-
sequently searched through a retrieval engine. To this purpose, we represent a
trial by a set of semantic clips that include transcriptions, audio annotations,
video annotations and user generated tags. Each clip is a consecutive portion
of a debate (transcription) in which there is one active speaker, i.e. there ex-
ists a sequence of words uttered by the same speaker without breaking due to
others, enriched with the annotations extracted by audio and video processing
and/or manually provided by the end users. Indeed, a clip compreses a textual
transcription for each speaker period with the corresponding semantic tags.

Having a multimedia database that comprises all the recorded trials by their
semantic clip representation, the summarization process can start by presenting
to the end user a query form for specifying a set of key-words to be used to
retrieve some relevant portions of a given debate (see figure 2). The user query

Fig. 1. Overview of the summarization process
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Fig. 2. Query Form

can include both textual keywords and semantic annotations. In particular, the
query may be composed by: (1) a textual query that will be used to match the
transcription contents and user generated annotations, and (2) metadata that
will be exploited to match the semantic tags provided by the automatic audio
and video annotations.

Once the query has been specified by the end user, the textual part is sub-
mitted to the pre-processing module, which is aimed at reducing the size of
vocabulary through stop words removal and stemming. Then, the reduced tex-
tual query is submitted to the ontological query expansion module for deriving
a set of semantically enriched keywords. The augmented textual part, joint with
the required semantic audio and video annotations, are provided to the search
engine for retrieving those trials that match the required information.

Given the retrieved semantic clip, the next step is aimed at determining an
appropriate representation of contents to be submitted to the clustering com-
ponent that generates the browseable storyboard. To this purpose, we combine
transcriptions, audio annotations, video annotations and user generated tags
by using a vectorial representation of each retrieved semantic clip. A first set
of coordinates are dedicated to the textual information, i.e. transcriptions and
user tags, while a second set are appointed to the metadata, that is audio and
video annotations. In particular the textual information are represented through
TF-ISF coordinates, i.e. each term - belonging either to the speech transcrip-
tion or to the user tags of a retrieved semantic clip - is represented through its
TF-ISF weight [15]. On the other side, the metadata are represented through
binary coordinates that denote the presence or absence of a specific audio/video
annotation associated with the corresponding transcription or user tags.

As far as is concerned the TF-ISF representation, each term is weighted by
considering its frequency into the semantic clip (TF) tuned by its inverse seman-
tic clip frequency (ISF). Before computing the TF-ISF score of each term, the
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vectorial representation is refined. The original query terms specified by the user,
joint with the expanded terms derived through the ontological query expansion,
are used to bring the semantic gap that is still present into the vectorial represen-
tation. The relationships between the textual query terms and the corresponding
ontological augmentation, i.e. synonims and related terms, are exploited for tun-
ing the TF scoring. The extracted synonyms and related terms - which have been
originated starting from the user query and at the same time occur along the
textual information of a given semantic clip - are removed from the vectorial
representation, while their TF are added to the corresponding terms.

Now, having a refined vectorial representation of the semantic clip, the mul-
timedia summarization module may start the extraction of the storyboard. In
particular the refined vectorial representation is sumbitted to a clustering com-
ponent, based on the Induced Bisecting K-means [16], for creating a hierarchical
organization of the semantic clips according to their similarity. The last step
relates to the summarization reconstruction, where the final storyboard is de-
rived from the dichotomic tree structure produced by the Induced Bisecting
K-means algorithm. Given the dichotomic tree, a pruning step is performed
in order to choose only those clusters of semantic clips that satisfy a given
intra-cluster similarity requirements [17]. Finally, only the first frames related
to the representative semantic clip of each cluster are presented to the end
user as pictures that could be clicked to start the corresponding audio-video
portion.

4 Multimedia Summarization: The Core Components

4.1 The Semantic Component: Ontological Query Expansion

In order to enhance the precision and recall of user query, as briefly introduced
in the previous section, a Query Expansion platform has been enclosed in our
multimedia summarization environment.

There are two main approaches to accomplish the Query Expansion task [18]:
probabilistic and ontological. The first is based on statistic data that indicates
the frequency of terms in a collection of supposed relevant documents, or the
frequency of co-occurence of terms. The second is based on knowledge models,
in particular ontologies, in which the method search for the terms that have to
be added to the query.

Although probabilistic query expansion is the dominant approach, it has
shown limits in different fields and tasks: Carpineto et al. [19] highlight how
this approach weights the terms on the basis of their relevance within the text
rather than the real benefits for the user; moreover, it has been pointed out [20]
[21] that probabilistic methods are very influenced by the corpus of documents
and their relevance to the query.

On the contrary, ontological approaches are less developed and studied, but
they virtually have a lot of undiscovered possibilities to semantically improve
queries: being corpus-independent, they are more precise than probabilistic meth-
ods in the text disambiguation within a given domain. Moreover, they are partic-
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ularly suitable to treat short queries. Anyway, as shown in [22] and [23], ontolog-
ical methods have some important drawbacks: ontologies are typically difficult
to create and maintain in order to guarantee the necessary level of precision to
avoid the decrease of performance. The so called query drift (i.e. the choice of
an expansion direction that is out of user scope) phenomenon is more probable
with ontological approaches than probabilistic ones.

The query expansion module is a web service, realized with the JAX-WS 2
(Java API for XML Web Services) technology, which is part of the Java EE 5
platform. The chosen semantic framework is Jena , an open source Java frame-
work for building Semantic Web applications grown out of work with the HP
Semantic Web.

Currently, the adopted ontology is a thesaurus of legal terms, written both in
Italian and in Polish : thesauri are structured vocabularies where relationships
among terms are specified. They can be considered as a subclass of ontologies,
since they represent only a part of the knowledge involved and their power of
expression is limited [24]. Anyway, their main features are compatible with most
of the ontological methods for QE available at the moment.

The ontological query expansion platform has been designed and implemented
to support the execution of the hierarchical clustering algorithm for the retrieval
of audio/video data in the judicial domain. This algorithm is the subject of the
next section: further details about the design and implementation of the QE
platform are out of paper scope and can be found in [25][26].

4.2 The Computational Component: Hierarchical Clustering

The approaches proposed in the literature for hierarchical clustering are charac-
terized by good perfomance in terms of accuracy, but are also affected by high
computational complexity. In order to take advantage of hierarchical approaches,
but at the same time to reduce their time complexity, we introduced into the
summarization system a novel approach based on Induced Bisecting k-Means
[16]. It starts with a single cluster of multimedia clips and works in the following
way:

The distance aij is computed as an averate linear combination of a cosine-
based distance 1 − cosT (mi, mj), for the TF-ISF coordinates concerned with
transcriptions and user tags, and the jaccard distance JdistB(mi, mj), for the
binary coordinates concerned with audio/video annotations. The parameter α
tunes the importance of each component, TF-ISF vs binary, during the distance
computation. The same approach has been exploited for the similarity metric:
its is an average linear combination of the cosine similarity cosT (mi, mj), for
TF-ISF coordinates, and the jaccard similarity JsimB(mi, mj), for the binary
coordinates. Also in this case, the parameter α tunes the importance of each
component, TF-ISF vs binary, during the similarity computation.

At the end of the summarization process, a dichotomic tree of semantic clips is
generated. In order to derive the final storyboard we need to collapse the tree into
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Algorithm 1. Induced Bisecting K-Means
1: Set the Intra Cluster Similarity (ICS) threshold parameter τ
2: Build a distance1 matrix A whose elements aij represents distance between two

semantic clips mi and mj , computed as

aij =
α × (1 − cosT (mi, mj)) + (1 − α) × JdistB(mi, mj)

2
(1)

3: Select, as centroids, the two semantic clips i and j s.t. aij = max
l,m

Alm

4: Find 2 sub-clusters S1 and S2 using the basic k-Means algorithm2

5: Check the ICS of S1 and S2 as2

ICS(Sk) =
1

|Sk|2
∑

mx,my∈Sk

α × (1 − cosT (mi, mj)) + (1 − α) × JdistB(mi, mj)

2

(2)
6: If the ICS value of a cluster is smaller than τ , then reapply the divisive process

to this set, starting form step 3
7: If the ICS value of a cluster is over a given threshold, then stop. 6. The entire

process will finish when there are no sub-clusters to divide.

Fig. 3. Storyboard of a sample judicial debate

“flat” clusters. To this purpose the dichotomic tree is visited in order to find those
nodes (clusters) that respect a given intra-cluster similarity constraints, allowing
us to select the most homogeneous groups of semantic clips. Now, suppose that
the pruning activity after the Induced Bisecting K-means returns C1, C2 and C3
as the resulting clusters containing the semantic clips 1, . . . , 9. The presentation
activity considers the most representative clip of each cluster (centroid) as the
relevant element to be show into the summary, providing then a browseable
storyboard as depicted in figure 3.
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5 An Explicatory Judicial Case Study

5.1 Case Study

In order to understand the entire summarization process with respect to the
judicial domain, we present a case study able to explain the impact that the on-
tological query expansion may have on real judicial multimedia summarization.
As outlined in section 3, the entire process starts when the end user specifies a
set of keywords for retrieving all the relevant debates related to his/her query.
Now suppose that a judge is interested in viewing, through an interface that
makes available the relevant browseable clips, those debates that are concerned
with “white weapon”.

In a traditional summarization system, where no ontological query augmen-
tation is available, only those debates with clips that merely contain the terms
“white weapon” are retrieved for the subsequent steps. Of course, this reduces
the ability of the system to include a larger set of debates that do not explicitly
contains the term “white weapon”, but are stricly related to the corresponding
concept. This means that the retrieval engine, and consequently the storyboard
construction, will not take in consideration all the debates related to “knife”,
“blade” or “stab” (see Fig. 4).

In the proposed system, the multimedia summarization process has a differ-
ent outcome. When the user provides the query “white weapon” the ontological
query expansion component accomplishes its enhancement task by enriching the
query term with the additional related concepts among which “knife”, “blade”
and “stab”. After the retrieval phase, which is driven by the semantically enriched
query terms, a greater set of debates than the ordinary may be available for the
subsequent steps. Now, consider the representation step aimed at creating a suit-
able vectorial representation of the retrieved semantic clips. At this stage we can
exploit the knowledge about the relationships that exist among “white weapon”,
“knife”, “blade” and “stab” for tuning the TF-ISF representation. While in a fool-

Fig. 4. Storyboard construction without QE
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Fig. 5. Storyboard construction with QE

ish system the TF-ISF scoring is computed through a simple frequentist approach,
where “white weapon”, “knife”, “blade” and “stab” belonging to a given seman-
tic clip are considered as independent, in the proposed system their relationships
strongly influence the TF-ISF representation. In particular, as highlighted in Fig.
5, the vectorial representation of the semantic clips is revised according to the
knowledge about the augmented terms: the terms “knife”, “blade” and “stab” of
a given semantic clip are removed and their TF contribute to improve the TF of
the “white weapon” term originally stated by the user. This improvement of TF,
due to the semantic relationships among terms, implies an increasing relative im-
portance that will have impact on the subsequent clustering phase.

5.2 Experimental Investigation

The semantic-based multimedia summarization environment has been validated
by using real trials recorded at the Court of Naples. In particular, the validation
was focused on 4 trials:

– Trial 1, composed of one session of 15 minutes
– Trial 2, composed by one session of 35 minutes
– Trial 3, composed by two sessions: Session One, with a 59 minutes duration,

and Session Two, with a 3h 33min duration.
– Trial 4, composed of two sessions: Session One with a duration of 17 minutes

and Session Two with a duration of 1h 15min.

For each trial, two different types of summarization have been constructed:

– Base summary: a basic summary with no ontological query expansion.
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Fig. 6. Experimental Results

– Ontology summary: a summary created using, together with ASR transcrip-
tions and audio/video annotations, a query for which the Query Expansion
module has been invoked.

In particular, the following queries have been exploited:

– Trial 1: “coroner” and “defendant”
– Trial 2: “verdict” and “slaughter”
– Trial 3: “sequestration” and “preliminary investigation” for Session One;

“ambush” and “gun” for Session Two.
– Trial 4: “homicide” for Session One; “homicide” and “eavesdropping” for

Session Two.

Since the summarization process could be strongly affected by the number and
the quality of the expanded query, only related terms with a relationship weight
greater than 0.7 have been considered. A user opinion investigation has been per-
formed on the produced summary. Each trial has been submitted to five users in
order to discriminate relevant clips from the non-relevant ones. In particular, the
whole collections of clips comprised in the considered trials have been evaluated
and labelled with relevant and non-relevant labels. Starting from the results of
the users opinions the accuracy of the derived summaries has been computed.
A synthetic representation of the user perception of the generated storyboard is
depicted in figure 6. The results show that the ontolgy-driven multimedia sum-
marization approach outperforms the traditional approach. Interesting future
comparisons could be related to Latent Semantic Analysis approaches, where
the semantic gap that could exist among terms detected and managed by the
Singular Value Decomposition technique.

6 Conclusions

In this paper a multimedia summarization environment based on semantic
query expansion has been presented in order to allow judicial actors to browse
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multimedia documents related to judicial proceedings. In particular, by exploit-
ing ontological query expansion and the representation of semantic clips of
debates, the proposed system is able to derive a compressed and meaningful
representation of what happens into a law courtroom. Our work is now focused
on creating a testing environment for a quality assessment of the storyboard in
order to verify the concrete applicability of the approach in Italian and Polish
courtrooms, that is the final aim of the project.
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