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Approaches that are, to our knowledge, novel, are proposed in this paper to improve the accuracy per-
formance of self-mixing interferometry (SMI) for displacement measurement. First, the characteristics
associated with signals observed in SMI systems are studied, based on which a new procedure is proposed
for achieving accurate estimation of the laser phase. The studies also revealed the reasons for the in-
herent errors associated with the existing SMI-based techniques for displacement measurement. Then,
this paper presents a new method for estimating the optical feedback level factor (denoted by C) in real
time. Combining the new algorithms for estimating the laser phase and updating C value, the paper
finally presents a novel technique for displacement measurement with improved accuracy performance
in contrast to existing techniques. The proposed technique is verified by both simulation and experimen-

tal data. © 2011 Optical Society of America
OCIS codes:  120.3180, 280.3420, 140.5960.

1. Introduction

As an emerging sensing technique, self-mixing inter-
ferometry (SMI) has attracted extensive research ef-
fort in the past two decades. Potential applications of
SMI include measurement of various metrological
quantities, such as velocity, vibration, displacement,
and absolute distance [1-4]. In contrast to other in-
terferometric sensing systems, an SMI-based sens-
ing system is characterized by impact structure and
simple implementation. A basic SMI structure con-
sists of a laser diode (LD), a microlens, and a moving
target, which form an external cavity of the LD. With
a small portion of light backscattered or reflected by
the moving target reentering the LD cavity, both the
amplitude and frequency of the LD power are modu-
lated [5]. This modulated LD power is detected as a
self-mixing signal (SMS), which can be used to mea-

sure the abovementioned metrological quantities
associated with the target.

Displacement measurement is one of important
applications of SMI-based sensing. In 1995, Donati
et al. [6] developed a fringe counting method based
on the fact that each fringe on an SMS waveform
corresponds to a half-wavelength shift of a moving
target. The method is simple but only achieves the
resolution of a half-wavelength for displacement
measurement. This sensing scheme has been im-
proved by different methods in terms of measure-
ment accuracy [7-9]. In 1998, Servagent et al. [8]
found that the fringe shape of an SMS is sawtooth-
like under moderate feedback level. Thus, they per-
formed linear interpolation processing on each fringe
of an SMS and achieved a resolution of 15/12 (4 is
the wavelength of the laser used in an SMI). In
2005, Guo et al. [9] proposed a sinusoidal phase mod-
ulating technique by placing an electro-optic modu-
lator on an SMI basic structure. With this setup,
displacement information can be extracted by anal-
yzing the initial phase of an SMS using Fourier



transform. This method can reduce the measure-
ment error to 10nm (1/65). However, this method
is only suitable for the case of weak feedback. In or-
der to achieve higher resolution, a phase unwrapping
approach has become attractive, which tries to estab-
lish a unique mapping from an SMS waveform and
the laser phase, and the later will give an accurate
displacement. In 1997, Merlo and Donati [7] first pro-
posed a phase unwrapping algorithm based on an
SMI sensing model. The reconstruction accuracy of
displacement is on the order of tens of nanometers
(A9/67). However, the reconstruction algorithm in
(7] only works for a weak feedback level. Besides, two
parameters are required by the algorithm in [7],
namely the optical feedback level factor (denoted
() and the linewidth enhancement factor (LEF) a. In
2005 and 2006, Plantier et al. [10] and Bes et al. [11]
presented a new reconstruction algorithm suitable
for moderate feedback level with C > 1. This method
provides a real-time measurement of the C value
using an optimization criterion based on the
instantaneous power of the reconstructed signal dis-
continuities [10]. However, the method is quite time-
consuming [12] and vulnerable to noises. In 2009,
based on the work in [10] and [11], Zabit et al. [13]
proposed an improved algorithm by introducing the
adaptive transition detection method. The method in
{13] can detect all SMS fringes by automatically
converging to the optimal threshold. The improved
algorithm can work for both weak and moderate
feedback levels.

Based on careful investigation of the existing re-
construction algorithms, we found that none of them
is able to perfectly reconstruct displacement from an
SMS due to an inherent measurement error in these
methods. The influence of the error can be seen from
the results presented in Figs. 2 and 3 in [7], Figs. 3
and 8 in [10], and Fig. 9 in [13].

In this paper, we will study the features of the
fringe shape of an SMS in different scenarios, based
on which we will present a novel algorithm that can
accurately extract displacement information from an
SMS. The studies also reveal the reasons for the
abovementioned inherent measurement error asso-
ciated with existing displacement reconstruction
algorithms. The paper is organized as follows. In
Section 2.A, we introduce the basic measurement
principle of an SMI-based sensing system. Then,
the features of an SMS are analyzed in Section 2.B.
In Section 2.C, the improved algorithm is derived
and presented. Details of computer simulations and
experiments are shown in Section 3. Finally, we con-
clude the paper in Section 4.

2. Novel Algorithm for SMi-Based Displacement
Sensing

A. Principle of SMI-Based Displacement Sensing

The SMI-based sensing system has been studied ex-
tensively [14-17]. A widely accepted mathematical
model for describing an SMS is rewritten below:

ho(n) = 4rL(n)/ A, ey

dr(n) = po(n) - Csin|pp(n) + arctan(a)], (2)

g(n) = cos(¢r(n)), ®3)

p(n) =poll +b-g(n)] (4)

The physical meanings of the parameters in the
above model are described in Table 1.

The above model shows that the straightforward
approach to retrieving L(n) from an SMS p(n) is
to follow the procedure p(n) - g(n)— ¢r(n) —
¢o(n) = L(n). Note that g(n) can be obtained by
Eq. (4) from p(n), and L(n) can be obtained from
¢o(n) using Eq. (1). Hence the key part of the proce-
dure is g(n) — ¢p(n) = @o(n), consisting of the
following two steps:

* The first step is to obtain ¢p(n) from g(n).
Based on Eq. (3), this can be carried out by applying
inverse cosine function to g(n), that is, ¢p(n) =
arccoslg(n)]. However, as the value of ¢4(n) is
wrapped within the range of [0,#], an operation
called phase unwrapping must be applied to ¢y (n)
in order to obtain the true phase ¢p(n). When
#%(n) increases to reach =, a step of 2z is added to
the result of unwrapping operation; when ¢ (n) de-
creases to reach 0, a step of 2z should be subtracted
from the result of the unwrapping operation. Ob-
viously, detection of critical points of an SMS
waveform is very important, as it significantly affects
the accuracy for estimation of ¢r(n) and hence the
displacement as well.

¢ The second step is to calculate ¢ (1) from ¢p(n)
using Eq. (2). In order to do this, the two parameters
in Eq. (2), namely, a and C, must be available. Note

Table 1. Meaning of Parameters in Equations (1)-(4)

Parameters Meaning
n Discrete time index
¢oln) Light phase without external
optical feedback
L(n) Distance between the LD facet
and the external target
Ao Emitted laser wavelength without
optical feedback
or(n) Light phase with external optical feedback
C Optical feedback level factor
a Linewidth enhancement factor (LEF)
g(n) Interference function that indicates
the influence of the self-mixing effect
on the emitted intensity
p(n) Laser power emitted by LD
with feedback from external cavity
Po Laser power emitted by the
free running LD
b Modulation index for the laser

intensity (typically & ~ 1073)




5 AN

L(n)

m

o

away from LD

(@)

LA

1

Sl i

300 400 500 600 700

900 1000 1100 1200

1 F lelt inclination segihent P

g(n)

T g T T T

1®
) >y € ®
right inET’fz@gtion sgoment 0 L

300 400 500 600 700 800 900 "\'"LQ.OO 1100 1200
n sy

Photo  }—

Diode I-

(©
away
—>»
Lens Target
Analog Digital
processing processing
unit unit

Fig. 1. SMI-based displacement sensing system and an SMS waveform. (a) Displacement L(n) generated by the moving target; (b) SMS

waveform with C = 3, a = 3; (¢) SMI structure.

that « and C are both fundamental parameters in an
SMI and their measurement has also attracted a sig-
nificant amount of research [16-18]. In general, « is
considered an unchanged parameter for an LD,
which can be measured [16-18]. However, C varies
significantly during the operation of an SMI system,
as reported by the experiment results in [16,18].
Therefore, real-time estimation of C is necessary for
achieving an accurate displacement reconstruction.

B. Characterization of SMI Waveforms

In order to work out a technique for accurate dis-
placement measurement, we studied the charac-
teristics of an SMS associated with an SMI-based
displacement sensing system by means of computer

simulations. In the simulations we assume that the
external target is subject to a simple harmonic vibra-
tion with L(n) = Lo + AL cos(27 +n), where Ly is the
initial distance between the LD surface and the tar-
get, [ is the vibration frequency, and f; is the sam-
pling frequency. Values of these parameters are
chosen as Ly=0.24m, AL = 1.37um, f = 100Hz,
and f, = 51200 Hz. Based on these parameters, we
generated SMS waveforms using the theoretical
model in Eqs. (1)-(4), incorporating various vales
of a and C. Figure 1(b) shows the SMS waveform
for the case where C = 3 and « = 3. We can see that
each individual fringe on the SMS corresponds to a
27 phase change of ¢z (n), which is equivalent to 15/2
displacement of the external target. Also, fringes on
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Fig. 2. Classification of fringe shapes. (a) Displacement waveform L(n); (b) sinusoidal-like fringe (type 1) with C = 0.5, a = 3; (¢) left-
inclined sawtoothlike fringe (type 2) and right-inclined sawtoothlike fringe (type 3) with C = 2, « = 3.
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Fig. 3. Characteristic points on an SMS (C' = 2, a = 1.3).

the SMS are left-inclined when L(n) decreases (the
target moves toward the LD), and they are right-
inclined when L(n) increases (the target moves away
from the LD).

In order to investigate the characteristics of SMS
waveforms, extensive simulations were carried out
using different values of a and C. The results show
that SMS waveforms can be classified into three
types (as shown in Fig. 2), including sinusoidal-like
fringes (type 1), left-inclined sawtoothlike fringes
(type 2), and right-inclined sawtooth fringes (type 3).
Type 1 fringes occur in a weak feedback level where
C < 1 [as shown in Fig. 2(b)]. Types 2 and 3 are ob-
served in moderate or high feedback levels where
C > 1 [as shown in Fig. 2(c)].

Left inclination segment

Let us consider the fringe shape of Type 3 by plot-
ting a segment of Type 3 fringe in Fig. 3. We can see
that there are four characteristic points on the seg-
ment (marked by B, P, V, and J), which describe the
features of an SMS. R is called “reverse point,” as it is
the moment when the target changes its movement
direction. P and V are called the “peak point” and
“valley point,” respectively, denoting the maximum
and minimum points on each fringe. J is referred
to as the “jumping point,” on which an SMS exhibits
a sudden change. Obviously, Type 1 fringes do not
have jumping points. On a Type 2 fringe, the peak
point P and a jumping point J merge together as
the same point. Hence Types 1 and 2 can be consid-
ered special cases of Type 3.

C. Novel Approach

Given the discussion above, we present a novel
algorithm for obtaining an accurate ¢p(n) and
real-time C estimation.

1.

In order to obtain ¢z(n) accurately, an SMS should be
segmented correctly. To this end we use the charac-
teristic points described in Section 2.B. Hence, the
first step is to locate these points from an SMS.

Locating the jumping points J and the re-
verse points R: In order to locate reverse points, we
first differentiate an SMS g(n) [shown in Fig. 4(a)l
and then reshape the differentiated signal to obtain
a pulse train e(n) [shown in Fig. 4(b)], which clearly
indicate the locations of all jumping points oJ.

In order to locate the reverse point R, we use
e(n) to find out a segment of the SMI waveform that

Obtaining Accurate Feedback Phase ¢e(n)
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Fig. 4. Extracting reverse segments from an SMS. (a) SMS with C = 3, a = 3; (b) pulse train e(n}; (¢) extracted reverse segments

of the SMS.



covers point R, and such a segment is marked by R,
as shown in Fig. 4(c). Obviously, the reverse point is
the maximum or minimum point on the segment and
hence can be easily located. Obviously, these reverse
points R also divide the SMS waveform into seg-
ments. Two adjacent segments correspond to a com-
plete object vibration cycle, over which we have two
reverse points, indicating the starting and ending of
the segment, and another reverse point marking the
change from right-inclined fringes to left-inclined
fringes, or vice versa. As shown by Figs. 4(a) and 4(b),
e(n) exhibits negative pulses on the right-inclined
segment and positive pulses on the left-inclined seg-
ment, and hence its value can be used to identify
these two types of segments.

With the above we are able to divide an SMS wave-
form into segments by means of the reverse points.
Each two successive segments (a right-inclined one
followed by a left-inclined one) correspond to a com-
plete target vibration cycle. Without loss of general-
ity, in the following we will consider displacement
reconstruction using a two successive segment SMS.

Locating peak points P and valley points V:
Now we divide the above selected segment into small
pieces, each containing an individual fringe. This can
be done by looking at the jumping points as shown in
Fig. 5 when C > 1. The period structure of the wave-
form also enables us to achieve the same when C < 1.
Over each individual fringe, we can locate the peak

e

Fringe k

left inclination segment
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I

4000

0 1000 2000 3000 5000

Fig. 5. Segmentation of an SMS with C =3, a = 3.

¢r(n) is reconstructed on a fringe-by-fringe basis
over the whole segment. Without loss of generality,
we assume that there are K fringes on each half of
the segment, and we start from the first fringe and
then proceed to the next. We can also assume that
¢r(n) is the same as ¢} (n) for the first fringe period,
and hence unwrapping is not required. ¢r(n) can be
obtained by the following, depending on the different
levels of optical feedback.

Let us consider the case of weak optical feedback
(i.e., C < 1). As the SMS waveform is characterized
by type 1 fringe patterns, only peak (P) and valley
(V) points are observed. Considering the kth fringe
period, we can use the following to recover ¢p(n)
for the right-inclined part of the SMS waveform:

Pp(n) + 27{k - 1),
¢r(n) = { _g)fl':zn) + 27(k - 1),

Pp(n) - 27(K -k + 1),
¢’F(n) = { _1(;%,(77,) - ZH(K -k + 1)»

when v(k)<n <p(k)

when p(k)<n <v(k+1)’ (6)

where £ is the fringe numberand 2 = 1,2, ..., K. For
the left-inclined part, we have the following:

when v(k) <n < p(k)

when p(k)<n <uv(k+1)’ (7)

point and the valley point, which are the highest and
the lowest points, respectively.

Calculation of ¢p(n): With all the characteristic
points (that is, P, V, and /) located on every fringe
segment, we use variables p(k), v(k), and j(k), respec-
tively, to store the locations of P, V, and JJ, where % is
the fringe number index (that is, Ath fringe). Then we
apply the inverse cosine function to the segment of an
SMS obtained above to get a wrapped phase denoted
by ¢%(n), that is:

$p(n) = arccos(g(n)). (5)

where k. =1,2,..., K.

For moderate and strong feedback levels where
C > 1, as shown by Fig. 3, type 2 and 3 fringe pat-
terns are observed, which are left-inclined and right-
inclined, respectively. Let us look at the type 3 part
first. From Fig. 3 we can see that each individual
fringe has two monotonic segments marked by VP
and PJ. In other words, the SMS increases from
point V to point P and then exhibits a short period of
decrease to reach point /. Obviously, ¢r(n) should be
calculated respectively over these two regions using
the inverse cosine operation according to Eq. (3);
that is:
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[ #p(n)+2r(k-1), when v(k)<n <p(k)
¢F(”)—{-¢;(n)+2n(k~1), when p(k) <n <j(k)’

(8)

where k& = 1,2, ..., K. For the left-inclined part (type
2) of the SMS waveform, we use the following:

2. Estimation of Parameter C

Once ¢p(n) is obtained accurately, we can calculate
¢o(n) using Eq. (2). However, parameters a and C
must be available. Although a is generally considered
a constant and its value can be accurately obtained
using the methods in [16-19], C varies significantly
during the operation of an SMI system [16,18], and
real-time estimation of C is necessary for achieving
an accurate displacement reconstruction. If a preset
C different from the true value is used for displace-
ment reconstruction, the reconstruction error can be
significant. In order to look into the influence of C, we
carried out computer simulations using the SMS
waveforms obtained in Section 2.B. Figure 6 shows
the results where the true value of C'is 6 and a preset
value C = 2 is used to reconstruct L(n). The maxi-
mum reconstruction error is 0.3 ym, which is clearly
significant. Unfortunately, none of the existing tech-
niques, such as those described in [10,11,13], esti-
mate C value in real time and incorporate the
estimate for displacement reconstruction.

In order to estimate the value of C, we assume that
the displacement is smooth in nature, in which case,
when an incorrect C value is employed to reconstruct
the displacement, the result L(n) will exhibit fluctua-
tion or discontinuity, which can be employed as a
measure of the deviation of C from the true value.
In order to confirm the effectiveness of such an idea,
we differentiate the reconstructed L(r) and pass the
result D(n) through a high-pass filter, yielding Dy (n),

Pn(n) -2z(K -k + 1),
dr(n) = { pn(n) - 2e(K —k + 1),

when wv(k)<n <p(k)+1

when p(k)+1<n <j(k)’ (9)
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Fig. 7. Displacement reconstruction results and their corresponding fluctuation signals using different C. (a) Displacement reconstruc-

tion result L(n), (b) fluctuation signals Dp(n).



which is referred to as the fluctuation sequence.
Figure 7 shows reconstruction results and the fluc-
tuation signals Dp(n) corresponding to different
values of C. We can see that the closer the C is to
the true value of C, the smaller the magnitude of
Dy (n). Also, for the right-inclined part, Dy(n) is po-
sitive when C is smaller than the true value of C, and
Dr(n) is negative when C is greater than the true
value of C. On the left-inclined part, Dj(n) is positive
when C is greater than the true value of C, and it is
negative when C is smaller than the true value of C.
Hence we can always use the following to evaluate C
in relation to the true value:

S=> Dp(n). (10)

We will determine the true value of C by an itera-
tive procedure. Initially, we assume that C is in the
range [C;, Ciax]; for example, we can choose Cp,y
and Cpi, to be 9.0 and 0.5, respectively, which should
cover all practical situations.

When the range is given, we set the middle value
as the estimate, that is, C = (Cpax + Crmin)/2. Then
we will caleulate ¢o(n), L(n), Dp(n), and S using
the approaches described above. We use a small po-
sitive number, ¢, to test if C is close enough to the true
value. In other words, if |S| < ¢, we consider C the
result of the estimation of the C value. Otherwise,
the range of C will be updated iteratively as follows:

» For right-inclined SMS segments, we replace
Chin by Cif S > ¢, or we replace Cp,, by Cif S < -e.

e For left-inclined SMS segments, we replace
Crax by C if 8 > ¢, or we replace Cp;, by Cif S < —e.
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The above updating process will continue until
IS| < &, and then we take C = (Cpayx + Crin)/2 as
the result of the estimation.

3. Verification of the Proposed Approach

A. Computer Simulations

1. Verification on ¢g(n).

We generate SMS data using the same approach de-
scribed in Section 2.B. In order to test the accuracy of
the ¢p(n) calculation, we generated three segments
of SMSes and their corresponding feedback phase

LRGY ofr_J U L (a)
20
lry VVVV
-1 0
207
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error g (d)
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n

Fig. 10. Reconstruction results under a strong feedback level.
(a) Feedback phase rf;p(n);A (b) simulated SMS with C =35,
a=1.3; (¢) reconstructed ¢p(n); (d) residual error between

¢r(n) and J’F(n)-
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¢r(n) under different feedback levels. Figures 8-10
show the reconstruction results by the proposed re-
construction algorithm. We can see that the recon-
struction error of ¢p(n) is negligible for all the
cases considered. Therefore, we can say the proposed
algorithm is able to accurately obtain ¢p(n).

The above results show that with an accurate C
value, accurate displacement measurement can be
achieved using ¢r(n) obtained by the proposed ap-
proach. Based on this, we are able to look into the
technique presented in [7,10,13] and find out the rea-
son for the errors as shown by the results presented
in Figs. 2 and 3 in [7], Figs. 3 and 8 in [10], and Fig. 9
in [13]. After careful analysis of the reconstructed re-
sults, we believe that the errors come from the mis-
take where points P and J are treated as the same

m

Table 2, C Estimation Results

Actual C Estimated C Error Iteration Steps
0.7 0.6914 0.0086 8
1.5 1.4995 0.0005 9
3 2.9980 0.0020 7
5 4.9961 0.0039 6
8 8.0039 0.0039 6

point in [10]. In order to verify this, we carried out
simulations by treating P and J as the same point,
and Fig. 11 shows the results of the simulation.
L(n) and L(n) represent, respectively, original displa-
cement and reconstructed displacement from an
SMS. We can see that the error associated with L(n)
can be up to 0.5 um, which is significant. Also, the er-
ror in L(n) is similar to the result presented in [10]
(Fig. 8 in [10]). Therefore, we can say that the algo-
rithm in [10] ignored section PJ on an SMS and
hence was not able to obtain accurate ¢y(n) for dis-
placement reconstruction.

2. Verification for C Measurement.

After obtaining the feedback phase ¢r(n) without de-
viation, we use ¢x(n) to estimate C using the method
described in Section 2.C.2. Without loss of generality,
the searching range of C can be set as [0.5,9]. A high-
pass filter with cutoff frequency of 500 Hz is used for
obtaining Dr(n). Table 2 shows the results of the pro-
posed method, where ¢ = 0.0001. We can see that
with fewer than 10 iterations, C can be determined
with accuracy of 98.77%, which is very fast.

It might be argued that the above approach is
based on the assumption of smooth target movement,
and accurate L(n) can be obtained by simply pass-
ing the L(n) obtained with inaccurate C through a
smooth filter. We studied the feasibility of using this
idea, but found that it is not effective. This can been
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Fig. 12. Displacement reconstruction results by using experimental data. (a) Three SMSs under different feedback levels, (b) displace-
ment reconstruction results cooperating real-time C values, (¢) displacement reconstruction results with a preset C (C = 5).



seen by the simulation results in Fig. 6, where the
true value of C is 6 and but C = 2 is used to recon-
struct displacement. The resulting L(n) not only
contains sharp changes and discontinuity, but also
suffers from slow-varying distortion, which cannot
be removed by a simple “deglitching” algorithm or
a smooth filter on L(n).

B. Experiment Verification

The proposed technique has also been verified with
experimental data acquired in our laboratory. The
experimental setup is shown in Fig. 1(c), where
the target is a metal plate that vibrates in a simple
harmonic form by placing it close to a loudspeaker.
The LD used is provided by Thorlabs Company, mod-
el HL7851, which is biased with a dec¢ current of
80 mA and operates at single mode. The temperature
of the LD is maintained at 25°C +-0.1°C by a tem-
perature controller. The driving signal to the loud-
speaker is sinusoidal and kept unchanged through
the whole experimental process.

We acquired a number of SMSes under three dif-
ferent feedback levels and applied the proposed dis-
placement reconstruction algorithm to these SMSes.
The reconstruction results are shown in Fig. 12. The
left column shows three different SMS segments. The
middle column shows the reconstruction results with
real-time estimated C values. For comparison pur-
poses, reconstructed results using a preset C value
(C = 5) are shown in the right column. It is seen that
a smooth displacement always uses the proposed al-
gorithm with real-time C estimation; also, the con-
structed L(n) is proportional to the driving signal.
However, if we use a preset C value to reconstruct
displacement, the reconstructed results [as shown
in Fig. 12(c)] contain fluctuations. Therefore we can
say that the proposed approach is characterized by
improved accuracy performance in contrast to exist-
ing techniques.

4, Conclusion

In this paper, we propose a technique to improve
measurement performance for an SMI-based dis-
placement sensing system. We achieved the improve-
ment by the proposal of a new procedure for
accurately determining the phase signal ¢z(n) from
its wrapped version and a novel method for estimat-
ing the optical feedback parameter C in real time.
We also identified the source of an error inherent
to most existing displacement reconstruction meth-
ods, which is eradicated by the proposed technique.
Both computer simulations and experiment have
been used to verify the proposed algorithm, showing
that displacement information can be accurately
reconstructed.
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