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a b s t r a c t

This study demonstrates the application of an improved Evolutionary optimization Algorithm (EA), titled

Multi-Objective Complex Evolution Global Optimization Method with Principal Component Analysis and

Crowding Distance Operator (MOSPD), for the hydropower reservoir operation of the OrovilleeTher-

malito Complex (OTC) e a crucial head-water resource for the California State Water Project (SWP). In

the OTC's water-hydropower joint management study, the nonlinearity of hydropower generation and

the reservoir's water elevationestorage relationship are explicitly formulated by polynomial function in

order to closely match realistic situations and reduce linearization approximation errors. Comparison

among different curve-fitting methods is conducted to understand the impact of the simplification of

reservoir topography. In the optimization algorithm development, techniques of crowding distance and

principal component analysis are implemented to improve the diversity and convergence of the optimal

solutions towards and along the Pareto optimal set in the objective space. A comparative evaluation

among the new algorithm MOSPD, the original Multi-Objective Complex Evolution Global Optimization

Method (MOCOM), the Multi-Objective Differential Evolution method (MODE), the Multi-Objective Ge-

netic Algorithm (MOGA), the Multi-Objective Simulated Annealing approach (MOSA), and the Multi-

Objective Particle Swarm Optimization scheme (MOPSO) is conducted using the benchmark functions.

The results show that best the MOSPD algorithm demonstrated the best and most consistent perfor-

mance when compared with other algorithms on the test problems. The newly developed algorithm

(MOSPD) is further applied to the OTC reservoir releasing problem during the snow melting season in

1998 (wet year), 2000 (normal year) and 2001 (dry year), in which the more spreading and converged

non-dominated solutions of MOSPD provide decision makers with better operational alternatives for

effectively and efficiently managing the OTC reservoirs in response to the different climates, especially

drought, which has become more and more severe and frequent in California.

© 2014 Elsevier Ltd. All rights reserved.

1. Introduction

In the last few decades, studies in the field of Evolutionary Al-

gorithms (EAs) in water resources have focused mainly on incor-

porating new strategies in development of new algorithms or on

verifying the suitability of a particular algorithm in solving different

kinds of conceptual water-resources management problems (Maier

et al., 2014). Tremendous efforts have been made to develop EAs

with new methodologies, which are inspired by various natural

phenomena, such as foraging behavior of ants (Dorigo et al., 1996)

and bees (Pham et al., 2011) and social behavior of fish colonies

(Kennedy et al., 2001). These innovations lead to a large number of

studies that apply EAs to many fields of water-resources manage-

ment problems (Nicklow et al., 2010), including ground-water

calibration, water treatment and reservoir operation. For reservoir

operation problems in particular, EAs are recognized as good

decision-making support tools because of their multiple advan-

tages. In general, according to Abraham and Jain (2005), there are

many advantages of using EAs because they require little knowl-

edge about the problem being solved, are less susceptible to the

shape or continuity of the Pareto front, are easy to implement,
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robust, and could be implemented in a parallel environment. The

performance of EAs on human-designed test functions with various

mathematical properties, such as discontinuous, non-

differentiable, non-convex, and multimodal (Reddy and Kumar

2006, Reed et al., 2013), have been reported in many studies. The

convenience of using EAs to find the Pareto optimums, and their

effectiveness for highly complex test functions provide some con-

fidence that EAs will also be successful with complex real-world

problems. In addition, EAs have proved to be effective and suit-

able, especially for solving multi-objective problems. In multi-

objective optimization problems, EAs consider all of the objec-

tives simultaneously without any user defined weights to each

objective, and the population-based searching mechanism enables

EAs to generate a set of equally important solutions, termed non-

dominated solutions (Deb, 2001), in a single run instead of per-

forming a series of separate runs (Abraham and Jain, 2005). The

non-dominated solution set forms a Pareto front which is able to

provide decision makers with trade-off information between con-

flicting objectives. These benefits mentioned above allow EAs to

provide decision makers with a reliable set of solutions to real-

world problems, as well as the confidence about the use of these

solutions that are able to consider the often multi-objective nature

of decisionmaking in reservoir operations. Therefore, as Maier et al.

(2014) concluded, EAs have bolstered our ability to solve problems

that are more relevant to real-world systems. Many studies have

applied EAs to realistic reservoir management cases, especially to

reservoir release scheduling and hydropower scheduling problems

(Reddy and Kumar 2006, Reddy and Nagesh Kumar 2007, Afshar

et al., 2007; Chen et al., 2007; Farmani et al., 2005; Chang and

Chang, 2009; Wardlaw and Sharif, 1999; Cheng et al., 2008).

Although EAs have gained much popularity in the field of al-

gorithm development and theoretical application to reservoir op-

erations, there are few reports about the actual uses of EAs on

realistic reservoir-operation problems. As Jones et al. (2002) and

Oliveira and Loucks (1997) concluded, there are few documented

applications in which decision makers actually use EAs. Shepherd

and Ortolano (1996) reported on personal communications with

system operators, stating that they “don't like being told what to

do” and “want to do it in his own way”. Yeh and Becker (1982), Yeh

(1985),Wurbs (1991,1993) summarized that there is a gap between

theoretical development and actual real-world implementation. In

the state-of-the art review of optimal operation of multi-reservoir

systems, Labadie (2004) concluded that one reason for the gap is

that many reservoir operators lack the confidence in simplistic

problem formulation, which purports decision makers to replace

their judgment and prescribe solution strategies. To fill the gap

between theoretical development and realistic problem imple-

mentations, Labadie (2004) and Goulter (1992) suggested more

interactions and involvement of decision makers in the problem

formulation as well as better suitable packaging of the optimization

approaches along with designed problems. U.S. Army corps of en-

gineering (USACE,1990) stated that, among all of the applications of

optimization techniques, the combined use of simulation models

and optimization has been found to be an effective analysis strategy

for reservoir operation problems. Maier et al. (2014) also outlined

the current status and future research challenges and directions in

the development of a fundamental understanding of both real-

world problem and algorithms. These suggestions indicate that

both problem formulation and algorithm development are equally

important to promote the uptakes of EA by decision makers.

In order to enable EAs to be more broadly applied to realistic

water resources problems, this paper will focus on applying an

improved EA to a conceptual reservoir operation model that is built

on realistic objectives and constraints for the head-water supply

region in California. The simplification of reservoir topography

using different methods is analyzed so that the impact of simpli-

fications and assumptions can be better understood.

First, we focus on developing a water-hydropower joint reser-

voir management framework of the OrovilleeThermalito Complex

(OTC) in the California's State Water Project (SWP). We show that,

by explicitly formulating the non-linear relationship between

reservoir storage volume and water elevation, the use of the

optimal polynomial method to fit the reservoir topography is able

to extensively reduce the approximation errors compared to the

traditional piecewise linearization method. The piecewise lineari-

zation method is commonly used to simplify these non-linear

problems in reservoir-system planning and operation models,

such as that in CALSIM (Draper et al., 2004), CALSIMii (Ferreira

et al., 2005) from DWR and HEC-5 from the U.S. Army Corps of

Engineers (USACE, 1998). These models implement piecewise

linearization for its computation efficiency and programming

simplicity. However, Labadie (2004) concluded that the non-linear

challenges in optimal reservoir-system management, especially

with inclusion of hydropower generation as objectives or con-

straints, should be addressed directly by non-linear programming

as well as non-linear optimization techniques. Bay�on et al. (2009)

suggested that linear simplification of the storageeelevation

(SeE) curve can produce serious errors in the optimal solution.

With respect to these concerns, in this paper, we experiment with a

non-linear approach to OTC's problem formulation, in which elec-

trical generation and consumption are formulated as one of the

objectives, while the reservoir topography is approximated with

optimal order polynomial function. Two SeE curve-fittingmethods,

including linear simplification and optimal polynomial are

compared with successive parabolic interpolation (Siddall, 1982;

Kharab and Guenther, 2011), which is a technique for recon-

structing a continuous unimodal function by successively using the

parabola function (polynomials of degree of two) to fit the mea-

surement points. Because the true SeE relationship is unknown, we

assume that the SeE curve generated by successive parabolic

interpolation is the “true” value.

In addition, we present the enhancements made to the Multi-

Objective Shuffled Complex Evolution Global Optimization Algo-

rithm (MOCOM-UA) using crowding distance and principal

component analysis. The MOCOM-UA algorithm (Yapo et al., 1998)

is an extension of the successful single-objective Shuffled Complex

Evolution (SCE-UA) global optimization algorithm (Duan et al.,

1992). It combines the strength of competitive evolution

(Holland, 1975), the Nelder-Mead (simplex) method (Nelder and

Mead, 1965), and Pareto ranking (Goldberg and Holland, 1988).

The MOCOM uses a triangular possibility distribution to assign the

possibilities to the members in the population so that parents that

have better objective function values aremore likely to be chosen to

produce offspring. This strategy is able to generate a fairly uni-

formed non-dominated solution set. Various studies have tested its

usefulness in hydrologic models (Vrugt et al., 2003; Gupta et al.,

1998, 1999; Boyle et al., 2000; Xia et al., 2002; Leplastrier et al.,

2002). However, Gupta et al. (2003) pointed out several weak-

nesses of MOCOM-UA, in which two major issues are its clustering

tendency of non-dominated solutions and premature phenomena

in certain cases. Vrugt et al. (2003) concluded that the failing is due

to its fitness assignment of the Pareto ranking, in which members

having an identical rank are not distinguished when assigning a

selection possibility. The second issue is due primarily to the high

dimensionality of the optimization problem (the so-called “curse of

dimensionality”), which prevents the evolution of the population

from exploiting the entire decision variable space. In response to

these concerns, we introduce two modules into the MOCOM. The

first module revises the selection possibilities of the members with

identical Pareto ranking so that the generated non-dominated

T. Yang et al. / Environmental Modelling & Software 69 (2015) 262e279 263



solutions can form a more uniformed distribution along the Pareto

front. The second module monitors the diversity of the population

during evolution based on principal component analysis, which has

been shown to prevent the population from degenerating.

Finally, the algorithm is applied to the OTC's reservoir-operation

model to generate better operation alternatives than the real

operation in response to the drought climates and other water-

supply conditions as compared to the MOCOM-UA. The generated

non-dominated solutions from MOSPD are able to discover the

limitation of the system, determine the optimal operations strate-

gies, and detail the sensitive days, when reservoir operators are

making decisions on reservoir-release amounts to maximize their

specific objectives (e.g., hydropower generation or storage volume).

Because climate variability and its impacts on regional water

resources is the leading cause for uncertainty in the water-

distribution system, our goal is to provide improved solutions,

based on the reservoir operation's objectives under varying his-

torical climate conditions. The application of MOSPD on OTC's

reservoir operation problem provides valuable guidance for making

improved and enhanced decisions with this climate variability.

Specifically, certain solutions we demonstrate show an increase of

the system's storage volume, which promotes the OTC's capabilities

to prepare certain special operations, such as “water supply loan”

and “water consolidations” strategies (Kelly, 1986), in response to

dry conditions. The other solutions that increase hydropower

generation would be better operational alternatives for wet year

and average year because the extra clean energy from hydro-power

plants supplements the annual energy consumption from the

SWP's water transferring and pumping sectors.

The contribution of this paper focuses on narrowing the gap

between theoretical development and actual real-world imple-

mentation of EAs. In detail, we build a conceptual model based on

the survey of realistic reservoir functionalities, system configura-

tion and the decision maker's goals in operating the OTC's facilities.

AsMaier et al. (2014) summarized, it is important to understand the

impacts of simplifications and assumptions in the way real prob-

lems are represented mathematically. The comparison study of the

different curve-fitting methods helps to quantify the errors intro-

duced by simplifying the physical relationship of reservoir topog-

raphy and its impact on optimal reservoir operation strategies. In

addition, we apply two popular techniques to the original MOCOM

algorithm to promote the effectiveness and accuracy of the

algorithm, as well as to strengthen the EAs capability in solving

realistic problems. Comparison studies among several state-of-art

EAs on human-designed test problems are carried out, and the

application to the OTC's problem is provided for assisting the de-

cision making for OTC.

This paper is organized in six sections. Section 2 explains the

OTC's configuration, current operation, and the explicit formulation

to reduce simulation errors. Section 3 introduces the optimization

algorithm and the two enhancement modules. Verification results

are also included. In Section 4, we implement the new optimization

algorithm into OTC's problem. Section 5 presents the conclusion,

and some limitations and future works are listed in Section 6.

2. Water and hydropower joint management in OTC

2.1. Water and hydropower's sustainability in OTC

The main functionalities of OTC are to supply fresh water and

generate hydro-electricity for the California's SWP. The SWP (Fig. 1)

is the nation's largest state-built water and power development

and conveyance system (DWR, 2013a) operated by the California

Department of Water Resources (DWR), with its main purpose to

store and supply water from the precipitation-concentrated

northern area of to the water-scarce central and southern regions.

Currently, SWP has conveyed an annual average of 3.577 � 109

cubic meters (m3) of water with the potential of providing

5.181 � 109 cubic meters (m3) designated water allocation to its

users. The main concern for the future SWP project lies in its ability

to make efficient water release to meet increasing water demands.

As DWR (1993) projected, a net, statewide water-supply deficit of

4.07�109 to 5.181�109 m3 by 2020 is expected, which implies that

SWP is under a significantly severe burden to supply water under

potential drought condition. Calendar year 2013 closed as the driest

year in recorded history for many areas of California, and current

conditions suggest no change in sight for 2014. On January 31, 2014,

the DWR announced several actions to protect the health and safety

of Californians from the effects of more severe water shortages.

Those actions include lowering the anticipated allocation of water

to customers of the SWP from 5% to zero, whichmarks the first zero

allocation announcement for all customers of the SWP in its 54-

year history. In order to better meet the water shortage and

response to varying water-supply conditions, a more efficient

Fig. 1. SWP and OTC (Courtesy of the California Legislative Analyst's Office and the California DWR).
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operation of SWP's water storage facilities is required so that the

SWP's water supply can be more stable and sustainable.

The OrovilleeThermalito Complex (OTC), which is located in

northern California in the foothill of the Sierra Nevada Mountains,

consists of several reservoirs and hydropower plants in and around

the city of Oroville in Butte County. As the most vital fresh head-

water supply source and power development for SWP, OTC de-

livers about 4.317 � 109 m3 of water at maximum capacity and

generates more than 2.8 billion kilowatt-hours of power annually.

When water is needed in SWP, the OTC releases water into the

Feather River through the Oroville Dam, Thermalito Diversion Dam,

and the Thermalito Afterbay. The released water travels down the

river to where the river converges with the Sacramento River and

continues to be pumped or diverted to southern and central Cali-

fornia for various demands. These processes are carried out by

jointly operating OTC's 10 major facilities: (1) three cascade reser-

voirs: Lake Oroville, the Thermalito Forebay, and the Thermalito

Afterbay; (2) three hydro-electrical powerplants: the Hyatt Pow-

erplant, the Thermalito Diversion Powerplant, and the Thermalito

Pumping-Generating Plant; and (3) five other facilities, including

the Thermalito Diversion Dam, the Lake Oroville Dam, the Feather

River Fish Hatchery, the Fish Barrier Pool, and the Thermalito Power

Canal.

To increase the water's sustainability in OTC, we consider the

accumulated daily-storage volume during one month as the first

objective. This objective indicates the regional “water supply

loaning” availability and capability to consolidate storages in

response to emergent drought conditions. The concept of “water

supply loaning” is a special reservoir operation scheme during

drought conditions. According to Kelly (1986), “water supply

loaning” is recognized as an efficient special reservoir operation

during drought conditions, which temporarily transfers large

amounts of water from one water-supply system to another water-

scarce system in a short period of time (days or weeks) to mitigate

the drought condition. This action requires the loading system to

have sufficient and continuouswater storage so that the transferring

of water does not jeopardize the loading system's engineering

constraints and demand constraints. Historically, the “water supply

loaning” operation has been carried out between SWP and Cal-

ifornia's Central Valley Project (CVP) since August 1977, during

which 9.25 m3 of water has been transferred from the OTC and the

SWP's reservoirs to the San Luis Reservoir to temporarily meet the

CVP irrigation demand. This action is completed in 4 days. During

that time the SWP stores relatively high levels of water storage in its

reservoir system,while the CVP is facing a forecastedwater shortage

caused by the 1976e1977 California droughts. Consolidation of

water storage is another drought-response operation scheme that

merges thewater storage of several reservoirs into one as quickly as

possible to decrease the evaporation, seepage and in-stream losses.

The consolidation of water storage is extended through the Orland

Project, a project within the CVP, during the same period of

1976e1977. A necessity of these two special operations is that water

must to be transferred from the regionwith relativelyhigher storage

volumes in a short period of time (days or weeks) to the regionwith

low storage volumes. Therefore, the accumulated daily storage

volume during a particular month is able to measure the capability

to quickly enable these special operations.

In order to increase OTC's power-supply stability, we set the net

electricity generation during a givenmonth as the second objective.

California's SWP is the largest single electricity user in the state,

accounting for 3% of all electricity consumed statewide (DWR,

2013b). Most of the energy is used to deliver water to the south-

ern California region, where pumping 1 m3 water through the

Tehachapi Mountain consumes about 2.432 kWh electricity.

Annually, about two-thirds of SWP's power comes from its hydro-

electrical plants, and the remainder is supplemented by the coal-

fired Reid Gardner plant in Nevada and power purchases and ex-

change programs (DWR, 2011, 2012, 2013c). Thus, increasing OTC's

total net hydro-power generation could help SWP build its elec-

trical power development towards cleaner and more self-sufficient

levels. More important, from the Governor of California's perspec-

tive, these two objectives fit into the future focus of managing

water and energy. California, along with other places around the

world, has already recognized the strongly connected interaction

between water and energy, termed as water and energy nexus

(DWR, 2013b; CEC, 2005; Cohen et al., 2004, U.S.D.E., 2006,

Wilkinson, 2000).

The two objectives we considered in the OTC complex are based

on the functionalities and the purposes of the reservoirs in the

complex. In other literature, there are significant ways to include

hydropower generation in reservoir operation, such as considering

short-term hydro scheduling, annual production, and trade-offs

with agricultural water uses (Cheng et al., 2014; Hassanzadeh

et al., 2014; Li et al., 2013; Gil et al., 2003) In these ways, hydro-

power generation is either considered as a single objective in

complex reservoir systems or measured by economic value to other

water uses. However, we set the objectives based on the realistic

functionalities of the regional reservoir system. The total storage in

the complex indicates the water supply potential for California's

SWP, while the hydropower generation ensures that the water

released from this complex will be delivered through the whole

California's water distribution system. The two objectives are

essential to the operation of OTC and SWP.

Besides the two major purposes (water supply and power gen-

eration), current operation in OTC has other goals, such as flood

control, temperature control for fish habitat, and water-quality

monitoring. The priorities for these goals vary from month to

month. First, OTC's facilities are operated under flood-control re-

quirements specified by the U.S. Army Corps of Engineers (USACE),

which requires that the OTC's reservoirs to keep a flood-control

space during the peak flood season (October 15eMarch 31). The

required flood-control space varies between 462.55 � 106 and

925.11 � 106 cubic meters, depending on the accumulated precip-

itation parameter prescribed in the flood-control manual (DWR,

2013d). In addition, OTC is required to maintain a specific outlet

temperature for salmon and steelhead trout spawning conditions

during the whole year. A temperature range of plus or minus 4 �F is
allowed (DWR, 2006) only from April through November. More-

over, water-quality standards are designed to meet several water

quality objectives such as salinity, Delta outflow, river flows, and

export limits (DWR, 2006).

2.2. Mathematical formulation

In Fig. 2, the facilities and key infrastructures for the OCT's

reservoir system are presented. In order to mathematically

formulate OTC's reservoir system, the main components are

described separately. Reservoirs, dams and power plants are rep-

resented by node numbers 1e6. Water flows are illustrated by blue

arrows (in the web version), and the interactions between power

facilities and electricity grids are shown with red arrows. OTC has

two major outlets to the Feather River. One is located at the Ther-

malito Diversion Dam, which belongs to the Thermalito Forebay

area, and the other is connected to the Thermalito Afterbay. Other

water flows are upstream inflows and the regulated daily flows,

such as deliveries to nearby cities, power flows, and pumpback

flows. In this system, we consider the Feather River daily releases to

be optimized because of the regulations as mentioned above.

Detailed information for the fixed water flows is listed in the

Appendix (Fig. A1 and Table A1).
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The two main types of constraints that relate to mean sea-level

water elevation are included in Fig. 2 and are the reservoir water-

elevation constraints and the normal static water head con-

straints of power plants (DWR, 2013a). The reservoir water-

elevation constraints are described as the upper and lower

bounds, which represent the reservoirs' physical water capacities

based on the engineering design of the dams. The normal static

head upper and lower bounds ensure the safety operation re-

quirements for the power plant's generator and other components.

The OTC's problem can be expressed as:

Optimizing decision variables Ut in order to

Max

8

>

>

>

<

>

>

>

:

F1¼
X

N

n¼1

X

T

t¼1

St

F2¼
X

M

m¼1

X

T

t¼1
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X
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t

�

$Ht$Dt

(1)

which is subject to:

Stþ1 ¼ St þ It � Ot (2)

Ot ¼ Qt þ Ut þ Et þ Dt (3)

Ht ¼ hupper � hlower ¼ f
�

Supper;t
�

� g
�

Slower;t

�

(4)

St;min � St � St;max (5)

Qt;min � Qt � Qt;max (6)

Dt;min � Dt � Dt;max (7)

Gt;min � Gt � Gt;max (8)

Pt;min � Pt � Pt;max (9)

Ht;min � Ht � Ht;max (10)

for t ¼ 1,2, …, T, n ¼ 1,2, …, N, and m ¼ 1,2,…, M.

In Eqs. (1)e(10), T is the number of days in a month; N is the

number of storage facilities; M is the number of power facilities; St
is the storage at time step t; It is the reservoir inflow at time step t;

Ot is the reservoir outflow which consists of regulated power

discharge term Qt, Feather River release term Ut, evaporation and

other losses Et, and water deliveries to local urban areas Dt at each

time step t; Gt is the power-generation capacity at time step t; Pt is

the pump-back electricity capacity at time step t; h and m are the

electricity generation and pumping efficiency, respectively; Q
0
t is

the regulated pump-back flow; and Ht is the normal static water-

head difference between the upper and lower reservoirs. In Eqs.

(5)e(10), lower bounds (upper bounds) of the constraints are noted

with “min” (“max”) as subscripts.

Note that in Eq. (4), normal static water-head difference is

determined by the upper and lower reservoir water elevation hupper
and hlower, each of which is a function of the reservoir's storage

volume. The relationship between reservoir's storage volume and

elevation is non-linear due to the irregular shape of reservoir

topography. Here, we use function f and g to represent this

relationship.

In Eqs. (1)e(10), there are two crucial non-linear aspects that

could influence decision maker's choice and the optimized solu-

tion. First, according to Eq. (1), the net electricity generation

changes non-linearly with the discharge. The electricity generation

is calculated by the discharge Qt multiplied by the water-level dif-

ference Ht. More discharge generates more hydro-electricity and

also results in less storage volume in a given reservoir. The less

storage volume leads to a lower water level, according to the non-

linear functions f and g. Eventually, the increasing discharge also

decreases the net electricity generation amount. Second, in this

process, reservoir topography functions f and g play an important

role in determining the actual changing value of normal water

static head difference Ht. In the model framework, we choose the

time step to be daily for the mid-range (month or seasonal) optimal

reservoir operation. By using a shorter the time step, such as hourly,

the formulation is more realistic to the dynamic hydropower

generating and pumping mechanics, because the turbine efficiency

curve and other dynamic process are able to be included (Diniz

et al., 2007). However, the hourly operation requires quick open-

ing and closing the releasing vaults or gates, and the failure to

ensure this could cause operation difficulties and quicken the aging

Fig. 2. OTC's configuration.
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of facilities. Moreover, with regard to the optimal reservoir water-

supply objective, the operation on a daily scale is a relatively

good tuning scale for mid-range optimal water-supply planning.

Therefore, we use daily as the time step and follow the similar

manner that used by Li et al. (2013) to estimate hydropower gen-

eration and pumping in cascade reservoir system for long term

operation.

To present the relationship between storage volume and water

elevation, a piece-wise storageeelevation curve is typically used. As

mentioned earlier, Bay�on et al. (2009) argued that linear approxi-

mation of the reservoir storageeelevation (SeE) curve could result

in serious errors in calculating hydro power. Here, we use a non-

linear approach, in which the SeE curves for Oroville Lake, Ther-

malito Forebay, and Thermalito Afterbay are fitted with 8-, 13- and

14-order polynomial functions (Fig. 3(a)e(c)). The orders of fitting

functions are chosen based on error variability between observa-

tions and fitted values. As shown in Fig. 3(d)e(f), with the

increasing polynomial orders, the sum of the squared residual is

decreasing. The polynomial function can generate a near-perfect fit

by increasing the number of orders. However, higher order of

polynomial could result in requirements for more complex

computation and difficulties for optimization algorithm to find

local minimums. Here, we choose the order of fitting function based

on the fact that the sum of squared residual is relatively small, but it

does not decrease dramatically with increasing orders, which are 8,

13, and 14 for the Oroville Lake, the Thermalito Forebay and the

Thermalito Afterbay, respectively. The sample SeE measurements

are retrieved from the SWP construction reports (DWR, 1974) and

the monthly reports published by SWP operations control office.

3. Building an enhanced multi-objective optimization

algorithm

In this section, we improve aMulti-Objective Complex Evolution

(MOCOM-UA) global-optimizationmethod by introducing two new

modules in order to enhance the diversity and convergence per-

formance of the non-dominated solutions.

Fig. 3. (a) Storageeelevation curve of Lake Oroville; (b) Storageeelevation curve of Thermalito Forebay including power canal and pool; (c) Storageeelevation curve of Thermalito

Afterbay. Sum of squared residuals for (d) Lake Oroville, (e) Thermalito Forebay including power canal and pool, and (f) Thermalito Afterbay.
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3.1. Diversity and convergence

Diversity and convergence (Deb, 2001) are the two major con-

cerns to evaluate whether a set of non-dominated solutions is

beyond another set. The diversity refers to the non-dominated

solutions set's coverage along the Pareto front. And the conver-

gence measures the non-dominated solutions set's closeness to-

wards the Pareto front. The ideal case is when the non-dominated

solutions are identical (i.e., exact overlap) to the global Pareto front.

A solution set with more diverse members is preferred by de-

cision makers than the one in which its members are relatively

similar. The diversity of the operation alternatives is able to give

decision makers various options in response to the changing

climate conditions. In dry conditions, various operation alternatives

could help decision makers to revise their operations to conserve

certain amounts of reservoir storage for future water supply. In wet

scenario, diversified solutions are able to provide decision makers

with efficiently water releasing strategies for maximizing other

non-water-supply objectives, such as hydropower generation.

Equally important, convergence of a non-dominated solution set

helps decision makers understand the limitations of the system as

well as the range of potential benefits. A non-dominated solution

set which fails to approach the higher values of objective function

values is not likely to be used by decision makers. In the decision

makers' perspectives, greater benefits can be gained by using a

more converged non-dominated solution set. In dry scenarios, the

failure to reach a converged solution, which maximizes the sus-

tainable water supply, means the water is not used efficiently in

response to potential drought. In addition, the solution that is

closer to the global Pareto front could provide greater benefit for

both water and power supply in wet scenarios, when the supply is

not as critical as in drought conditions.

3.2. MOSPD algorithm

To address these issues, we update the MOCOM algorithm (Yapo

et al., 1998) with two enhancement techniques, and entitle the new

version Multi-Objective Shuffled Complex Evolution with Principal

Component Analysis and Crowding Distance Operator (MOSPD).

We add two distinct modules to the original MOCOM algorithm

(Fig. 4). The first module is called the “possibility-adjustment”

module (Fig. 5) while the second is called the “dimension moni-

toring and restoring” module (Fig. 6).

The general steps of MOCOM can be summarized as follows

according to the flowchart in Fig. 4: (1) a total of m � p points are

randomly sampled in the parameter space to form the initial pop-

ulation, where m is the number of complexes and p is the total

number of individuals in a complex; (2) the functions are evaluated

for each individual; (3) the entire population is shuffled and split

intom groups (complexes). In each of the groups (complexes), the p

individuals form the sub-population; (4) the Pareto ranks

(Goldberg and Holland, 1988) are calculated for the entire

Fig. 4. Flowchart of the MOCOM algorithm with enhancement modules (gray-dashed

boxes). Fig. 5. Possibility-adjustment module.
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population; (5) a triangular possibility function is used to assign a

selection possibility to each individual according to its Pareto

ranks; (6) a simplex is constructed by selecting nþ 1 individuals

according to the possibility distribution of the sub-population

derived from the previous step; (7) the Nelder-mead evolution

strategy (Nelder and Mead, 1965) is implemented to obtain a new

individual, and the population is updated; (8) the steps from (3) to

(7) are repeated until the maximum of the Pareto ranks in step (4)

becomes 1, which means the individuals in the population are all

non-dominated in relation to each other.

The details of the “possibility-adjustment”module are exhibited

in Fig. 5. As Figs. 4 and 5 show, this module is embedded in themain

routine of the MOCOM. The steps for this module can be summa-

rized as follow: (1) the individuals with a Pareto rank of 1 are

selected and stored in a temporary set. For better illustration, the

total number of individuals in this temporary set is t; (2) the

crowding distance vector D(d1, d2,…, dt) is calculated according to

the Euler distance between an individual and its neighbors in the

objective function space (Deb, 2001); (3) the selection possibility of

each individual in this temporary set is calculated as

Pl ¼ Dl

,

X

t

l¼1

Dl$

X

t

i¼1

Pi; l ¼ 1;2;…t: ; (11)

where the Pi is the selection possibility from the main routine that

is calculated using the triangular possibility density function; (4)

the selection possibility is updated from Pi to Pl for the individuals

in the temporary set; (5) the process in steps (2)e(4) is repeated for

the individuals with Pareto ranks that equal to 2, 3 … and so on,

until the maximum Pareto rank is reached.

This module is intended to ensure that the members with the

same Pareto ranking are put into the same group as well as their

selection possibilities. In each group, the crowding distance (Deb,

2001) is calculated for all members according to the distance be-

tween two of the closest neighboring members. The crowding

distance technique has been successfully tested and applied as an

enhancement to evolutionary algorithms (Reddy and Nagesh

Kumar 2007, Azadnia and Zahraie, 2010). A detailed example of

the crowding distance calculation is in the Appendix (Fig. A2 and

Table A2). Then, a new selection possibility for each member in this

group is computed, which equals the total selection possibility,

which is assigned by the main routine of MOCOM multiplied by a

distance coefficient. The distance coefficient is calculated as each

member's crowding distance divided by the total crowding dis-

tance of all members in this group. The new selection possibility

replaces the original one for each member in this group. This

adjustment is looped from the group with the lowest Pareto

ranking to the one with the highest Pareto ranking until all mem-

bers in the population are assigned with a new selection possibility.

Different from the MOCOM, in this new strategy, members with

identical Pareto rankings are assigned different possibilities, with

the criterion that a member which locates remotely from its

neighboring members is more likely to be selected than those

closely clustered in a limited objective space.

The second module, “dimension monitoring and restoring”, is

shown in Fig. 6. The aim of this module is to capture and restore the

lost dimension during evolution. The module uses the Principal

Component Analysis (PCA), which was invented by Pearson (1901)

and further developed by Hotelling (1933, 1936). The PCA is a sta-

tistical procedure that transforms a given dataset into an orthog-

onal coordinate system, in which the first coordinatee termed first

principal component of PC has the largest variance of the projection

from the data set and other coordinates have smaller values of

variances in descending order. Sometime the lower-ranked PCs

have negligible variance, which means that the data set has a

dimensionality reduction. In the MOSPD algorithm, once a lost

dimension is discovered by PCA, a new point is sampled along the

corresponding PC, and the member that results in the dimension

lost is replaced with this new point. The lost dimension here is

defined as a dimension has an eigenvalue less than 1% of the

summation of all eigenvalues of the covariancematrix. This module

can be generalized in terms of two steps. The first step is to check

the dimensionality of the space spanned by all individuals in the

population using the following procedures:

(a) Let C ¼ ½cij� ¼ ½x1…xmp� be the matrix with the coordinates

of each point as its columns. Then, C has dimensions of

n � (m� p), where, xi; i ¼ 1;2…mp are the points in the

population, n is the dimensionality of the problem, m is the

number of complexes, and p is the number of individuals in a

complex, as mentioned above;

(b) Transform the original coordinate system to a normalized

coordinate system by centering and normalizing each row of

C and obtain C0 ¼ ½c0ij�, where c0ij ¼ ðcij � ciÞ=
ffiffiffiffi

vi
p

, where ci and

vi are the mean and variance of the ith row of C, respectively.

Fig. 6. Dimension monitoring and restoring module.
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Fig. 7. Test results of MODE, MOGA, MOSA, MOPSO, MOSPD, and MOCOM.
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Fig. 8. Evolution process of MOCOM and MOSPD on the SCH function (a) and (b), the POL function (c) and (d), the FON function (e) and (f), and the KUR function (g) and (h).
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Fig. 9. Evolution process of MOCOM and MOSPD on ZDT1 function (a) and (b), ZDT2 function (c) and (d), ZDT3 function (e) and (f), and ZDT4 function (g) and (h).
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(c) Calculate the covariance matrix of C' and denote it as R.

Obtain the eigenvector and eigenvalues of R. Each eigen-

vector is a principal component (PC) of the population, and

its corresponding eigenvalue measures the variance of the

individuals along the direction of that PC.

(d) If the variance along one PC is too small, it means the in-

dividuals are not spanning well over that direction, and we

define it as a lost dimension. Mathematically, a threshold of

1% of the total variance as a lost dimension is used to mea-

sure whether a variance is too small.

Once a lost dimension is detected, the second step is to restore

the lost dimension by randomly sampling a new point along the PC:

(a) Sample a point from the side of centroid of C' along the PC:

x0 ¼ c0 þ arl (12)

where c0 is the centroid of C
0
, a is random number from a normal

distribution with mean ¼ 2 and variance ¼ 1, r is the radius of the

entire population in C
0
, and l is the unit vector along the PC.

(b) Transform x0 back to the original coordinates and evaluate

the objective function. Then, update the population and

terminate the module.

This method has already proved efficient and effective in solving

population degeneration problem in high-dimension, single-

objective optimization problems (Chu et al., 2010, 2011) and

reducing the number of objectives in multi-objective optimization

problems (Giuliani et al., 2014). However, the implementation of

this method in the MOCOM algorithm is rarely reported.

3.3. Comparison study

To demonstrate the superior performance of the newly devel-

oped MOSPD, a comparison study was carried out, including the

multi-objective differential evolution method (MODE) (Babu and

Jehan, 2003; Babu et al., 2005), the multi-objective genetic algo-

rithm (MOGA) (Murata and Ishibuchi, 1995), the multi-objective

simulated annealing approach (MOSA) (Ulungu et al., 1999), the

multi-objective particle swarm optimization (MOPSO) (Coello

Coello and Lechuga, 2002; Coello Coello et al., 2004), the newly

developed MOSPD, and the original MOCOM over eight multi-

objective test functions, which are recognized as benchmark

functions in past studies. From Veldhuizen and Lamont (2000), we

choose the SCH function (Schaffer, 1984), the POL function (Poloni

et al., 2000), the FON function (Fonseca and Fleming, 1993), the

KUR function (Kursawe, 1991). From Zitzler and Thiele (1999) and

Zitzler et al. (2000), we choose the ZDT1, ZDT2, ZDT3 and ZDT4

function.

3.3.1. Population size

The population sizes for the selected algorithms are identical for

each test function. For SCH, POL, and FON, the population size is set

to 16, while for KUR, ZDT1, ZDT2, ZDT3, and ZDT4, a population size

of 124 is used. The results, along with simulated global Pareto front

are shown in Fig. 7. For MOSPD and MOCOM, the population at

selected number of function evaluation during the evolution is

shown in Fig. 8. Detailed information on these benchmark func-

tions is included in the Appendix (Table A4). Note that it is possible

that algorithm performance could vary as the population size

changes; nevertheless, we use an identical population size for each

algorithm in order to conduct a fair comparison. Detailed popula-

tion sizes for each test problem can be found in the Appendix

Table A4, last column.

3.3.2. Other settings

The key settings for each algorithm are listed below: For the

MODE, the crossover constant is set to 0.9 and the scalar factor is

0.45; For the MOGA, the crossover probability is 0.5, and the mu-

tation probability is 0.1; For MOSA, the cooling factor is set to 0.87;

reheating temperature is set to 5. For the MOPSO, the cognitive

learning factor is 2, the social learning factor is 2, the movement

velocity is 0.5, the inertial constant is 0.5, and the maximum

number of individuals in each particle is set to 5. All test runs are set

a maximum of 50,000 function evaluations.

To evaluate the performance of a multi-objective optimization

algorithm, Deb (2001) suggested at least two metrics should be

used. One metric measures how close is the non-dominated solu-

tion set towards the global Pareto front, and the other evaluates the

spreading extent of the non-dominated solution set along the

global Pareto front. Here we choose diversity metric D and gener-

ational distance (GD), which are well-established performance-

measurement indices from Zitzler and Thiele (1999, 1998) and Deb

(2001). The formula to calculate D and GD and are listed in the

Appendix in Eqs. (A1) and (A2).

The range of GD is greater or equal to zero, and D lies within the

range of [0, 1]. A smaller value of GD indicates that the non-

dominated solutions have better convergence towards the global

Pareto front. Similarly, when the D value is closer to zero, a more

diverse spread of the non-dominated solutions along the global

Pareto front is denoted. We calculate these twometrics to show the

difference between theMOSPD and the original MOCOM algorithm.

Tables 1 and 2 list the spreadmetric D and GD values for each of the

algorithms on the six test problems.

According to the test results, MOSPD shows better capability of

expanding non-dominated solutions along the Pareto front. Ac-

cording toTable 1, for low-dimension problems (SCH, POL, FON, and

KUR), in which the number of decision variable ranges from 1 to 3,

MOSPD demonstrates a comparable D value compared to the other

four algorithms (MODE, MOGA, MOSA and MOPSO), while it

consistently shows a better D value on all of the higher dimension

problems (ZDT1-4 with 10e30 decision variables). Note that for all

tests, MOSPD has a smaller D value when compared to MOCOM.

Based on the result of limited sensitivity test shown in this study,

MOSPD has exhibited superior performance over MOCOM in all

cases and better diversity measurements over the other four al-

gorithms, especially for high dimension problems. In some of the

test functions (Fig. 7(d)e(g)), the non-dominated solutions with

MOCOM tend to cluster in a fairly small region in the objective

space, while the solutions with MOSPD have a likely uniformed

spread. As Table 2 shows, excluding the SCH and KUR cases, the

smaller values of GD indicate that the MOSPD algorithm is also able

to generate more converged non-dominated solutions than those

generated from other algorithms. However, the GD values for SCH

and KUR with MOSPD are still very competitive when compared to

Table 1

Diversity metric D for MODE, MOGA, MOSA, MOSPD, MOCOM and MOSPD on the

test functions.

Function Algorithm

MODE MOGA MOSA MOPSO MOCOM MOSPD

SCH 0.1445 0.3151 0.157 0.5023 0.2228 0.129

POL 0.0333 0.2241 0.0487 0.1313 0.3071 0.2061

FON 0.2203 0.2374 0.1036 0.038 0.2637 0.1533

KUR 0.0869 0.0418 0.0465 0.0405 0.6403 0.0456

ZDT1 0.5842 0.5835 0.5769 0.6656 0.7708 0.2344

ZDT2 0.6147 0.7265 0.7562 0.8508 0.8364 0.3484

ZDT3 0.509 0.519 0.5281 0.643 0.7832 0.126

ZDT4 0.5339 0.5624 0.7555 0.6061 0.6552 0.3293
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others. For the functions POL, ZDT1, ZDT2, and ZDT4 (Fig. 7(b),

(e),(f), and (h)), MODE, MOGA, MOSA, MOPSO, and MOCOM fail

to discover the global Pareto front in the objective function space

and the search stops at a local optimal with higher values for both

of the objectives. In contrast, the MOSPD is able to escape from the

local attractions and reach the objective function values that are

very close to the global optimums.

When compared with the MOCOM and MOSPD evolution pro-

cesses (Figs. 8 and 9), MOCOM fails to maintain the population

diversity during the evolution (Figs. 8(g), 9(a) and (c), (e), and (g)).

Although MOCOM converges more quickly toward lower objective

function values for some cases during the evolution (Fig. 9(a) and

(c)), and the expansion of the population is poor. For most of the

cases, the population evolution of MOCOM eventually stops with

higher objective function values due to the large local minimum

attraction, while the population evolution of MOSPD in the same

tests (Figs. 8(h), 9(b) and (d), (f), and (h)), are likely to maintain the

population diversity, and the final population is able to reach a

more expanded location with lower objective function values.

The improved performance of MOSPD is due to the two newly

introduced modules. In the original MOCOM, the evolution process

is guaranteed to be competitive based on the selection criteria that

the possibility that “better” parents contribute to the generation of

offspring is higher than that of “worse” parents. However, this

strategy does not guarantee that the offspring can uniformly locate

along a certain Pareto front. In MOCOM, according to the identical

Pareto ranking, the parents, which can contribute to generating an

offspring with a better location that is towards a sparse sur-

rounding area, are equally treated as the parents that are only able

to produce the offspring with a worse location. The new strategy

used in MOSPD remedies the equal treatment criteria by adjusting

the selection possibility using the crowding distance measurement.

The crowding distance-based possibility selection strategy ensures

that the parents that produce offspring with a better location are

assigned with a higher chance to be selected. This is a more robust

strategy because more diversified offspring help to form the final

non-dominated solutions towards a uniform distribution along the

global Pareto front. Similarly, for some of the cases (Fig. 8(d)e(f)),

the original MOCOM cannot escape the local attractions due to the

fact that the decision variables in certain dimensions happen to be

the same or very close values, which causes the population to lose

the ability to continue searching decision variable space in this

dimension. Eventually, the members with lost dimensions will be

stuck at the local Pareto optimal with higher values on both ob-

jectives than the global Pareto optimal. MOSPD overcomes this

problem by repeatedly restoring the lost dimensions and preser-

ving the population's vitality of searching larger parameter spaces.

The newly developed MOSPD algorithm combines (1) the

strengths of the MOCOM algorithm (Yapo et al., 1998); (2) the

concept of the crowding distance-based offspring selection prob-

ability strategy (Deb, 2001); and (3) the tool of PCA (Hotelling,1933,

1936) that restores and maintains the population diversity during

searching. According to the test results, MOSPD is a more efficient

and effective algorithm over MOCOM regarding convergence and

diversity of the non-dominated solutions. The improved algorithm

(MOSPD) theoretically is able to provide more diversified and ac-

curate alternatives as a better decision-making tool on the OTC's

reservoir daily release-operation problem.

4. Application

In this section, wewill implement the improvedMOSPD into the

OTC's reservoir daily release problem to generate operational al-

ternatives based on different climate conditions. We also analyze

the difference between two extreme solutions, in which one

maximizes storage and one maximizes net electricity generation.

Their potential benefits in responding to these wet, average, and

dry conditions are analyzed as well.

4.1. Settings

In the OTC's problem, we conduct the simulation with both the

MOSPD and MOCOM algorithms with identical settings:

(1) The tunable parameters are the Thermalito Forebay and

Afterbay daily Feather River release amounts and the remaining

internal flow amounts within the OTC system are set to the realistic

operation values. As mentioned in Section 2, there is a constraint on

the monthly total release amount for the Thermalito Forebay and

the Afterbay. Thus, the tunable parameters have a dimension of

2 � (number of days in one month� 1). Other constraints are (1)

the storage capacity constraints for the upper and lower limits as

shown in Eq. (5); (2) power generation capacity constraints as

shown in Eq. (8); (3) pump-back electricity capacity constraints as

shown in Eq. (9); and (4) the static water-head constraints repre-

sented in Eq. (10).

(2) The boundary-handling method (referred to as the reflecting

method) is intended to reset any newly generated offspring that

violates its respective constraint. During the evolution, the

boundary acts as a mirror and reflects the projection of the

displacement. Then, the displacement adjusts the offspring's loca-

tion in the parameter space.

(3) Objective functions are the daily storage volume total and

net electricity generation as shown in Eq. (1). As mentioned in

Section 2, the first objective is an important factor for initiating

special operations during drought conditions, and the second

objective supplements the energy shortage for transferring and

pumping water in the SWP.

(4) The simulations are carried out for the period of AprileJune,

which is snow-melt season for the Sierra Nevada Mountain. Three

different years (1998, 2000 and 2001) are included because, ac-

cording to the SWPwater supplyoffice, these threeyears are officially

recognized as the typical wet, average and dry year respectively.

4.2. Results

To demonstrate the accuracy of the joint model, we carry out an

objective function value comparison between the real operations

scenarios, and the model calculated scenarios with randomly

sampled initial parameters for April, May, and June in 1998, 2000,

and 2001. The comparison result is shown in Fig. 10. The colored

solid circles represent the real operation scenarios for each month.

The hollow star symbols are the objective function values for 25

independent initial parameter sets. For better illustration, the

symbols for the model simulated values for each month are all

plotted with the same color (black). Nevertheless, the model

simulated points of each month are closely clustered around the

Table 2

Convergence metric GD for MODE, MOGA, MOSA, MOSPD, MOCOM, MOCOM and

MOSPD on the test functions.

Function Algorithm

MODE MOGA MOSA MOPSO MOCOM MOSPD

SCH 0.0048 0.0049 0.0057 5.8157 0.0045 0.0046

POL 0.1342 1.1736 0.189 0.1054 0.8252 0.038

FON 0.0071 0.0112 0.0084 0.0106 0.0058 0.005

KUR 0.0111 0.0103 0.0152 0.0263 0.0299 0.0133

ZDT1 0.1451 0.2836 0.1047 0.3573 0.264 0.0056

ZDT2 0.1777 0.6395 0.0986 0.7097 0.6007 0.0122

ZDT3 0.0892 0.2608 0.0672 0.3543 0.0214 0.016

ZDT4 0.9199 12.8908 0.1376 15.695 10.3852 0.014
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corresponding real operation points. The results indicate the model

is able to give reasonably accurate simulations with randomly

sampled parameters with the initial settings mentioned above.

To apply the proposed optimization scheme to themodel, we set

the population size to 128 with 64 individuals in each complex, and

the maximum of function evaluation to 10,000 as one of the

stopping criteria. The simulation results for the accumulated daily

storage and net electricity generation in each month of OTC are

shown in Fig.11, inwhich each of the solution points represents one

feasible Feather River release strategy during a given month.

Different SeE curve-fitting methods (polynomial, piecewise line-

arization and successive parabolic interpolation) are compared. The

comparison results for different months usingMOSPD are shown in

Fig. 12.

We also present the non-dominated solution set for May-2000

in Fig. 13(a)e(b). Among the non-dominated solutions, we choose

two extreme examples. One of the solutions maximizes total daily

storage volume and is termed the storage optimal operation. The

other one maximizes the total net electricity generation and is

titled the electricity optimal operation. Their corresponding daily

storage volume is plotted in Fig. 13(c)e(d).

4.3. Discussion

MOSPD is a better operation-support tool than the original

MOCOM. According to Fig. 11, both MOCOM and MOSPD are able to

generate daily operation strategies in the feasible space with two

differences: (1) the non-dominated solutions with MOSPD are

located towards higher objective function values and (2) the

generated solutions fromMOSPD are more uniformly and diversely

distributed along the Pareto front. These differences imply that

MOSPD is capable of generating better non-dominated solutions in

the OTC's problem. The simulation results from Fig. 11 also show

that, when a monthly total release volume is regulated by DWR, an

efficient daily-release adjustment can still benefit the system's

output regarding the potential total daily storage and net electricity

generation during the month.

The SeE curve-fitting methods comparison results (Fig. 12)

show that the polynomial fitting is a better method for reducing the

residuals. The results generated using the polynomial fitting are

closer to the assumed “true” (successive parabolic interpolation)

compared to that using piecewise linearization. Here, the succes-

sive parabolic interpolation is used as a reference because the true

Pareto front of the realistic system is unknown for most of the case.

By successive fitting of the SeE measurement points with the

parabolic function, the global Pareto front is approximated by the

“near real” solution front. The distance, which measures how close

one solution front is to the “near real” solution front, represents the

errors caused by different fitting methods. The closer of the two

fronts indicates a better explanation of the “near real” situation and

vice versa.

Even though the daily releases are similar among different

strategies (Fig. 13 (a)e(b)), the daily storage volumes could be

dramatically different, as shown in Fig. 13 (c)e(d). Therefore, the

changes or adjustments are the crucial factors to influence the

entire system regarding the storage volume and other targets. This

fact is in agreement with our consultation with DWR staff saying

that the Feather River releases are very important operating ob-

jectives with regard to the management of OTC's facilities and SWP.

The reason for the large change in storage volume is that the daily

release contributes a daily carryover of storage, which forces the

storage to either drain or fill the reservoirs. The carryover of storage

accumulates so quickly that in several days the level of reservoir

storage reaches its maximum, such as that shown in Fig. 13(c) on

the 8th, 13th and 19th days. Similarly, the carryover storage forces

the storage volume to reach the lower bounds of the reservoirs on

the 21st and 26th day in the optimal-electricity operation

(Fig. 13(d)). Larger static water-head difference arises, and more

electrical power is generated, when the water level reaches the

lower boundary on these two days.

Moreover, the optimized solutions are able to provide better

daily operation alternatives in response to dry and wet water

supply conditions. If drought conditions are foreseen in the near

future, the storage-dominated solutions can increase the capability

of the system to deal with emergent water needs or potential water

loan. The reservoirs in the system are holding a higher storage

volume by reducing the release amount for certain days but sup-

plementing on other days. The higher short-term storage volume is

Fig. 10. The comparison of the objective function values between the real operation scenarios and 25 independent runs of the model generated scenarios using the randomly

sampled initial parameters for April, May June in 1998, 2000, and 2001.
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able to execute emergent drought-response operations, such as

water supply loaning and storage consolidation. Both these special

operations require high-storage volume of one region so that the

short-term (days or weeks) water transfer does not drain the water

lenders. If the water-supply condition is above normal and no

shortages are expected, electricity generation-dominated solutions

result in increased hydropower generation in order for the SWP to

pump and deliver thewater to its users. The increased clean-energy

production from hydropower sectors also helps to mitigate the

greenhouse gas emissions because the power supply from coal-

fired and other forms of energy is replaced by the extra hydro-

power generation. For the averagewater supply condition, whether

one objective surpasses the other one depends on decision maker's

preference and consideration, which are difficult to be generalized

at this point. Nevertheless, the compromised solutions are recom-

mended because both strategies for drought mitigation and

increased hydropower generation become important.

5. Conclusions

In this study, we aim to enhance the capability and strengthen

the application of a Multi-Objective Complex Evolution (MOCOM-

UA) global-optimization method on the OTC's reservoir system.We

built the optimization model based on a realistic reservoir system

configuration, engineering constraints and decision makers' goals,

but with several simplifications and assumptions. The impact of the

simplifications and assumptions on reservoir topography are

analyzed by comparing different curve-fitting methods. Different

from the traditional procedure that separately considers algorithm

development and modeling of the real-world problem, we try to

narrow the gap between theoretical development and real world

implementation by improving the original MOCOM algorithm, and

build a two objective reservoir model for the OTC problem. This

study provides an integrated platform to exhibit choices in a more

transparent and clear format to decision makers in OTC. In detail,

OTC's reservoir operation problem is studied, in which reservoir

topography and hydro power generations are explicitly formulated,

which dramatically reduces the errors when estimating the SeE

relationship. Different curve-fitting methods are compared. The

goal is to make the problem formulation as realistic as possible so

that decision makers gain more confidence about the simplifica-

tions and assumptions in modeling the real world problem. On the

algorithm development side, an improved algorithm, titled Multi-

objective Shuffled Complex Evolution with Principal Component

Analysis and Crowding Distance Operator (MOSPD), is developed to

meet decisionmakers' requirement of accuracy and diversity on the

obtained solutions. Test results give the following conclusions:

(1) Test results show that the newly developed MOSPD algo-

rithm is able to generate better non-dominated solutions,

based on the diversity and the convergence performance

criteria, as compared to the MOCOM algorithm. Both the

Fig. 11. Simulation results for MOCOM and MOSPD for April, May, and June in 1998, 2000, and 2001.
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diversity and convergence criteria are important in the de-

cision making process allowing water managers to choose

the most appropriate reservoir-operation options. We credit

the resulting improvements to the effectiveness of the newly

introduced modules, namely, the “possibility-adjustment”

and the “dimension monitoring and restoring” modules.

(2) The comparison among the optimal order of polynomial

fitting, linearization and successive parabola fitting helps us

to understand the impact of simplifications and assumptions

in the way the real reservoir topography is mathematically

represented. The results again confirm the claim by Labadie

(2004) that non-linear challenges in optimal reservoir-

system management should be addressed directly by non-

linear programming, as well as the conclusion by Bay�on

et al. (2009) that linear simplification of the stor-

ageeelevation (SeE) curve can produce serious errors.

(3) The optimal solutions derived by the proposed algorithm

(MOSPD) are able to provide operation alternatives in

response to different water supply conditions, as well as

various preferences from decision makers. For the case study

provided in this paper, the following overarching recom-

mendations emerge.

i. During dry conditions, the storage maximizing solutions

are recommended in order to better respond to any

special operating scheme triggered by drought.

ii. During wet conditions, the electricity maximizing solu-

tions are recommended in order to mitigate power

shortages and allow production of more clean energy.

iii. The compromised solutions (in the middle ranges of the

Pareto front) might be preferred by decision makers,

based on their consensus preferences.

Finally, it is the authors' belief that the proposed approach,

which combines the capabilities of advanced multi-objective

optimization algorithms with more realistic (i.e., considering the

nonlinearity and complexity) formulations of the system, can pro-

vide decision makers with the better picture of the range of options

to choose from.

6. Limitations and future works

Regretfully, there are still several other non-linear aspects in

modeling the OTC's problem (i.e., water rights (DWR, 2013b),

environmental requirements (DWR, 2006), and engineering-

optimal design including heterogeneous hydropower units (Li

et al., 2013), and non-stable short-term turbine efficiency influ-

ence (Diniz et al., 2007)), which are not fully considered in this

study. These issues currently are either simplified or omitted for

further study. In addition, more interactions between decision

makers and algorithm developers are needed in order to allow for

Fig. 12. Comparison of different SeE curve-fitting methods for April, May, and June in 1998, 2000, and 2001.
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better and more realistic formulation of the real-world problem

and greater appreciation by the algorithm developers about the

complexity of issues facing decision makers. Other potential future

work involves the adaptive changes of the constraints in the opti-

mization process to obtain better Pareto optima (Piscopo et al.,

2015).

Acknowledgments

The authors would like to thank the UC-Laboratory Fees

Research Program (Award # 09-LR-116849-SORS), the NASA Deci-

sion Support System Program (Award # NNX09AO67G), the CDWR

Seasonal Forecasting via Database Enhancement Program (DWR

Agreement No. 4600010378), and UCOP program of University of

California (Grant 09-LR-09-116849-SORS), Irvine for their contri-

bution and support.

Appendix A. Supplementary data

Supplementary data related to this article can be found at http://

dx.doi.org/10.1016/j.envsoft.2014.11.016.

References

Abraham, A., Jain, L., 2005. Evolutionary Multiobjective Optimization. Springer.
Afshar, A., Bozorg Haddad, O., Mari~no, M.A., Adams, B.J., 2007. Honey-bee mating

optimization (HBMO) algorithm for optimal reservoir operation. J. Frankl. Inst.
344 (5), 452e462.

Azadnia, A., Zahraie, B., 2010. World Environmental and Water Resources Congress
2010. American Society of Civil Engineers, pp. 2260e2268.

Babu, B., Jehan, M.M.L., 2003. Differential Evolution for Multi-objective Optimiza-

tion. IEEE, pp. 2696e2703.

Babu, B., Chakole, P.G., Syed Mubeen, J., 2005. Multiobjective differential evolution
(MODE) for optimization of adiabatic styrene reactor. Chem. Eng. Sci. 60 (17),

4822e4837.

Bay�on, L., Grau, J.M., Ruiz, M.M., Su�arez, P.M., 2009. Influence of the elevation-
storage curve in the optimization of hydroplants. Int. J. Simul. Multidiscip.

Des. Optim. 3 (2), 326e331.
Boyle, D.P., Gupta, H.V., Sorooshian, S., 2000. Toward improved calibration of hy-

drologic models: combining the strengths of manual and automatic methods.
Water Resour. Res. 36 (12), 3663e3674.

CEC, 2005. Water-Energy Relationship in Support of the 2005 Integrated Energy

Policy Report.
Chang, L.-C., Chang, F.-J., 2009. Multi-objective evolutionary algorithm for operating

parallel reservoir system. J. Hydrol. 377 (1e2), 12e20.
Chen, L., McPhee, J., Yeh, W.W.G., 2007. A diversified multiobjective GA for opti-

mizing reservoir rule curves. Adv. Water Resour. 30 (5), 1082e1093.

Cheng, C., Wang, S., Chau, K.-W., Wu, X., 2014. Parallel discrete differential dynamic
programming for multireservoir operation. Environ. Model. Softw. 57 (0),

152e164.
Cheng, C.-T., Wang, W.-C., Xu, D.-M., Chau, K.W., 2008. Optimizing hydropower

reservoir operation using hybrid genetic algorithm and chaos. Water Resour.

Manag. 22 (7), 895e909.
Chu, W., Gao, X., Sorooshian, S., 2010. Improving the shuffled complex evolution

scheme for optimization of complex nonlinear hydrological systems: applica-
tion to the calibration of the Sacramento soil-moisture accounting model.

Water Resour. Res. 46 (9), W09530.
Chu, W., Gao, X., Sorooshian, S., 2011. A new evolutionary search strategy for global

optimization of high-dimensional problems. Inf. Sci. 181 (22), 4909e4927.

Coello Coello, C.A., Lechuga, M.S., 2002. MOPSO: a Proposal for Multiple Objective
Particle Swarm Optimization. IEEE, pp. 1051e1056.

Coello Coello, C.A., Pulido, G.T., Lechuga, M.S., 2004. Handling multiple objec-
tives with particle swarm optimization. Evol. Comput. IEEE Trans. 8 (3),

256e279.

Cohen, R., Wolff, G., Nelson, B., 2004. Energy Down the Drain: the Hidden Costs of
California Water Supply. Natural Resources Defense Council Pacific Institute.

Deb, K., 2001. Multi-objective Optimization Using Evolutionary Algorithms. John
Wiley & Sons, LTD.

Diniz, A.L., Esteves, P.P.I., Sagastizabal, C.A., 2007. A Mathematical Model for the
Efficiency Curves of Hydroelectric Units, pp. 1e7.

Dorigo, M., Maniezzo, V., Colorni, A., 1996. Ant system: optimization by a colony of

cooperating agents. Syst. Man Cybern. B Cybern. IEEE Trans. 26 (1), 29e41.

Fig. 13. Two Non-dominated solutions with extreme objective function values for the releases from (a) the Thermalito Forebay area, (b) from the Thermalito Afterbay to the Feather

River. The storages volumes for (c) Thermalito Forebay including Power Canal and Pool, and (d) Thermalito Afterbay.

T. Yang et al. / Environmental Modelling & Software 69 (2015) 262e279278

http://dx.doi.org/10.1016/j.envsoft.2014.11.016
http://dx.doi.org/10.1016/j.envsoft.2014.11.016
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref1
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref2
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref2
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref2
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref2
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref2
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref3
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref3
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref3
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref4
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref4
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref4
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref5
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref5
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref5
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref5
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref6
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref6
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref6
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref6
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref6
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref6
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref7
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref7
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref7
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref7
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref8
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref8
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref9
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref9
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref9
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref9
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref10
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref10
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref10
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref11
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref11
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref11
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref11
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref12
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref12
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref12
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref12
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref13
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref13
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref13
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref13
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref14
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref14
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref14
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref15
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref15
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref15
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref16
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref16
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref16
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref16
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref17
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref17
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref18
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref18
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref18
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref19
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref19
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref19
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref20
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref20
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref20


Draper, A., Mun�evar, A., Arora, S., Reyes, E., Parker, N., Chung, F., Peterson, L., 2004.

CalSim: generalized model for reservoir system analysis. J. Water Resour. Plan.
Manag. 130 (6), 480e489.

Duan, Q., Sorooshian, S., Gupta, V., 1992. Effective and efficient global optimization
for conceptual rainfall-runoff models. Water Resour. Res. 28 (4), 1015e1031.

DWR, 1974. California State Water Project. In: Storage Facilities, vol. III.

DWR, 1993. California Water Plan. Bulletin 160.
DWR, 2006. Settlement Agreement Recreation Management Plan.

DWR, 2011. Management of the California State Water Project.
DWR, 2012. Management of the California State Water Project.

DWR, 2013a. Management of the California State Water Project.
DWR, 2013b. California Water Plan Update 2013.

DWR, 2013c. Management of the California State Water Project.

DWR, 2013d. Feather River Regional Flood Management Plan.
Farmani, R., Savic, D.A., Walters, G.A., 2005. Evolutionary multi-objective optimi-

zation in water distribution network design. Eng. Optim. 37 (2), 167e183.
Ferreira, I.C., Tanaka, S.K., Hollinshead, S.P., Lund, J.R., 2005. Musings on a model:

CalSim II in California's water community. San Franc. Estuary Watershed Sci. 3

(1).
Fonseca, C.M., Fleming, P.J., 1993. Genetic Algorithms for Multiobjective Optimiza-

tion: Formulation, Discussion and Generalization. Morgan Kaufmann Publishers
Inc, pp. 416e423.

Gil, E., Bustos, J., Rudnick, H., 2003. Short-term hydrothermal generation scheduling

model using a genetic algorithm. IEEE Trans. Power Syst. 18 (4), 1256e1264.
Giuliani, M., Galelli, S., Soncini-Sessa, R., 2014. A dimensionality reduction approach

for many-objective Markov Decision Processes: application to a water reservoir
operation problem. Environ. Model. Softw. 57 (0), 101e114.

Goldberg, D., Holland, J., 1988. Genetic algorithms and machine learning. Mach.
Learn. 3 (2e3), 95e99.

Goulter, I., 1992. Systems analysis in water-distribution network design: from

theory to practice. J. Water Resour. Plan. Manag. 118 (3), 238e248.
Gupta, H.V., Bastidas, L.A., Sorooshian, S., Shuttleworth, W.J., Yang, Z.L., 1999.

Parameter estimation of a land surface scheme using multicriteria methods.
J. Geophys. Res. Atmos. 104 (D16), 19491e19503.

Gupta, H.V., Bastidas, L.A., Vrugt, J.A., Sorooshian, S., 2003. Calibration of Watershed

Models. AGU, Washington, DC, pp. 125e132.
Gupta, H.V., Sorooshian, S., Yapo, P.O., 1998. Toward improved calibration of hy-

drologic models: multiple and noncommensurable measures of information.
Water Resour. Res. 34 (4), 751e763.

Hassanzadeh, E., Elshorbagy, A., Wheater, H., Gober, P., 2014. Managing water in
complex systems: an integrated water resources model for Saskatchewan,

Canada. Environ. Model. Softw. 58 (0), 12e26.

Holland, J.H., 1975. Adaptation in Natural and Artificial Systems: an Introductory
Analysis with Applications to Biology, Control, and Artificial Intelligence. U

Michigan Press, Oxford, England.
Hotelling, H., 1933. Analysis of a complex of statistical variables into principal

components. J. Educ. Psychol. 24, 417e441.

Hotelling, H., 1936. Relations between two sets of variables. Biometrika 28 (3e4),
321e377.

Jones, D.F., Mirrazavi, S.K., Tamiz, M., 2002. Multi-objective meta-heuristics: an
overview of the current state-of-the-art. Eur. J. Oper. Res. 137 (1), 1e9.

Kelly, K.F., 1986. Reservoir Operation During Drought: Case Studies. Institution for
Water Resources Corps of Engineers.

Kennedy, J., Kennedy, J.F., Eberhart, R.C., Shi, Y., 2001. Swarm Intelligence. Morgan

Kaufmann Publishers.
Kharab, A., Guenther, R.B., 2011. An Introduction to Numerical Methods: a MATLAB

Approach, third ed. Taylor & Francis.
Kursawe, F., 1991. In: Schwefel, H.-P., M€anner, R. (Eds.), Parallel Problem Solving

from Nature. Springer, Berlin Heidelberg, pp. 193e197.

Labadie, J., 2004. Optimal operation of multireservoir systems: state-of-the-art
review. J. Water Resour. Plan. Manag. 130 (2), 93e111.

Leplastrier, M., Pitman, A.J., Gupta, H., Xia, Y., 2002. Exploring the relationship be-
tween complexity and performance in a land surface model using the multi-

criteria method. J. Geophys. Res. Atmos. 107 (D20), 4443.
Li, F.F., Shoemaker, C.A., Wei, J.H., Fu, X.D., 2013. Estimating maximal annual energy

given heterogeneous hydropower generating units with application to the three

gorges system. J. Water Resour. Plan. Manag. ASCE 139 (3), 265e276.
Maier, H.R., Kapelan, Z., Kasprzyk, J., Kollat, J., Matott, L.S., Cunha, M.C., Dandy, G.C.,

Gibbs, M.S., Keedwell, E., Marchi, A., Ostfeld, A., Savic, D., Solomatine, D.P.,
Vrugt, J.A., Zecchin, A.C., Minsker, B.S., Barbour, E.J., Kuczera, G., Pasha, F.,

Castelletti, A., Giuliani, M., Reed, P.M., 2014. Evolutionary algorithms and other

metaheuristics in water resources: Current status, research challenges and future
directions. Environ. Model. Softw. 62, 271e299. http://dx.doi.org/10.1016/

j.envsoft.2014.09.013.
Murata, T., Ishibuchi, H., 1995. MOGA: Multi-objective Genetic Algorithms. IEEE,

p. 289.

Nelder, J.A., Mead, R., 1965. A simplex method for function minimization. Comput. J.
7 (4), 308e313.

Nicklow, J., Reed, P., Savic, D., Dessalegne, T., Harrell, L., Chan-Hilton, A.,

Karamouz, M., Minsker, B., Ostfeld, A., Singh, A., Zechman, E., 2010. State of the
art for genetic algorithms and beyond in water resources planning and man-

agement. J. Water Resour. Plan. Manag. 136 (4), 412e432.
Oliveira, R., Loucks, D.P., 1997. Operating rules for multireservoir systems. Water

Resour. Res. 33 (4), 839e852.

Pearson, K., 1901. LIII. On lines and planes of closest fit to systems of points in space.
Philos. Mag. Ser. 6 2 (11), 559e572.

Pham, T., Eldukhri, E.E., Soroka, A.J., 2011. Intelligent Production Machines and
Systems - 2nd IPROMS Virtual International Conference 3-14 July 2006. Elsevier

Science.
Piscopo, A.N., Kasprzyk, J.R., Neupauer, R.M., 2015. An iterative approach to multi-

objective engineering design: optimization of engineered injection and

extraction for enhanced groundwater remediation. Environ. Model. Softw. 69,
253e261.

Poloni, C., Giurgevich, A., Onesti, L., Pediroda, V., 2000. Hybridization of a multi-
objective genetic algorithm, a neural network and a classical optimizer for a

complex design problem in fluid dynamics. Comput. Methods Appl. Mech. Eng.

186 (2e4), 403e420.
Reddy, M.J., Kumar, D.N., 2006. Optimal reservoir operation using multi-objective

evolutionary algorithm. Water Resour. Manag. 20 (6), 861e878.
Reddy, M.J., Nagesh Kumar, D., 2007. Multi-objective particle swarm optimization

for generating optimal trade-offs in reservoir operation. Hydrol. Process. 21

(21), 2897e2909.
Reed, P.M., Hadka, D., Herman, J.D., Kasprzyk, J.R., Kollat, J.B., 2013. Evolutionary

multiobjective optimization in water resources: the past, present, and future.
Adv. Water Resour. 51 (0), 438e456.

Schaffer, J.D., 1984. Some Experiments in Machine Learning Using Vector Evaluated
Genetic Algorithms (Artificial Intelligence, Optimization, Adaptation, Pattern

Recognition). Vanderbilt University.

Shepherd, A., Ortolano, L., 1996. Water-Supply system operations: critiquing expert-
system approach. J. Water Resour. Plan. Manag. 122 (5), 348e355.

Siddall, J.N., 1982. Optimal Engineering Design: Principals and Applications. Marcel
Dekker, Inc.

U.S.D.E., 2006. Energy Demand on Water Resources Report to Congress on the

Interdependency of Energy and Water.
Ulungu, E., Teghem, J., Fortemps, P., Tuyttens, D., 1999. MOSA method: a tool for

solving multiobjective combinatorial optimization problems. J. Multi-Crit.
Decis. Anal. 8 (4), 221e236.

USACE, 1990. Modifying Reservoir Operations to Improve Capabilities for Meeting
Water Supply Needs during Drought. Institution for Water Resources Corps of

Engineers.

USACE, 1998. HEC-5 Simulation of Flood Control and Conservation Systems. Insti-
tution for Water Resources Corps of Engineers.

Veldhuizen, D.A.V., Lamont, G.B., 2000. Multiobjective evolutionary algorithms:
analyzing the state-of-the-art. Evol. Comput. 8 (2), 125e147.

Vrugt, J.A., Gupta, H.V., Bastidas, L.A., Bouten, W., Sorooshian, S., 2003. Effective and

efficient algorithm for multiobjective optimization of hydrologic models. Water
Resour. Res. 39 (8), 1214.

Wardlaw, R., Sharif, M., 1999. Evaluation of genetic algorithms for optimal reservoir
system operation. J. Water Resour. Plan. Manag. 125 (1), 25e33.

Wilkinson, R., 2000. Methodology for Analysis of the Energy Intensity of California's
Water System and an Assessment of Multiple Potential Benefits Through Inte-

grated Water-Energy Efficiency Measures. Ernest Orlando Lawrence Berkeley

Laboratory and California Institute for Energy Efficiency.
Wurbs, R.A., 1991. Optimization of Multiple-purpose Reservoir Systems Operations:

a Review of Modeling and Analysis Approaches. Institution for Water Resources
Corps of Engineers.

Wurbs, R.A., 1993. Reservoir-system simulation and optimization models. J. Water

Resour. Plan. Manag. 119 (4), 455e472.
Xia, Y., Pitman, A.J., Gupta, H.V., Leplastrier, M., Henderson-Sellers, A., Bastidas, L.A.,

2002. Calibrating a land surface model of varying complexity using multicriteria
methods and the Cabauw dataset. J. Hydrometeorol. 3 (2), 181.

Yapo, P.O., Gupta, H.V., Sorooshian, S., 1998. Multi-objective global optimization for
hydrologic models. J. Hydrol. 204 (1e4), 83e97.

Yeh, W.W.G., 1985. Reservoir management and operations models: a state-of-the-

art review. Water Resour. Res. 21 (12), 1797e1818.
Yeh, W.W.G., Becker, L., 1982. Multiobjective analysis of multireservoir operations.

Water Resour. Res. 18 (5), 1326e1336.
Zitzler, E., Thiele, L., 1998. In: Eiben, A., B€ack, T., Schoenauer, M., Schwefel, H.-P.

(Eds.), Parallel Problem Solving from Nature d PPSN V. Springer, Berlin Hei-

delberg, pp. 292e301.
Zitzler, E., Thiele, L., 1999. Multiobjective evolutionary algorithms: a comparative

case study and the strength Pareto approach. Evol. Comput. IEEE Trans. 3 (4),
257e271.

Zitzler, E., Deb, K., Thiele, L., 2000. Comparison of multiobjective evolutionary al-

gorithms: empirical results. Evol. Comput. 8 (2), 173e195.

T. Yang et al. / Environmental Modelling & Software 69 (2015) 262e279 279

http://refhub.elsevier.com/S1364-8152(14)00342-9/sref21
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref21
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref21
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref21
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref21
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref22
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref22
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref22
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref23
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref24
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref25
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref26
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref27
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref28
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref29
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref30
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref31
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref32
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref32
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref32
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref33
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref33
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref33
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref34
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref34
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref34
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref34
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref35
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref35
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref35
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref36
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref36
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref36
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref36
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref37
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref37
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref37
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref37
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref38
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref38
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref38
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref39
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref39
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref39
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref39
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref40
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref40
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref40
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref41
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref41
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref41
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref41
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref42
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref42
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref42
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref42
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref43
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref43
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref43
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref44
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref44
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref44
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref45
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref45
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref45
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref45
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref46
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref46
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref46
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref47
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref47
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref48
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref48
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref49
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref49
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref49
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref50
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref50
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref50
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref50
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref51
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref51
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref51
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref52
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref52
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref52
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref53
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref53
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref53
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref53
http://dx.doi.org/10.1016/j.envsoft.2014.09.013
http://dx.doi.org/10.1016/j.envsoft.2014.09.013
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref55
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref55
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref56
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref56
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref56
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref57
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref57
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref57
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref57
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref57
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref58
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref58
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref58
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref59
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref59
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref59
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref60
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref60
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref60
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref61
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref61
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref61
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref61
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref61
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref62
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref62
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref62
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref62
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref62
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref62
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref63
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref63
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref63
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref64
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref64
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref64
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref64
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref65
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref65
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref65
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref65
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref66
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref66
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref66
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref67
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref67
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref67
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref68
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref68
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref69
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref69
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref70
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref70
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref70
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref70
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref71
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref71
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref71
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref72
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref72
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref73
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref73
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref73
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref74
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref74
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref74
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref75
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref75
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref75
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref76
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref76
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref76
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref76
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref77
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref77
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref77
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref78
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref78
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref78
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref79
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref79
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref79
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref80
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref80
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref80
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref80
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref81
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref81
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref81
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref82
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref82
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref82
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref83
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref83
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref83
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref83
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref83
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref83
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref84
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref84
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref84
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref84
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref85
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref85
http://refhub.elsevier.com/S1364-8152(14)00342-9/sref85

	Improving the multi-objective evolutionary optimization algorithm for hydropower reservoir operations in the California Oro ...
	1. Introduction
	2. Water and hydropower joint management in OTC
	2.1. Water and hydropower's sustainability in OTC
	2.2. Mathematical formulation

	3. Building an enhanced multi-objective optimization algorithm
	3.1. Diversity and convergence
	3.2. MOSPD algorithm
	3.3. Comparison study
	3.3.1. Population size
	3.3.2. Other settings


	4. Application
	4.1. Settings
	4.2. Results
	4.3. Discussion

	5. Conclusions
	6. Limitations and future works
	Acknowledgments
	Appendix A. Supplementary data
	References


