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ABSTRACT

We evaluate two systems for automatically generating per-
sonalized interfaces adapted to the individual motor capa-
bilities of users with motor impairments. The first system,
SUPPLE, adapts to users’ capabilities indirectly by first us-
ing the ARNAULD preference elicitation engine to model a
user’s preferences regarding how he or she likes the inter-
faces to be created. The second system, SUPPLE++, mod-
els a user’s motor abilities directly from a set of one-time
motor performance tests. In a study comparing these ap-
proaches to baseline interfaces, participants with motor im-
pairments were 26.4% faster using ability-based user inter-
faces generated by SUPPLE++. They also made 73% fewer
errors, strongly preferred those interfaces to the manufactur-
ers’ defaults, and found them more efficient, easier to use,
and much less physically tiring. These findings indicate that
rather than requiring some users with motor impairments to
adapt themselves to software using separate assistive tech-
nologies, software can now adapt itself to the capabilities of
its users.
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INTRODUCTION

Computer use is a continually increasing part of our lives at
work, in education, and when accessing entertainment and
information. Thus the ability to use computers efficiently
is essential for equitable participation in an information so-
ciety. But users with motor impairments often find it dif-
ficult or impossible to use today’s common software ap-
plications [2]. While some may contend that the needs of
these users are adequately addressed by specialized assis-
tive technologies, these technologies, while often helpful,
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Figure 1. (a) The default interface for a print dialog. (b) A user in-
terface for the print dialog automatically generated for a user with im-
paired dexterity based on a model of her actual motor capabilities.

have two major shortcomings. First, they are often aban-
doned, because of their cost, complexity, limited availability
and need for ongoing maintenance [5, 6, 16, 21]. In fact, it
is estimated that only about 60% of the users who need as-
sistive technologies actually use them [6]. Second, assis-
tive technologies are designed on the assumption that the
user interface, which was designed for the “average user,”
is immutable, and thus users with motor impairments must
adapt themselves to these interfaces by using specialized de-
vices [15, 26].

A preferable solution would be to adapt user interfaces to the
actual abilities of individual users with motor impairments.
Unfortunately, because of the great variety of individual ca-
pabilities among such users [2, 13, 15, 17], manually design-
ing interfaces for each one of them is impractical and not
scalable. In this paper, we show that user interfaces can au-
tomatically adapt themselves to users’ capabilities, allowing
users access to custom interfaces fine-tuned to their abilities.



This paper evaluates two systems that automatically gener-
ate user interfaces customized to a user’s individual capa-
bilities. The first system, SUPPLE [8], adapts to user’s ca-
pabilities indirectly by first using the ARNAULD preference
elicitation engine [9] to model a user’s preferences regard-
ing how he or she likes the interfaces to be created. The
second, SUPPLE++ [10], relies on its built-in Ability Mod-
eler to model a user’s motor abilities directly through a set
of one-time motor performance tests.

The results of our study, which compared these two ap-
proaches to baseline interfaces with 11 motor-impaired and
6 able-bodied participants, show that participants with mo-
tor impairments were significantly faster, made many fewer
errors, and strongly preferred the automatically-generated
personalized interfaces, particularly those generated by
SUPPLE++, over the baselines. Our results demonstrate that
users with motor impairments can perform well with con-
ventional input devices (e.g., mice or trackballs) if provided
with interfaces that accommodate their unique motor capa-
bilities. We also show that automatic generation of user in-
terfaces based on users’ motor abilities is feasible and that
the resulting interfaces are an attractive alternative to manu-
facturers’ defaults.

In the remainder of the paper, we present a brief overview
of the systems tested. Next, we describe the first part of the
study, where we used SUPPLE++’s Ability Modeler to build
models of participants’ motor capabilities and ARNAULD to
elicit their preferences regarding user interface design. We
then present the main experiment, where we compare the
performance and satisfaction of participants using automati-
cally generated user interfaces to the manufacturers’ default
interfaces. We follow with a discussion of the results and
conclusions.

RELATED WORK

A number of specialized software applications have been de-
veloped with a particular subset of the motor-impaired pop-
ulation in mind. For example, EyeDraw [12] provides a con-
venient way for eye-tracker users to create art, while Voice-
Draw [11] allows people to paint strokes with non-verbal
vocalizations.

While a number of systems address the scalability challenge
of adapting any application to the needs of users with vision
impairments (e.g., [3]), few do it for users with motor im-
pairments. For example, Mankoff et al. [19] created a system
that automatically modifies web pages for the needs of users
with severely restricted motor capabilities. Meanwhile, In-
put Adapter Tool [4] offers the possibility of modifying user
interfaces of any application written in Java Swing to im-
prove the accessibility for users with motor impairments.
However, this system can generally only replace widgets
with similarly-sized alternatives (e.g., text boxes with combo
boxes) and cannot affect the organization of the interface or
the sizes of the interactors.

Others, arguing that user interfaces need to be assembled
dynamically for individual users [24], have developed com-
ponents of necessary infrastructure [22, 23], but no general
artifact seems to be available for evaluation at this time.
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Figure 2. Relationship between the systems studied in this paper.

Automatic generation of user interfaces offers the promise of
providing personalized interfaces on-the-fly, but most sys-
tems, such as [20], need to be manually modified for each
new platform or interaction style.

BACKGROUND AND OVERVIEW

In this section, we briefly review the three previous projects,
SUPPLE, ARNAULD, and SUPPLE++, upon which this work
relies; we then outline our experiment.

SUPPLE [8] automatically generates user interfaces, taking
as inputs device-specific constraints, such as screen size
and a list of available interactors, a typical usage trace,
a functional specification of the interface, which describes
the types of information that need to be communicated be-
tween the application and the user, and a cost function.
SUPPLE performs decision-theoretic optimization, using the
cost function to guide search for the interface with lowest es-
timated cost, which satisfies all the device constraints. One
can make SUPPLE accommodate various objectives by mod-
ifying the cost function. Specifically, the ARNAULD sys-
tem [9] can elicit and capture a user’s preferences allowing
SUPPLE to generate interfaces (even for previously unseen
applications) that are likely to capture the user’s general GUI
design preferences. In contrast, SUPPLE++’s Activity Mod-
eler [10] builds an explicit model of the user’s actual motor
capabilities by asking the user to complete a one-time motor
performance test. By using this ability model as a cost func-
tion, SUPPLE++ generates the interface, which is predicted
to let the user accomplish a set of typical tasks in the least
amount of time. Figure 2 illustrates the relationship between
these systems.

The major technical shortcoming of the first SUPPLE++ pro-
totype [10] was its inability to accurately model list selec-
tion times. At first, SUPPLE++ modeled list selections in
terms of its individual sub-operations (pointing, dragging,
clicking). Although SUPPLE++ accounted for the multiple
ways to operate a typical list widget, it modeled scroll bars in
the same way as other dragging tasks. Unfortunately, drag-
ging a scroll bar can take much longer than other dragging
tasks, because the target of the drag operation isn’t visible at
the start of movement. Gajos et al. [10] therefore extended
SUPPLE++ to include explicit list selection tasks during the
ability elicitation phase, thus learning a more detailed model,
which accounts for visual verification during scrolling. This
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Figure 3. Different strategies employed by our participants to control their pointing devices (MI02 uses his chin).

extension was never formally evaluated, however, so in this
paper we verify the benefits of the direct modeling of list se-
lection times before using it to generate user interfaces for
the study.

In the next section, we report on the first phase of the study
where we used ARNAULD to build models of our partic-
ipants’ preferences and SUPPLE++’s Activity Modeler to
construct models of their actual motor abilities. In the fol-
lowing section, we describe the main experiment, in which
we compare participants’ performance while using automat-
ically generated user interfaces for three different applica-
tions and the corresponding manufacturers’ defaults.

Because some participants found the SUPPLE++ ability test
somewhat tiring, and to allow for proper preparation time,
we conducted the two parts of the study on separate days for
each participant.

ELICITING PERSONAL MODELS

In this section, we describe the first part of the study, where
we used ARNAULD to build a model of participants’ prefer-
ences and SUPPLE++ to model their motor abilities.

Method

Participants

Altogether, 11 participants with motor impairments (age:
19-56, mean=35; 5 female) and 6 able-bodied participants
(age: 21-29, mean=24; 3 female) recruited from the Puget
Sound area took part in the study. The abilities of partici-
pants with motor impairments spanned a broad range (Ta-
ble 1) and they used a variety of approaches to control the
pointing device (Figure 3). All but one reported using a
computer multiple hours a day and all reported relying on
the computer for some critical aspect of their lives (Table 2).

Apparatus

We used an Apple MacBook Pro (2.33GHz, 3Gb RAM) for
all parts of the study. Most participants were tested at our
lab using an external Dell UltraSharp 24” display running
at 1920 × 1200 resolution, but 3 of the 11 motor-impaired
participants chose to conduct the experiment at an alternative
location of their choosing; in these cases, we used the built-
in 15” display running at the 1440 × 900 resolution.

Each participant had the option of adjusting the parameters
of their chosen input device (e.g., tracking speed, button
functions). Additionally, we offered the participants with
motor impairments the option to use any input device of their
choosing, but all of them chose to use either a Dell optical

Participant Health Condition Device Used Controlled with

MI01 Spinal degeneration Mouse hand

MI02 Cerebral Palsy (CP) Trackball chin

MI03 Friedrich's Ataxia Mouse hand

MI04 Muscular Dystrophy Mouse two hands

MI05 Parkinson's Mouse hand

MI06 Spinal Cord Injury Trackball backs of the fingers

MI07 Spinal Cord Injury Trackball bottom of the wrist

MI08 Undiagnosed; similar to CP Mouse fingers

MI09 Spinal Cord Injury Trackball bottom of the fist

MI10 Dysgraphia Mouse hand

MI11 Spinal Cord Injury Mouse hand

Table 1. Detailed information about participants with motor impair-
ments (due to the rarity of some of the conditions, in order to preserve
participant anonymity, we report participant genders and ages only in
aggregate).

Do you rely on being able to use a computer for… # out of 11

Staying in touch with friends, family or members of 

your community? 10

School or independent learning? 7

Work? 6

Entertainment? 11

Shopping, banking, paying bills or accessing 

government services? 10

Table 2. Numbers of participants with motor impairments depending
on a computer for different activities.

mouse or a Kensington Expert Mouse trackball (Table 1).
All able-bodied participants used a mouse. The same equip-
ment with the same settings was used in both parts of the
experiment by each participant.

Preference Elicitation Tasks

We used ARNAULD to elicit participants’ preferences re-
garding presentation of graphical user interfaces. ARNAULD

supports two main types of interactions: active elicitation
and example critiquing.

Active elicitation is a computer-guided process, where par-
ticipants are presented with queries showing pairs of user
interface fragments and asked which, if either, they prefer.
The two interface fragments are functionally equivalent but
differ in presentation. The fragments are often as small as
a single element (see Figure 4a) but can be a small subset
of an application or an entire application. The queries are
generated automatically based on earlier responses from the
participant, so each participant saw a different set of queries.
The interface fragments used in this study came from two
applications: a classroom controller application (which in-
cluded controls for three dimmable lights, overhead projec-
tor with selectable inputs, a motorized screen and a ventila-
tion system; see [8]-Figure 2) and a stereo controller applica-
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(a) An example of a query used during the active (b) Four task types used to measure participants’ motor capabilities

elicitation part of the preference elicitation.

Figure 4. Interactions for building personalized models of the participants

tion (with master volume control, CD player, tape deck and
a tuner; see [7]-Figure 2). These applications were unrelated
to those used in the next phase of this experiment.

During the example critiquing phase, the participants were
shown what interfaces SUPPLE would generate for them for
the classroom and stereo applications. The participants were
then offered a chance to suggest improvements to those in-
terfaces. The experimenter would use SUPPLE’s customiza-
tion capabilities [7] to change the appearance of those in-
terfaces. These customization actions were used as addi-
tional input by ARNAULD. If a participant could not offer
any suggestions, the experimenter would propose modifica-
tions. The original and modified interfaces would then be
shown to the participant. Participant’s acceptance or rejec-
tion of the modification would be used as further input to
ARNAULD.

Ability Elicitation Tasks

We used the SUPPLE++ Ability Modeler (extended to use
the list selection tasks) to build a model of each participant’s
motor capabilities. We modified the task set used in [10] to
accommodate the additional list selection tasks.

The four types of tasks used to elicit each participant’s motor
abilities are all illustrated in Figure 4b. They were:

• Pointing. We used a set of pointing tasks based on the ISO
9241-9 standard [14] where we varied target size (10-90
pixels at 6 discrete levels), distance (25-675 pixels, 7 lev-
els), and movement angle (16 distinct, uniformly spaced
angles).

• Dragging. We used a set of reciprocal dragging tasks
where the dragged object’s movement was constrained to
be in one dimension (horizontal or vertical), emulating the
behavior of standard GUI components such as scroll bar
elevators or sliders. We varied target size (10-40 pixels,
3 levels), distance (100 or 300 pixels) and direction (up,
down, left, right).

• List Selection. We asked our participants to alternately se-
lect two numbers in the list of consecutive numbers. Both
numbers to be selected were placed sufficiently far from
the end of the range so that they could not be accessed
when the scroll bar was moved all the way to the top or to
the bottom. We varied the height of the scroll window (5,
10, or 15 items), the distance in number of items between
items to be selected (10-120, 7 levels), and the minimum

size of any clickable element, such as list cells, scroll but-
tons, scroll bar elevator, or scroll bar width (15, 30, or 60
pixels).

• Multiple Clicking. We used 5 targets of diameters vary-
ing from 10 to 60 pixels to measure the rate at which par-
ticipants could perform multiple clicks within targets of
various sizes.

Procedure

At the beginning of the session, participants had a chance
to adjust input device settings (e.g., tracking speed) and the
physical setup (e.g., chair height, monitor position). We
then proceeded with preference elicitation followed by abil-
ity elicitation, encouraging the participants to rest whenever
necessary. At the end of the session, we administered a short
questionnaire asking participants to asses how mentally and
physically demanding the two elicitation methods were (on
a 7-point Likert scale), and to state their overall preference.

Preference elicitation took 20-30 minutes per participant.
Ability elicitation took about 25 minutes for able-bodied par-
ticipants and between 30 and 90 minutes for motor-impaired
participants. We analyzed subjective Likert scale responses
for the main effect of elicitation method using ordinal logis-
tic regression [29].

Results

Subjective Ratings

On a Likert scale (1-7) for how mentally demanding (7 =
very demanding) the two tasks were, participants ranked
ability elicitation as a little more mentally demanding (2.82)
than preference elicitation (2.24), but the difference was
not significant (χ2

(1,N=34)=1.62, n.s). They did see ability

elicitation as much more physically demanding (4.73) than
the other method (1.82) and this difference was significant
(χ2

(1,N=34)=51.23, p < .0001).

When asked which of the two personalization approaches
they would prefer if they had to choose one (assuming
equivalent results), 9 of 11 motor-impaired participants pre-
ferred the preference elicitation (6 strongly). The two mo-
tor impaired participants who somewhat preferred ability-
elicitation commented that it felt like a game.

Among able-bodied participants, 3 strongly preferred pref-
erence elicitation, 2 somewhat preferred ability-elicitation,
and 1 had no preference for either approach.



Preference Model

Between 30 and 50 active elicitation queries and 5 to
15 example critiquing answers were collected from each
participant. Between 51 and 89 preference constraints
(mean=64.7) were recorded for each participant (some ex-
ample critiquing responses could result in several constraints
being recorded for a single participant response [9]). On
average, the cost functions generated by ARNAULD were
consistent with 92.5% of the constraints generated from any
one participants’ responses. This measure corresponds to a
combination of two factors: consistency of participants’ re-
sponses and the ability of SUPPLE’s cost function to capture
the nuances of participant’s preferences. While this result
cannot be used to make conclusions about either the partic-
ipants or the system alone, it does give us confidence that
the resulting interfaces will reflect users’ stated preferences
fairly accurately.

List Selection Model

We analyzed the fit of both the old and the new list selection
modeling approaches to the data collected from the list se-
lection tasks. For the component-based approach used orig-
inally in SUPPLE++, the mean R2 for both groups of partic-
ipants was only .09 (ranging from .00 to .36). In contrast,
the direct model built from the data collected from the list
selection tasks in this study had a mean R2 fit of .61 (range:
.39-.84) for motor-impaired and .67 (.49-.76) for able-bodied
participants. In light of these results, we decided to use the
new direct model for generating ability-based interfaces in
the second part of the experiment.

EXPERIMENT

In this section, we describe an experiment that evaluated
the effects on performance and satisfaction of automatically
generated personalized interfaces compared to the baseline
versions of those interfaces. Both types of personalized in-
terfaces were tested: those based on participants’ stated pref-
erences and those based on their measured abilities.

Method

Participants and Apparatus

The same participants took part in both phases of the study,
using the same equipment configurations.

Tasks

We used three different applications for this part of the study:
a font formatting dialog box from Microsoft Word 2003, a
print dialog box from Microsoft Word 2003, and a synthetic
application (see Figure 8, also used by [10]). The first two
applications were chosen because they are frequently used
components from popular productivity software. The syn-
thetic application was used because it exhibits a variety of
data types typically found in dialog boxes, some of which
were not represented in the two other applications (for ex-
ample, approximate number selections, which can be repre-
sented in an interface with a slider or with discrete selection
widgets).

For each application, participants used three distinct inter-
face variants: baseline, preference-based, and ability-based.
The baseline interfaces for the font formatting and print dia-
log boxes were the manufacturer’s defaults re-implemented

Figure 5. The baseline variant for the font formatting application. It
was designed to resemble the implementation in MS Office XP. Two
color selection widgets were removed and the preview pane was not
functional.

in SUPPLE to allow for instrumentation, but made to look
very similar to the original (see Figure 5). For the synthetic
application, we used the baseline from [10] (see Figure 8
left) because it has a very “typical” design for a dialog box:
it is compact, and relatively uncluttered.

Both the preference- and the ability-based interface variants
were automatically generated individually for each partici-
pant using individual preference and ability models elicited
during the first meeting with the participant.

For the automatically generated user interfaces, we set a
space constraint of 750 × 800 pixels for print and synthetic
applications and 850×830 pixels for the font formatting ap-
plication (see Figures 7 and 8 for examples). These space
constraints are larger than the amount of space used by the
baseline versions of those applications but are reasonable for
short-lived dialog boxes and our particular hardware config-
urations. We used the same space constraints for all partici-
pants to make results comparable.

Participants performed 6 sets of tasks with each of the inter-
faces. The first set counted as practice and was not used in
the final analysis. Each set included between 9 and 11 oper-
ations, such as setting a widget’s value or clicking a button;
however, if a particular interface included tab panes, interac-
tions with tab panes were recorded as additional operations.
For example, if the user had to access Font Style after setting
Text Effects in the baseline font formatting interface (Fig-
ure 5), they would have to perform two separate operations:
click on the Font tab and then select the Style.

During each set of tasks, participants were guided visually
through the interface by an animated rectangle shown in Fig-
ure 6. An orange border indicated what element was to be
manipulated while the text on the white banner above de-
scribed the action to be performed. As soon as the partici-
pant set a value of a widget or clicked on a tab, the rectangle
animated smoothly to the next interface element to indicate
the next task to be performed. The animation took 235 ms.
We chose to use this approach because we were interested in
studying physical efficiency of the candidate interfaces sep-



arate from any other properties that may affect their usabil-
ity. The animated guide eliminated most of the visual search
time required to find the next element, although participants
still had to find the right value to select within some widgets.

Figure 6. Participants were visually guided to the next element in the
interface to be manipulated. The orange border animated smoothly to
the next element as soon as the previous task was completed.

Procedure

We presented participants with the 9 interfaces: 3 applica-
tions (font formatting, print dialog, and synthetic) × 3 inter-
face variants (baseline, preference-based, and ability-based)
one at a time. Interface variants belonging to the same ap-
plication were presented in contiguous groups. With each
interface variant, participants performed 6 distinct task sets,
the first being considered a practice (participants were told
to pause and ask clarifying questions during practice task
sets but to proceed at a consistent pace during the test sets).
Participants were encouraged to take a break between task
sets.

The tasks performed with each of the 3 interface variants for
any of the 3 applications were identical and were presented
in the same order. We counterbalanced the order of the in-
terface variants both within each participant and across par-
ticipants. The order of the applications was counterbalanced
across participants.

After participants completed testing with each interface vari-
ant, we administered a short questionnaire, asking them to
rate the variant’s usability and aesthetics. After each block
of three variants for an application, we additionally asked
participants to rank the three interfaces on efficiency of use
and overall preference. Finally, at the end of the study,
we administered one more questionnaire recording informa-
tion about participants’ overall computer experience, typical
computer input devices used, and their impairment (if any).

Generated Interfaces

Figure 7 shows three examples of user interfaces generated
by SUPPLE++ based on participants’ measured motor capa-
bilities. These ability-based user interfaces tended to have
widgets with enlarged clickable targets requiring minimal
effort to set (e.g., lists and radio buttons instead of combo
boxes or spinners). In contrast, user interfaces automatically
generated by SUPPLE based on participants’ stated prefer-
ences (see Figure 8) tended to be very diverse, as each partic-
ipant had different assumptions about what interfaces would
be easier to use for him or her.

Design and Analysis

The experiment was a mixed between- and within-subjects
factorial design with the following factors and levels:

• Impairment {able-bodied (AB), motor-impaired (MI)}
• Interface variant {baseline, ability-based, preference-

based}

• Application {font formatting, print dialog, synthetic}

• Trial set {1...5}

• Participant {1...17}

Participants completed 3 × 3 × 5 = 45 trial sets each for a
total of 765 trial sets (270 for able-bodied and 495 for motor-
impaired).

Our dependent measures were:

• Widget manipulation time captures the time, summed
over all operations in a trial set (including errors), spent
by the participants manipulating individual widgets. It
was measured from the moment of first interaction with a
widget (first clicks or mouse wheel scroll in case of lists)
to the moment the widget was set to the correct value. For
many individual operations involving widgets like but-
tons, tabs, lists (if the target element was visible without
scrolling), we recorded 0 manipulation time because the
initial click was all that was necessary to operate the wid-
get.

• Interface navigation time represents the time, summed
over all operations in a trial set (including errors), partic-
ipants spent moving the mouse pointer from one widget
to the next; it was measured from the moment of effective
start of the pointer movement to the start of the widget
manipulation.

• Total time per trial set was calculated as a sum of widget
manipulation and interface navigation times.

• Error rate per trial set was calculated as the fraction of
operations in a set where at least one error was recorded;
we regarded as “errors” any clicks that were not part of
setting the target widget to the correct value.

For each application and interface variant combination, we
additionally collected 4 subjective measures on a Likert
scale (1-7) relating to the interfaces’ usability and attractive-
ness. We also asked the participants to rank order the 3 in-
terface variants for each application by efficiency and overall
preference.

For analysis, we took the logarithm of all timing data to ad-
just for non-normal distributions, which are often found in
such data. We analyzed the timing data using a mixed-effects
model analysis of variance with repeated measures: Impair-
ment, Interface variant, Application and Trial set were mod-
eled as fixed effects while Participant was modeled cor-
rectly as a random effect because the levels of this factor
were drawn randomly from a larger population. Although
such analyses retain larger denominator degrees of freedom,
detecting statistical significance is no easier because wider
confidence intervals are used [18, 25]. In our results, we
omit reporting the effects of Application and Trial set be-
cause they were not designed to be isomorphic and naturally
were expected to result in different performance. As often
is the case, our error rate data was highly skewed towards 0
and did not permit analysis of variance. Accordingly, we an-
alyzed error rates as count data using regression with an ex-
ponential distribution [27]. Subjective Likert scale responses
were analyzed with ordinal logistic regression [29] and sub-
jective ranking data with the Friedman non-parametric test.
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Figure 7. User interfaces automatically generated by SUPPLE++ for the font formatting dialog based on three users’ individual motor abilities. The
interface generated for AB02 was typical for most able-bodied participants: small targets and tabs allow individual lists to be longer, often eliminating
any need for scrolling (e.g., the font selection list). MI02 could perform rapid but inaccurate movements – all the interactors in this interface have
relatively large targets (at least 30 pixels in either dimension) at the expense of having to use tab panes. In contrast, MI04 could move mouse slowly
but accurately – this interface reduces the number of movements necessary by placing all the elements in a single pane at the expense of using smaller
targets and lists that require more scrolling.

baseline MI09AB03

Figure 8. User interfaces for the synthetic application. The baseline interface is shown in comparison to interfaces generated automatically by
SUPPLE based on two participants’ preferences. Able-bodied participants like AB03, preferred lists to combo boxes but preferred them to be short;
all able-bodied participants also preferred default target sizes to larger ones. As was typical for many participants with motor-impairments, MI09
preferred lists to combo boxes and frequently preferred the lists to reveal a large number of items; MI09 also preferred buttons to either check boxes
or radio buttons and liked larger target sizes.

Results

Adjustment of Data

We excluded 2/765 trial sets for two different motor-
impaired participants: one due to an error in logging and one
because the participant got distracted for an extended period
of time by an unrelated event.

Completion Times

Both Impairment (F1,15=28.14, p < .0001) and Interface
variant (F2,674=228.30, p < .0001) had a significant ef-
fect on the total task completion time. Motor-impaired
users needed on average 32.2s to complete a trial set while
able-bodied participants needed only 18.2s. The ability-
based interfaces were fastest to use (21.3s), followed by
preference-based (26.0s) and baselines (28.2s). A signifi-
cant interaction between Impairment and Interface variant
(F2,674=6.44, p < .01) indicates that the two groups saw
different gains over the baselines from the two personal-
ized interface variants. Participants with motor-impairments
saw significant gains: a 10% improvement for preference-
based and a 28% improvement for ability-based interfaces
(F2,438=112.17, p < .0001). Able-bodied participants saw

a relatively smaller, though still significant, benefit of the
personalized interfaces: a 4% improvement for preference-
based and 18% for ability-based interfaces (F2,220=49.36,
p < .0001).

The differences in performance can be explained by a signif-
icant1 main effect of Interface variant on total manipulation
time, that is, the time spent actually manipulating the wid-
gets (χ2

(2,N=763)=359, p < .0001). With baseline interfaces,

participants spent on average 8.29s per trial set manipulating
the individual widgets. With preference-based interfaces,
this number was 5.76s, while for ability-based interfaces, it
was only 0.84s, constituting a nearly 90% reduction com-
pared to baseline interfaces.

We also observed a significant main effect of Interface vari-
ant on the total navigation time (F2,674=7.76, p < .001);
baseline interfaces required the least amount of navigation

1The manipulation time data had bi-modal distribution because for
many task sets the total manipulation time was 0. We therefore
used a non-parametric Wilcoxon Rank Sum test [28] to analyze
these data.
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Figure 9. Participant performance. Both motor-impaired and able-bodied participants were fastest and made fewest errors with the ability-based
interfaces. The baseline interfaces were slowest to use and resulted in most errors. Error bars show standard error.

time on average (19.9s) while preference- and ability-based
interfaces required a little longer to navigate (20.2s and 20.5,
respectively). While statistically significant, these differ-
ences were very small – on the order of 3% – and were offset
by the much larger differences in total manipulation time.
There was a significant interaction between Impairment and
Interface variant with respect to the total navigation time
(F2,674=9.20, p < .0001): for able-bodied participants, nav-
igation time was longer for both of the personalized inter-
faces (F2,220=17.18, p < .0001), while for motor-impaired
participants the effect was opposite, though smaller in mag-
nitude and not significant.

Error Rates

We observed a significant main effect of Interface variant
on the error rate (χ2

(5,N=153)=55.46, p < .0001): while

the average error rate for baseline interfaces was 3.96%,
it dropped to 2.57% for preference-based interfaces and to
0.93% for ability-based interfaces. This means that par-
ticipants were both significantly faster and more accurate
with the ability-based interfaces. There was no significant
interaction between Impairment and Interface variant and
the effects were similar and significant (χ2

(2,N=54)=23.66,

p < .0001 for able-bodied and χ2
(2,N=99)=11.00, p < .01

for motor-impaired) for both groups individually (Figure 9).

Subjective Results

On a Not Easy (1) - Easy (7) scale for ease of use, motor-
impaired participants rated ability-based interfaces easiest
(6.00), preference-based next (5.64), and baseline most dif-
ficult (4.18). Similarly for able-bodied participants: 5.29
for ability-based, 5.00 preference-based and 4.38 for base-
line. For both groups, these differences were significant
(χ2

(2,N=99)=40.40, p < .0001 for motor-impaired, and

χ2
(2,N=63)=6.95, p < .05 for able-bodied) and are summa-

rized in Figure 10.

On a Not Efficient (1) - Efficient (7) scale, motor-impaired
participants also found ability-based interfaces to be most

efficient (5.58), followed by preference-based (5.18) and
baseline interfaces (4.09). This difference was significant
(χ2

(2,N=99)=23.31, p < .0001), but no corresponding signif-

icant difference was observed for able-bodied participants.

Similarly, on a Not Tiring (1) - Tiring (7) scale for how phys-
ically tiring the interfaces were, motor-impaired participants
found baseline interfaces to be much more tiring (4.09) than
either preference-based (3.12) or ability-based (2.61) vari-
ants (χ2

(2,N=99)=25.69, p < .0001), while able-bodied par-

ticipants did not see the three interface variants as signifi-
cantly different on this scale.

On a Not Attractive (1) - Attractive (7) scale for visual pre-
sentation, able-bodied participants found ability-based in-
terfaces much less attractive (3.24) than either preference-
based (4.90) or baseline variants (5.14). This effect was sig-
nificant (χ2

(2,N=63)=25.52, p < .0001). Importantly, motor-

impaired participants saw no significant difference in the at-
tractiveness of the different interface variants.

When asked to rank order the three interface variants for
each application by efficiency of use and overall preference
(Table 3), both groups of participants ranked ability-based
interfaces as most efficient, followed by preference-based,
and then baseline interfaces. This result was only significant
for participants with motor impairments (χ2

(2,N=33)=21.15,

p < .001).

Motor-impaired Able-bodied
Ability-

based Baseline

Preference-

based

Ability-

based Baseline

Preference-

based

Efficiency 1.48 2.61 1.91 1.71 2.29 2.00

OverallRank 1.64 2.48 1.88 1.95 2.00 2.05

Table 3. Average subjective ranking by efficiency and overall prefer-
ence (1=best, 3=worst)

With respect to overall preference, participants with mo-
tor impairments significantly preferred the two personal-
ized types of interfaces than the baselines (χ2

(2,N=33)=12.61,
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Figure 10. Subjective results. Both groups of participants found ability-based interfaces easiest to use. Motor-impaired participants also felt that
they were most efficient and least tiring. Able-bodied participants found ability-based interfaces least attractive but, interestingly, motor-impaired
participants saw little difference in attractiveness among the three interface variants. Error bars correspond to standard deviations. Note that on all
graphs higher is better except for Not Tiring-Tiring.

p < .01). Able-bodied participants had no detectable prefer-
ence for any of the interface variants.

Participant Comments

MI01, whose dexterity started to deteriorate only recently,
commented that the baseline interfaces would be what she
had preferred just a few years earlier, but now she found
both kinds of the personalized interfaces preferable. MI02,
who controls a trackball with his chin and types with a head-
mounted wand, said that he uses the trackball only about
20% of the time when manipulating GUIs and the rest of
the time he uses the keyboard because despite being slow,
it is easier. If more interfaces were like the ability-based
interfaces in the study, he would use the trackball more often.

MI06 observed that many widgets have pretty large click-
able areas but that it is hard to tell that they are indeed click-
able (e.g., labels next to radio buttons, white spaces after
list items) and that clear visual feedback should be given
when the mouse pointer enters such an area. Indeed, the
impact of visual feedback on performance has been docu-
mented by others [1], and we also observed that many of our
motor-impaired participants were very “risk-averse” in that
they carefully moved the pointer to the center of the widget
before clicking it, which they perhaps would not do if they
could be sure that a click elsewhere would be effective.

DISCUSSION

Our participants with motor impairments were significantly
faster, made many fewer errors, and strongly preferred
automatically-generated personalized interfaces over the
baselines. The results were particularly strong and consis-
tent for ability-based interfaces adapted to their actual motor
capabilities by SUPPLE++: participants were between 8.4%
and 42.2% (mean=26.4%) faster with those interfaces than
with the baselines, they preferred those interfaces to all oth-
ers, and they found those interfaces the easiest to use, the
most efficient, and least physically tiring. By helping im-
prove their efficiency, SUPPLE++ helped narrow the gap be-
tween motor-impaired and able-bodied users by 62%, with
individual gains ranging from 32% to 103%.

These results demonstrate that the current difference in per-
formance between users with motor impairments and able-

bodied users is at least partially due to user interfaces be-
ing designed with a particular set of assumptions in mind—
assumptions that are inaccurate for users with motor impair-
ments. By generating personalized interfaces which reflect
these users’ unique capabilities, we have shown that it is pos-
sible to greatly improve the speed and accuracy of users with
motor impairments, even when they use standard input de-
vices such as mice and trackballs.

Our results also confirm that the right trade-off in user in-
terface design depends on a particular user’s individual ca-
pabilities. Even able-bodied participants were faster and
made fewer errors with ability-based interfaces, and even
they recognized these interfaces as significantly easier to use
than the alternatives. In the end, however, they found those
interfaces—which exchanged sparseness and familiar aes-
thetics for improved ease of manipulation—to be uglier and
generally no more preferable than the baselines.

Particularly striking in our study was the situation of MI02,
who was 2.85 times slower than an average able-bodied
participant using baseline interfaces, but only 1.99 times
slower when using interfaces designed for his unique abil-
ities. MI02 controls the trackball with his chin and types
on a keyboard with a head-mounted wand; therefore, key-
board shortcuts are also inconvenient for him. Furthermore,
his speech is significantly impaired so he cannot use speech
recognition software. He works as an IT consultant so his
livelihood is critically dependent on being able to interact
with computers effectively. Currently, he has to compensate
with perseverance and long hours for the mismatch between
the current state of technology and his abilities. He was the
slowest participant in our study, but with SUPPLE++ he was
able to close nearly half the performance gap between him-
self and able-bodied participants using baseline interfaces.

FUTURE WORK

We see three exciting directions for continued re-
search. First, a long-term field study should investi-
gate whether users with motor impairments will actually
adopt automatically-generated interfaces. Second, in or-
der to make practical the deployment of applications with
SUPPLE++-style interface personalization, we must extend
an existing interface-builder design tool, such as one of



the popular Eclipse plug-ins, so that it can generate the
functional specification required as input for the automatic
interface generator [8]. Finally, preference-based inter-
faces deserve further attention. Our participants performed
preference-elicitation out of context, judging the appearance
of unfamiliar interfaces without sense for their likely usage
pattern. If, instead, they could interleave preference elic-
itation with actual interface usage, they might well have
demonstrated larger performance improvements.

CONCLUSION

We evaluated two systems which automatically generate per-
sonalized interfaces given a model of the user. SUPPLE++
uses a model of the user’s motor capabilities, which is con-
structed by its Ability Modeler from a set of one-time motor
performance tests. SUPPLE, on the other hand, uses a model
of the user’s preferences, which is built by the ARNAULD

elicitation system.

Our results show that participants with motor impairments
were significantly faster, made fewer errors, and strongly
preferred automatically-generated personalized interfaces
over the baselines. These results were especially strong
for the ability-based interfaces produced by SUPPLE++: the
motor-impaired participants were between 8.4% and 42.2%
(26.4% on average) faster with those interfaces than with the
baselines, they preferred those interfaces to all others, and
they found those interfaces the easiest to use, the most ef-
ficient, and least physically tiring. It appears that the gap
in performance between users with motor impairments and
able-bodied users is at least in part due to a mismatch be-
tween motor-impaired users’ capabilities and the assump-
tions underlying the design of typical interfaces.

In order to provide equitable access to the growing number
of tools and resources available through the computer, it is
important that all users, in particular those with motor or
other impairments, have the option of using interfaces other
than the manufacturers’ defaults. Due to the great diversity
of abilities among users, manual creation of personalized in-
terfaces is clearly not scalable. Our results demonstrate that
automatic generation of ability-based interfaces is feasible,
and that the resulting interfaces improve both performance
and satisfaction of users with motor impairments.
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