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Abstract—In unstructured peer-to-peer (P2P) systems, the mechanism of a peer randomly joining and leaving a P2P network causes a

topology mismatch between the P2P logical overlay network and the physical underlying network, incurring a large volume of redundant

traffic in the Internet. In order to alleviate the topology mismatch problem, we propose Adaptive Connection Establishment (ACE), an

algorithm for building an overlaymulticast tree among each source node and the peers within a certain diameter from the source peer and

further optimizing the neighbor connections that are not on the tree while retaining the search scope. Our simulation study shows that this

approach can effectively solve the mismatch problem and significantly reduce P2P traffic. We further study the trade-offs between the

topology optimization rate and the information exchange overhead by changing the diameter used to build the tree.

Index Terms—Peer-to-peer systems, overlay, topology mismatch problem, distributed approach, Adaptive Connection Establishment.
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1 INTRODUCTION

AS an emerging model of communication and computa-
tion, peer-to-peer systems are under intensive study.

In unstructured P2P systems, queries are flooded among
peers (such as in Gnutella [2]) or among super-nodes (such
as in KaZaA [3]). In such systems, all participating peers
form a P2P network over a physical network. A P2P network
is an abstract, logical network called an overlay network.
When a new peer wants to join a P2P network, a
bootstrapping node provides the IP addresses of a list of
existing peers in the P2P network. The new peer then tries
to connect with these peers. If some attempts succeed, the
connected peers will be the new peer’s neighbors. Once this
peer connects into a P2P network, the new peer will
periodically ping the network connections and obtain the
IP addresses of some other peers in the network. These
IP addresses are cached by this new peer. When a peer
leaves the P2P network and then wants to join the
P2P network again (no longer the first time), the peer will
try to connect to the peers whose IP addresses have already
been cached. This mechanism of a peer joining a
P2P network and the fact of a peer randomly joining and
leaving causes an interesting matching problem between a
P2P overlay network topology and the underlying physical
network topology.

Studies in [23] show that only 2 to 5 percent of Gnutella

connections link peers within a single autonomous system

(AS), but more than 40 percent of all Gnutella peers are

locatedwithin the top 10ASs. Thismeans thatmost Gnutella-

generated traffic crosses AS borders so as to increase

topology mismatch costs. The same message can traverse
the same physical link multiple times, causing a large
amount of unnecessary traffic.

The objective of this paper is to minimize the effect due
to topology mismatch. We propose the Adaptive Connection
Establishment (ACE) that builds an overlay multicast tree
among each source node and the peers within a certain
diameter from the source peer and further optimizes the
neighbor connections that are not on the tree while
retaining the search scope. ACE is scalable and completely
distributed in the sense that it does not require global
knowledge of the whole overlay network when each node is
optimizing the organization of its logical neighbors. Our
simulations show that ACE can significantly improve the
performance. We also show that a larger diameter leads to a
better topology optimization rate and a higher overhead
due to extra information exchanging. Our experiments and
discussions provide a guide on how to achieve a good
performance by considering the trade-offs between the
topology optimization rate and the information exchange
overhead in selecting the diameter to determine the peers to
form the multicast tree for a source peer.

The rest of the paper is organized as follows: Section 2
discusses related work. Section 3 presents the adaptive
connection establishment (ACE) scheme. Section 4 describes
our simulation methodology. Performance evaluation of the
ACE is presented in Section 5 and we conclude the work in
Section 6.

2 RELATED WORK

In order to reduce unnecessary flooding traffic and improve
search performance, two approaches have typically been
proposed to improve from the flooding-based search
mechanism in unstructured P2P systems. Rather than flood-
ing a query to all neighbors, the first approach routes queries
to peers that are likely to have the requested items by some
heuristics basedonmaintained statistic information [17], [33],
[34]. In the second approach, a peer keeps indices of other
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peers’ sharing information or caches query responses in
hoping that subsequentqueries canbe satisfiedquicklyby the
cached indices or responses [11], [18], [19], [22], [26], [29], [33].
The performance gains of both approaches are seriously
limited by the topology mismatch problem.

The third approach is based on overlay topology
optimization that is closely related to what we are
presenting in this paper. Here, we briefly introduce three
types of solutions and their comparisons with our
approach. End system multicast, Narada, was proposed in
[10], which first constructs a rich connected graph on which
to further construct shortest path spanning trees. Each tree
rooted at the corresponding source using well-known
routing algorithms. This approach introduces a large
overhead of forming the graph and trees in a large scope
and does not consider the dynamic joining and leaving
characteristics of peers. The overhead of Narada is propor-
tional to the multicast group size. This approach is not
feasible for large-scale P2P systems.

Researchers have also considered clustering close peers
based on their IP addresses (e.g., [13], [21]) or probed
distances [20]. We believe there are two limitations to this
approach. First, the mapping accuracy is not guaranteed by
this approach. Second, this approach may affect the search
scope in P2P networks. In contrast, our technique is
measurement-based and can accurately and dynamically
connect the physically closer peers and disconnect physi-
cally distant peers. Furthermore, our scheme does not
shrink the search scope.

Researchers in [32] have proposed measuring the latency
between each peer to multiple stable Internet servers called
“landmarks.” The measured latency is used to determine
the distance between peers. This measurement is conducted
in a global P2P domain and needs the support of additional
landmarks. Similarly, this approach also affects the search
scope in P2P systems. In contrast, our measurement is
conducted in many small regions, significantly reducing the
network traffic.

Gia [8] introduced a topology adaptation algorithm to
ensure that high capacity nodes are indeed the ones with
high degree and low capacity nodes are within short reach
of high capacity nodes. It addresses a different matching
problem in overlay networks, but does not address the
topology mismatch problem between the overlay and
physical networks. Apocrypha [12] optimized the overlay
topology by swapping a number of selected pairs of peers.

A preliminary design of ACE [16], which is called
AOTO, has been discussed in [15]. We have also proposed a
location-aware topology match scheme [14] in which each
peer issues a detector in a small region so that the peers
receiving the detector can record relative delay information.
Based on the delay information, a receiver can detect and
cut most of the inefficient and redundant logical links and
add closer nodes as its direct neighbors. However, this
approach creates slightly more overhead and requires that
the clocks in all peers be synchronized.

3 ADAPTIVE CONNECTION ESTABLISHMENT

In unstructured P2P systems, the most popular search
mechanism in use is to blindly “flood” queries to the

network among peers or among super-nodes. A query is
broadcast and rebroadcast until a certain criterion is
satisfied. If a peer receiving the query can provide the
requested object, a response message will be sent back to
the source peer along the inverse of the query path. This
mechanism ensures that the query will be “flooded” to as
many peers as possible within a short period of time in a
P2P overlay network. A query message will also be
dropped if the query message has visited the peer before.
In this section, we first use examples to explain the
unnecessary traffic incurred by flooding-based search and
the topology mismatch problem. We then introduce the
design of proposed approach, ACE.

3.1 Unnecessary Message Duplications

3.1.1 Unnecessary Traffic by Flooding

Fig. 1 shows an example of a P2P overlay topology where
solid lines denote overlay connections among logical
P2P neighbors. Consider the case when node S sends a
query. A solid arrow represents a delivery of the query
message along one logical connection. The query is relayed
by many peers, which incurs a lot of unnecessary traffic. For
example, after node S sends the query to L and M, since it is
possible that none of L or M knows the other one will
receive the same query from S, they will forward the query
to each other. The pair of transmissions on the logical link
LM is unnecessary. In such a simple overlay, node M will
receive the same query message for up to 4 times. In this
case, it is clear that the search scope of the query from
node S will not shrink without logical connections of LM,
MQ, LQ, and MP.

3.1.2 Topology Mismatch Problem

As we have discussed, the stochastic peer connection and
peers’ randomly joining and leaving a P2P network can
cause a topology mismatch between the P2P logical overlay
network and the physical underlying network. For example,
Fig. 2a and Fig. 2b are two overlay topologies on top of the
underlying physical topology shown in Fig. 2c. Suppose
nodes S and B are in the same autonomous system (AS) at
Michigan State University in the USA, while nodes A and C
are in another AS at Tsinghua University in China. We can
assume that the physical link delay between nodes S and C
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Fig. 1. An example of P2P overlay.



is much longer than the link between nodes S and B or the
link between nodes A and C in Fig. 2c. Clearly, in the
inefficient mismatched overlay of Fig. 2a, the query
message from source S will traverse the longest link SC
three times to reach all other nodes (A, B, and C). This is a
scenario of topology mismatch problem. If we can construct
an efficient overlay, shown in Fig. 2b, the message needs to
traverse all the physical links in Fig. 2c only once.

To quantitatively evaluate how serious the topology
mismatch problem is in Gnutella-like networks, we simulate
1,000,000 queries on different Gnutella-like topologies with
an average number of neighbors being 4, 6, 8, and 10.Detailed
simulationmethodologywill be discussed in Section 4. In this
simulation, we track the response of each query message to
check if the response comes back along a mismatched path.
We count a path as amismatchedpath if a peering node in the
path has been visited more than once. We plot the results in
Fig. 3, which shows more than 70 percent of the paths suffer
from the topology mismatch problem.

3.2 The Trade-Off between Traffic Cost and Query
Response Time

To measure the quality of a P2P overlay topology in terms
of search process, we introduce some popular metrics. A
well-designed search mechanism should seek to optimize
both system efficiency and Quality of Service (QoS) to users.
Efficiency focuses on better utilization of resources, such as
bandwidth and processing power, while QoS focuses on
user-perceived qualities, such as the number of returned
results and average response time of queries. In unstruc-
tured P2P systems, the QoS of a search mechanism
generally depends on the number of peers being explored
(queried), response time, and traffic cost overhead. If a
query reaches more peers, it is more likely that the
requested object can be found. So, we use two performance
metrics: average traffic cost and query response time.

Traffic cost is one of theparameters networkadministrators
are seriously concernedwith.Heavynetwork traffic limits the

scalability of P2P networks [24] and is also a reason why a
network administrator may prohibit P2P applications. We
define the traffic cost as network resource used in an
information search process of P2P systems, which is mainly
a functionof consumednetworkbandwidthandother related
expenses. Specifically, in this work, we assume all the
messages have the same length, so, when messages traverse
an overlay connection during the given time period, the
traffic cost (C) is given by:C ¼ M� L, whereM is the number
of messages that traverse the overlay connection and L
represents the number of physical links in this overlay
connection.

The response time of a query is one of the parameters P2P
users are concerned with. We define the response time of a
query as the time period from when the query is issued
until when the source peer received a response result from
the first responder.

The trade-off between query traffic cost and response
time has been discussed in [34]. P2P systems with a large
number of average connections offer a faster search speed
while increasing query traffic. Therefore, it is meaningless
to merely optimize one metric without considering the
other. Our goal is to design a distributed approach which
reduces both traffic cost and response time.

3.3 Design of ACE

The proposed approach, Adaptive Connection Establish-
ment (ACE), includes three phases, which are neighbor cost
table construction and exchanging, selective flooding, and overlay
optimization.

3.3.1 Phase 1: Neighbor Cost Table Construction and

Exchanging

We use network delay between two peering nodes as a
metric for measuring the cost between peers. We modify the
Limewire implementation of Gnutella 0.6 P2P protocol by
adding one routing message type. Each peer probes the
costs with its immediate logical neighbors and forms a
neighbor cost table. Two neighboring peers exchange their
neighbor cost tables so that a peer can obtain the cost
between any pair of its logical neighbors. Thus, a small
overlay topology of a source peer and all its logical
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Fig. 2. Topology mismatch problem. (a) Mismatching overlay.

(b) Matching overlay. (c) Underlying physical topology.

Fig. 3. The percent of query responses along mismatched paths.



neighbors is known to the source peer. If we use NðSÞ to
denote the set of direct logical neighbors of peer S, each
peer S has the information to obtain the overlay topology
including S itself and NðSÞ as illustrated in Fig. 4a.

A critical issue to be examined in this phase is how often
peers exchange their neighbors’ cost table. In fact, there are
two basic operations in this phase: Peers first probe the cost
to their neighbors and construct the cost table; they then
exchange the table with direct neighbors. In this design,
there are two ways for each single peer to decide when to
conduct neighbor probing and reporting, namely, periodic
and event-driven. In the periodic approach, each peer
conducts neighbor distance probing at every certain period
of time, q. After probing the distances to all the neighbors, a
peer sends the cost table to its neighboring peers. The value
q is a critical factor for the performance of the periodic
approach. In the event-driven approach, a peer produces
and sends an updated cost table to its neighboring peers
when there is a change on its logical connections with its
neighbors, such as on a neighbor’s leaving or on a peer’s
joining as its new neighbor. We have investigated the
impact of the selection of the policies in ACE.

3.3.2 Phase 2: Selective Flooding (SF)

Based on the obtained neighbor cost tables, a minimum
spanning tree (MST) among each peer S and its immediate
logical neighbors (S [NðSÞ) can be built by simply using an
algorithm like PRIM, which has a computation complexity
of Oðm2Þ, where m is the number of logical neighbors of the
source node. A computed MST is shown in Fig. 4b. Now,
the message routing strategy of a peer is to select the peers
that are the direct neighbors in the MST to send its queries,
instead of flooding queries to all neighbors. We thus call
peer S’s direct neighbors in its MST flooding-neighbors of S
and call those who are not direct neighbors in S’s MST
nonflooding neighbors. The connections between S and its

flooding neighbors are defined as forwarding connections. See
the example shown in Fig. 4. In Fig. 4c, the traffic incurred
by node S’s flooding of messages to its direct neighbor E, F ,
and G is: 4þ 14þ 14þ 15þ 6þ 20þ 20 ¼ 93. After SF, the
forwarding connections are changed, as shown in Fig. 4d, and
the total traffic cost becomes: 6þ 4þ 14 ¼ 24.

In Fig. 4d, peer S sends a message only to peers E and F
and expects that peer E will forward the message to peer G.
Note that, in this phase, even peer S does not flood its query
message to peer G any more, S still retains the connections
with G and keeps exchanging the neighbor cost tables with
G. In this example, peer G is a nonflooding neighbor of peer S,
which is the direct neighbor potentially to be replaced in
phase 3. Peers E and F are flooding neighbors of S.

3.3.3 Phase 3: Overlay Optimization

This phase reorganizes the overlay topology. Note that each
peer has a neighbor list which is further divided into
flooding neighbors and nonflooding neighbors in Phase 2. Each
peer also has the neighbor cost tables of all its neighbors. In
this phase, a peer tries to replace those physically far away
neighbors by physically close by neighbors, thus minimiz-
ing the topology mismatch traffic. An efficient method to
identify such a candidate peer to replace a far away
neighbor is critical to the system performance. Many
methods may be proposed. In ACE, a nonflooding neighbor
may be replaced by one of the nonflooding neighbor’s
neighbors.

The basic concept of phase 3 is illustrated in Fig. 5. In
Fig. 5a, peer S is probing the distance to one of its
nonflooding neighbor G’s neighbors, for example, H. If SH
is smaller than SG, as shown in Fig. 5b, connection SG will
be cut. If SG is smaller than SH, but S finds that the cost
between nodes G and H is even larger than the cost
between peers S and H, as shown in Fig. 5c, S will keep H
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Fig. 4. Selective flooding.
Fig. 5. Overlay optimization. (a) S probes G’s neighbor H. (b) SH < SG,

replace G by H. (c) SH > SG, but SH < GH, S keeps H as a direct

neighbor. (d) SH > SG and SH > GH, S starts probing G’s next neighbor.



as a new neighbor. Since the algorithm is executed in each
peer independently, S cannot let G remove H from its
neighbor list. However, as long as S keeps both G and H as
its logical neighbors, we may expect that peer H will
become a nonflooding neighbor to peer G after G’s Phase 2
since peer G expects S to forward messages to H to reduce
unnecessary traffic. Then, G will try to find another peer to
replace H as its direct neighbor. After knowing that H is no
longer a neighbor to G from periodically exchanged
neighbor cost tables from node G (or from node H), S will
cut connection SG, although S has already stopped sending
query messages to G for a period of time, ever since the
spanning tree was built for S. Obviously, if SH is larger
than SG and GH, as shown in Fig. 5d, this connection will
not be built and S will keep probing others of G’s direct
neighbors.

Let Cij represent the cost from peer i to peer j. The
following pseudocode describes the algorithm of Phase 3:
overlay optimization for a given source peer i.

For each j in i’s nonflooding neighbors

Replaced = false;

List = all j’s neighbors excluding i;

While List is not empty and Replaced = false
randomly remove a peer h from List;

measure Cih;

if Cih < Cij {replace j by h in i’s neighbor list;

Replaced = true;}

else if Cih < Cjh {add h to i’s neighbor list;

remove j from i’s neighbor list right after i

finds out jh is disconnected;

Replaced = true;}
End While;

End For;

Recall that there are two different problemswithGnutella,
which have been discussed in Section 3.1. The first one is the
message duplications on overlay connections due to the
flooding search. The second one is message duplications on
physical links because of the topology mismatch problem. In
fact, the second phase of ACE, selective flooding, focuses on
improving inefficient flooding by reducingmessage duplica-
tions on the overlay level since the spanning tree can avoid
short circles. The third phase of ACE, overlay optimization,
tackles the second problem by replacing nonflooding
neighbors (which are overlay neighbors but are far apart on
the physical topology) by nearby neighbors to reduce the
message duplications on physical links.

3.4 Property Analysis of ACE Operations

The strength of ACE optimization operation is that it reduces
the total search traffic cost and query response time without
shrinking the search scope of the queries. In other topology
optimization approaches, the topology mismatch problem is
attacked by simply letting all the peers keep replacing their
direct neighbors with physically closer peers without
considering the search scope issue. However, these types of
approach may destroy the connectivity of the overlay and
thus create many isolated islands in the P2P system.

Fig. 6 shows one such example in which peers A, B, C, D
locate in the same AS, peers E, F , and H, G, K belong to

other ASs, respectively. It is safe to assume that the physical
distance between A and B or E and F is much smaller than
that of K and A or C and F , as illustrated in Fig. 6. If the
optimization policy for each node is to connect the closest
peers while retaining the original number of logical
neighbors, a connected graph may be broken into three
components. As a result, all queries can only visit a small
group of live peers in the system and the search scope of
queries is significantly reduced, as shown in Fig. 6.

We prove that ACE operations will not increase the
number of components of a graph.

Theorem. Given a graph G ¼ ðV ;EÞ, the ACE optimization
operations will not increase G’s component number.

Proof. We prove by contradiction. Suppose our claim is
false. Then, there exists at least one component C, where
C is a subgraph ofG, which could be disconnected by the
ACE operations. Suppose C is disconnected into two
parts, D and H, after ACE operations, as shown in Fig. 7.
Before the ACE optimization, there must be one or more
edges between D and H since C is connected. Let M
denote the set of the edges between D and H. Among all
these edges in M, we choose the shortest one, uv 2 M.
Here, we assume that there are no exact equal length
edges in the system, so uv is the only shortest edge in M.
The graph C is disconnected after ACE operations means
that none of the edges in M, including uv, is selected as a
forwarding connection, either at peer u or peer v.
Without loss of generality, let us assume that uv is
disconnected by peer u. We know that peer u employs an
MST algorithm, such as the Kruskal algorithm, in
SF operation. Because v is u’s one hop neighbor, v must
be included in u’s MST. In the Kruskal algorithm, edges
are sorted from shortest to longest. That edge uv is not
selected by MST means that there is already another
path P (uv 62 P ) between u and v and the length of each
edge in P is shorter than uv. As P is between D and H, at
least one of the edges in P , say edge e, belongs to M. We
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Fig. 6. Some naive approaches may disconnect the overlay topology.



then have e < uv, which is a contradiction to our choice
that uv is the shortest edge inM and, thus, the theorem is
proven. tu

3.5 Depth of Optimization

In the ACE described in Section 3.3, the optimization is
conducted among each source peer and all its direct logical
neighbors. We expect better performance if the optimization
can be done in a larger scope with more peers. We define
the h-neighbor closure of a source peer as the set of peers
within h hops from the source peer. For example, a
2-neighbor closure includes the source peer, all its direct
neighbors, and all the neighbors of the direct neighbors. The
optimization in the initial ACE (Section 3.3) is only
conducted within 1-neighbor closure. We can enlarge the
optimization scope by increasing the value of h, which is
also called as the depth of optimization. A larger value of h
leads to a better topology matching improvement, but a
higher overhead due to the extra information exchanging.
We will conduct further studies in this direction with the
aim of reaching a good performance level by considering
the trade-offs between the topology optimization improve-
ment and the information exchange overhead.

The optimization procedure in h-neighbor closure is
similar to that in 1-neighbor closure described in Section 3.3
except for the neighbor cost table exchanging. Each peer
builds a neighbor cost table. The difference is that each cost
table associates with a TTL value initialized as h. Each peer
sends out its own neighbor cost table and the cost tables it
received from other peers with TTL > 0. When a peer
receives one or more cost tables, the TTLs of the tables will
be decremented by 1. In such a way, each peer will have the
knowledge of the topology around it up to h hops. A
minimum spanning tree can be built among this source peer
and its h-neighbor closure. Phase 3 described in Section 3.3
can be used to replace nonflooding neighbors.

Fig. 8 illustrates the overlay trees constructed for each peer
within 1-neighbor closures. In Fig. 8, peer A initiates a query.
The bold links denote the links on the tree and the arrows
indicate the querydirections. The query is sent frompeerA to

BandDsincebothBandDaredirect logical neighbors ofAon

the overlay tree. Peer B then forwards the query to E and D

forwards thequery toE.PeerE finally forwards thequery toD

and C. Peer Cwill not forward the query because only E is its

direct neighbor, but E is the peerwhich forwards the query to

C. So, the query process terminates. The query paths and

corresponding costs for this query are listed in Table 1. The

total cost for this query from peer A to be forwarded to all

other peers through the overlay trees built in 1-neighbor

closures is 68. The number of unnecessary messages is

reduced from three to one compared with blind flooding in

this example. In 1-neighbor closure, the query message

traverses one path twice, which is E-D. In blind flooding, the
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Fig. 7. Proof of the property of ACE operations.

Fig. 8. Overlay trees built in 1-neighbor closure. (a) Original topology.
(b) Overlay tree rooted atA. (c) Overlay tree rooted atB. (d) Overlay tree
rooted at C. (e) Overlay tree rooted at D. (f) Overlay tree rooted at E.

TABLE 1
Query Paths and Costs on Overlay Trees Built in

1-Neighbor Closure



same query message traverses 3 paths twice, which is B-D,

D-E, and C-E.
Fig. 9 and Table 2 illustrate the overlay tree built in

2-neighbor closure and the corresponding query direction

and cost. The total cost to forward a query from peer A to all

other peers is 39. No path is traversed twice by ACE with

h ¼ 2 in this example. We can see that the number of

unnecessary messages and the total traffic is decreased as

the value of h is increased.

4 SIMULATION METHODOLOGY

We describe the topology generation, performance metrics

used in our simulations, our simulation setup, and

parameter settings in this section.

4.1 Simulation Setup

Two types of topologies, physical topology and logical

topology, are generated in our simulation. The physical

topology should represent the real topology with Internet

characteristics. The logical topology represents the overlay

P2P topology built on top of the physical topology. All

P2P nodes are in a subset of nodes in the physical topology.

The communication cost between two logical neighbors is

calculated based on the physical shortest path between this

pair of nodes. To simulate the performance of different

search mechanisms in a more realistic environment, the two

topologies must accurately reflect the topological properties

of real networks in each layer.
Previous studies have shown that both large scale

Internet physical topologies [30] and P2P overlay topologies

[25] follow the small world and power law properties.

Power law describes the node degree, while small world

describes characteristics of path length and clustering

coefficient [7]. The study in [25] found that the topologies

generated using the AS Model have the properties of the

small world and power law. BRITE [1] is a topology

generation tool that provides the option to generate

topologies based on the AS Model. Using BRITE, we

generate three physical topologies, each with 27,000 nodes.

The logical topologies are generated with the number of

peers (nodes) ranging from 2,000 to 9,000. The average

number of neighbors of each node ranges from 4 to 10. We

simulate ACE for all the generated logical topologies on top

of each of the three generated physical topologies. We also

simulate this approach in a real-world P2P topology (based

on DSS Clip2 trace). We obtained consistent results on the
real-world topology and the generated topologies.

The content popularity of a publisher follows a Zipf-like
distribution (aka Power Law) [4], [6], where the relative
probability of a request for the ith most popular page is
proportional to 1=i�, with � typically taking on some value
less than unity. The observed value of the exponent varies
from trace to trace. The request distribution does not follow
the strict Zipf’s law (for which � ¼ 1), but instead follows a
more general Zipf-like distribution. Query word frequency
does not follow a Zipf distribution [31]. The user’s query
lexicon size does not follow a Zipf distribution [31] but with
a heavy tail. Both the overall traffic and the traffic from the
10 percent most popular nodes are heavy-tailed in terms of
the host connectivity, traffic volume, and average band-
width of the hosts [28]. Studies in [9] have suggested a log-
quadratic distribution (10��2

) for stored file locality and
transfer file locality. The time length that nodes remain
available follows a log-quadratic curve [9], which could be
approximated by two Zipf distributions.

In our simulation, we simulate the flooding search used
in a Gnutella network by conducting the Breath First Search
algorithm from a specific node. A search operation is
simulated by randomly choosing a peer as the sender, and a
keyword according to Zipf distribution. TTLs are used to
propagate the queries.

4.2 Performance Metrics

As we discussed in Section 3.2, we should consider traffic
cost as well as query response time in P2P systems. To
evaluate the search efficiency of the systems, besides traffic
cost and response time, we also use the following metrics:

Search scope is defined as the number of peers that
queries have reached in an information search process.
Thus, with the same traffic cost, we aim to maximize the
search scope, while, with the same search scope, we aim to
minimize the traffic cost.

Optimization rate is defined as gain/penalty ratio, i.e., the
ratio of query traffic reduction and overhead traffic
increment in order to study the trade-offs between query
traffic and overhead traffic by changing the value of
optimization depth of h. One major factor to impact the
traffic overhead is the frequency of exchanging cost
information. We define frequency ratio, R, as the ratio of
query frequency to use the overlay trees to the frequency of
cost information changes. For a given P2P network
topology, if the frequency of the topology and cost changes
and query frequency can be measured so that R is
determined, we should be able to adjust the value of h to
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Fig. 9. Overlay tree built in 2-neighbor closure.

TABLE 2
Query Paths and Costs on the Overlay Tree Built in

2-Neighbor Closure



achieve optimal gain/penalty ratio. ACE is worth to use
only if the gain/penalty ratio is larger than 1.

4.3 A Dynamic P2P Environment

P2P networks are highly dynamic with peers joining and
leaving frequently. The observations in [28] have shown
that over 20 percent of the logical connections in a P2P last
1 minute or less and around 60 percent of the IP addresses
keep active in FastTrack for no more than 10 minutes each
time after they join the system. The measurement reported
in [25] indicated that the median up-time for a node in
Gnutella and Napster is 60 minutes. Studies in [5] have
argued that measurement according to host IP addresses
underestimates peer-to-peer host availability and have
shown that each host joins and leaves a P2P system 6.4 times
a day on average and over 20 percent of the hosts arrive and
depart every day. Although the numbers they provided are
different to some extent, they share the same point that the
peer population is quite transient. We simulate the joining
and leaving behavior of peers via turning on/off logical
peers. In our simulation, every node issues 0.3 queries per
minute, which is calculated from the observation data
shown in [29], i.e., 12,805 unique IP addresses issued
1,146,782 queries in 5 hours. When a peer joins, a lifetime in
seconds will be assigned to the peer. The lifetime of a peer is
defined as the time period the peer will stay in the system.
The lifetime is generated according to the distribution
observed in [25]. The mean of the distribution is chosen to
be 10 minutes [28]. The value of the variance is chosen to be
half of the value of the mean. The lifetime will be decreased
by one after passing each second. A peer will leave in the
next second when its lifetime reaches zero. During each
second, there are a number of peers leaving the system. We
then randomly pick up (turn on) the same number of peers
from the physical network to join the overlay.

5 PERFORMANCE EVALUATION

We have simulated ACE for all the generated logical
topologies on top of each of the 10 generated physical
topologies with 27,000 nodes. We representatively present
the results in this section.

5.1 ACE in Static Environments

In our first simulation, we study the effectiveness of ACE in

a static P2P environment where the peers do not join and

leave frequently.
In Fig. 10, we show the percentage of query responses

alongmismatchedpaths of the other existing approaches and

ACE scheme. Recall the results in Fig. 3 show that 70 percent

of the queries are back along mismatched paths in Gnutella

like P2Ps. As most of the existing approaches did not deal

with the topologymismatch problem, themismatch degree is

not changed under those advanced approaches. ACE is

proven an effective approach optimizing up to 60 percent out

of the 70 percent mismatched paths. As a result, system

performance is improved significantly.
The first goal of ACE schemes is to reduce traffic cost as

much as possible while retaining the same search scope.

Fig. 11 shows the traffic cost reduction of ACE, where the

curve of “cn neighbors” means the average traffic cost

incurred by a query to cover the search scope in the x-axis

and, in the system, the average number of logical neighbors

is cn. We can see that the traffic cost decreases when ACE is

conducted multiple times, where the search scope is all of

the 9,000 peers. ACE may reduce traffic cost by around

65 percent and it converges in around 10 steps. One step

means one round of ACE optimization including the three

phases, i.e., neighbor cost table exchanging, selective flood-

ing, overlay optimization.
The simulation results in Fig. 12 show that ACE can

shorten the query response time by about 35 percent after

10 steps. One of the strengths of ACE schemes is that they

reduce both query traffic cost and response time without

decreasing the query success rate. We vary the size of the

overlay topology ranging from 1,000 to 9,000, and the

results are consistent. It is safe to say that ACE is completely

distributed and scalable and the size of P2P overlays has no

impact on the performance of ACE.
We also plot the node-degree’s pdf distribution before

and after ACE optimization in a 1,000 peer overlay in Fig. 13.

We can see that optimized logical topology keeps the

similar branching factor (i.e., the average number of logical

neighbors) property as the original logical topology and the

query coverage range can be guaranteed.
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Fig. 10. The percentage of query responses along mismatched paths of

existing schemes and ACE.

Fig. 11. Traffic reduction versus the optimization step.



5.2 ACE in Dynamic Environments

We further evaluate the effectiveness of ACE in dynamic
P2P systems. In this simulation, we assume that peer
average lifetime in a P2P system is 10 minutes; 0.3 queries
are issued by each peer per minute. The overlay we are
using has 9,000 peers with each peer having six neighbors
on average.

The first key issue we examined in this simulation is how
each peer decideswhen to conduct the neighbor cost probing
and reporting operation. In our design, there are two ways,
namely, periodic and event-driven, as we mentioned in
Section 3.3.1. In the periodic approach, each peer conducts
neighbor distance probing at every certain period of time, q.
After probing the distances to all the neighbors, a peer sends
the cost table to its neighboringpeers. Themajor advantage of
this policy is its simplicity. In the event-driven approach, a
peer produces and sends an updated cost table to its
neighboring peers only if there is a change in its logical
connections with its neighbors, such as on a neighbor’s
leaving or on a peer’s joining as its new neighbor.

The value q is a critical factor for the performance of
periodic approach. We have investigated the impact of
different values of q ranging from 30s to 300s. Figs. 14 and
15 show the results on some representative samples of q at
60s, 120s, 180s, and 240s, respectively, where the x-axis
indicates the time elapsed since the first probing or event

occurred. A small q leads to a fast convergent speed.
However, if q is too small, peers will conduct the
optimization operations too often, making the overhead
keep growing when the reduction of the traffic cost and
response time have already reached a threshold. On the
other hand, if q is too large, e.g., q ¼ 240, the frequency of
the optimization operations will not be enough to catch the
changes of peers’ frequent joining and leaving. Thus, the
convergent speed is slow and the reduction of traffic cost
and response time is limited. Figs. 14 and 15 suggest that
q ¼ 60s and q ¼ 120s make ACE have very close perfor-
mances, while, when q ¼ 180s and q ¼ 240s, ACE does not
work well. Considering there are other overheads of ACE
except traffic cost, we select q ¼ 120s, which means each
single peer will probe its neighbors and report the cost table
every two minutes. ACE has about 60 percent reduction on
traffic cost and 40 percent reduction on response time for
this simulation setup with the given physical topology,
average peer lifetime (10 minutes), and query frequency
(0.3/minute).

Figs. 14 and 15 also show that the event-driven policy
outperforms periodic policy in ACE. We did not select
event-driven policy as the first priority in ACE based on the
following observations: First, the overall performances of
these two policies are very close if we carefully choose the
q value for periodic policy. Second, compared with periodic
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Fig. 12. Average response time versus the optimization step.

Fig. 13. Comparison of topology properties.

Fig. 14. Traffic cost reduction of ACE in a dynamic P2P environment.

Fig. 15. Response time reduction in a dynamic P2P environment.



policy, to employ event-driven policy needs more opera-
tions. For example, peers must monitor all the neighboring
peers’ behaviors, which means extra overhead, especially
when some peers have a very short lifetime in the
P2P network. In contrast, to employ a periodic policy at a
peer is simple and straightforward: Do the probing and
reporting in a given frequency. However, if ACE is
employed among super-peers only, the event-driven policy
could be a good option because super-peers tend to have a
longer lifetime.

As we have done in static environments, we vary the size
of overlays from 2,000 to 9,000 peers and the optimization
rate of ACE remains consistent.

We claim the strength of ACE is that ACE is orthogonal
with existing advance search approaches. In a dynamic
P2P environment, we simulate strategies of combining ACE
with other approaches, such as response index caching
scheme [29] and Random Walk scheme [17].

In Figs. 16 and 17, we show a strategy of combining ACE
with the response index caching scheme [29] in which query
responses are cached in passing peers along the returning
path. Each peer keeps a local cache and a response index
cache. The size of a response index cache is bounded by
200 items. The average number of neighbors is six. We

compare the traffic cost and response time in a Gnutella-like
system without any optimization (Gnutella-like), with
response index caching only (Index Cache), with ACE
optimization only (ACE enabled), and with ACE optimiza-
tion plus response index caching (ACE + Index Cache). The
results in Figs. 16 and 17 show that, by combining ACE and
response index caching, the traffic cost is reduced by about
75 percent without shrinking the search scope, and the
average query response time is reduced by about 70 percent.

We then use the Random Walk scheme instead of blind
flooding during the search in ACE enabled P2Ps. In the
Random Walk scheme [17], a query is sent to k different
walkers (relay neighbors) from the source peer. For a peer
in each walker, it just randomly selects one neighbor to
relay the query. For each walker, the query processing is
done sequentially. In our simulation, 30 walks are issued for
each query. We repeat this simulation with different
random seeds for 20 times and plot the average. Here, we
use two metrics, traffic cost reduction rate ðRcð�ÞÞ and
response time reduction rate ðRtð�ÞÞ. Rcð�Þ is defined by

Rcð�Þ ¼
CðRandomWalkÞ � CðACEÞ

CðRandomWalkÞ
� 100%;

where C(RandomWalk) represents the traffic cost incurred
by searching all the peers using the RandomWalk approach
in a Gnutella-like overlay. C(ACE) represents the traffic cost
incurred in ACE enabled P2P networks. Rtð�Þ is given by

Rtð�Þ ¼
T ðRandomWalkÞ � T ðACEÞ

T ðRandomWalkÞ
� 100%;

where T(RandomWalk) denotes the average response time
of queries using Random Walk approach in Gnutella-like
overlays and T(ACE) is that of ACE enabled systems.

We plot RcðRandomWalkÞ and RtðRandomWalkÞ in
Fig. 18. As expected, ACE reduces the traffic cost and
response time of the Random Walk scheme by approxi-
mately 60 percent and 38 percent, respectively.

5.3 The Impact of Optimization Depth

Fig. 19 shows the query traffic reduction rate over blind
flooding versus the depths of neighbor closure to construct
overlay trees.Different curves correspond to theperformance
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Fig. 16. The effectiveness of ACE plus the Response Index Caching

Scheme on reduction of traffic cost.

Fig. 17. The effectiveness of ACE plus the Response Index Caching

Scheme on reduction of query response time.

Fig. 18. Traffic cost and average response time reduction on the

Random Walk scheme when employing ACE.



on different topologies with different values of E, where E
is the average number of neighbors. For a given depth of
neighbor closure, the reduction rate increases with in-
creased average number of neighbors. For a given average
number of neighbors, the reduction rate also increases as
the depths of neighbor closure increases. There is a
threshold of depth for each E, from which it is hard to
further reduce the query traffic.

Fig. 20 shows the overhead traffic versus the depth of
neighbor closure. The overhead traffic increases as the
depths of neighbor closure increases or as the average
number of neighbors increases.

Figs. 21 and 22 show the optimization rate versus the
depth of neighbor closure with E ¼ 16 and E ¼ 4, respec-
tively. Different curves in each figure correspond to
different values of R. Based on this figure, we can
determine, for a given value of R, the minimal value of h
to achieve performance gain in ACE. The minimal value of
h is defined as the value of h that leads to an optimization
rate of 1.

To achieve performance gain, we should choose the
depth values that can lead to optimization rates that are
greater than 1. When we increase R, the optimization rate
increases for a given depth value (h) and the minimal value
of h to achieve performance gain decreases. As h increases,
the optimization rate also increases. However, there is a
threshold of h from which the optimization rate is hard to

increase anymore. Figs. 21 and 22 also show that, for a large
value of E, a small minimal value of h is needed to achieve
performance gain for a given value of R.

Figs. 23 and 24 show the optimization rate versus
frequency ratio with E ¼ 16 and E ¼ 4, respectively. When
the value R increases, the optimization rate significantly
increases. A large value of R means that the query
frequency is high and the tree reconstruction frequency is
low. For a given network after a period of time, if we can
find a relatively stable value of R, we will be able to find a
minimal value of h to construct overlay trees and achieve
performance gain in ACE. We can see from Fig. 23 that, for
R ¼ 1, the optimization rate is always less than 1. Thus,
using ACE under an environment with R ¼ 1, the given
topology will not improve any performance. From Fig. 23,
the minimal value of h is 2 for R ¼ 1:5 and is 1 for R ¼ 2.
Comparing Fig. 23 with Fig. 24, for the same value of R, the
minimal value of h is small for a large value of E. For
example, for R ¼ 2, the minimal value of h is 1 for E ¼ 16,
while the minimal value of h is 5 for E ¼ 4. Thus, ACE is
more effective in a topology with high connectivity density.

6 CONCLUSION

In this paper, we propose a distributed approach to solving
overlay topology mismatch problem. Our simulation shows
that the average cost of each query to reach the same scope
of nodes is reduced by about 65 percent when using our
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Fig. 19. Query traffic reduction rate.

Fig. 20. Overhead traffic.

Fig. 21. Optimization rate versus h (E = 16).

Fig. 22. Optimization rate versus h (E = 4).



proposed ACE in a Gnutella-like P2P network, without
losing any autonomy feature, and the average response
time of each query can be reduced by about 35 percent. The
impacts of the frequency of exchanging neighbor cost tables
on ACE performance have also been studied. ACE’s ability
to complement other advanced search approaches has been
shown by two combination strategies of ACE with query
response index caching and random walk. The proposed
ACE technique is fully distributed, easy to implement, and
adaptive to the dynamic nature of P2P systems. Further-
more, a larger diameter leads to a better topology
optimization rate and a higher overhead due to extra
information exchanging. ACE is more effective in a
topology with high connectivity density. It will make the
decentralized flooding-based P2P file sharing systems more
scalable and efficient.

It is very important for ACE to quickly identify the best
candidate from a nonflooding neighbor’s neighbor list to
minimize replacement overhead. In our simulations, we
only use random policy to replace a nonflooding neighbor
by a random selected candidate. We are studying several
alternatives to choose the candidate. For example, the naive
policy simply disconnects the source node’s most expensive
neighbor. The source node will probe the costs to some
other nodes and try to find a less expansive node as a
replacement of the disconnected neighbor. The second one
is the closest policy in which the source will probe the costs
to all of the nonflooding neighbor’s neighbors and select the
closest one.
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