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ABSTRACT
Place name disambiguation is an important task for improv-
ing the accuracy of geographic information retrieval. This
task becomes more challenging when the input texts are
short. Wikipedia provides information about places and has
often been employed for named entity recognition. How-
ever, the natural language representation of Wikipedia ar-
ticles limits more effective use of this rich knowledge base.
DBpedia is the Semantic Web version of Wikipedia, which
provides structured and machine-understandable knowledge
mined from Wikipedia articles. This paper presents an ap-
proach for combining Wikipedia and DBpedia to disam-
biguate place names in short texts. We discuss the pros and
cons of the two knowledge bases, and argue that a combina-
tion of both performs better than each of them alone. We
evaluate our proposed method by conducting experiments
against baselines of three established methods. The result
indicates that our method has a generally higher precision
and recall. While our study employs DBpedia, the proposed
method is generic and can be extended to other structured
Linked Datasets such as Freebase or Wikidata.

Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: [Informa-
tion Search and Retrival]; I.2.7 [Artificial Intelligence]:
[Natural Language Processing]

Keywords
Place name disambiguation, Wikipedia, DBpedia, Linked
Data

1. INTRODUCTION
Place name disambiguation is an important task for im-

proving the accuracy of geographic information retrieval
(GIR) [10]. This importance can be reflected in two com-
ponents of GIR. The first one is the query pre-processing.
Given a text query from the user, the place search engine
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should be able to figure out the geographic entity that the
user is referring to in order to return relevant information.
The second component is the indexing of data records in the
target database. Better search results can be achieved, if the
search engine can disambiguate the geographic entities men-
tioned in the natural language descriptions of data records,
and establish an additional index based on the recognized
entities [5].

While important for GIR, place name disambiguation also
presents challenges. A key problem is the ambiguity of to-
ponyms [4, 17]. The same place name can refer to different
geographic entities (e.g., the Getty Thesaurus of Geographic
Names returns 102 places for the toponym Santa Barbara;
many of them being populated places). Additionally, the
same geographic entity can have different names (e.g., the
city of Istanbul in Turkey has at least 12 known toponyms).
A common strategy to handle this challenge is to employ the
surrounding words as context information. Such context in-
formation is then compared to the ground truth descriptions
of the places to be disambiguated, and the place with highest
similarity is returned as the result.

Wikipedia is a knowledge base that has often been used as
the source for ground truth descriptions [17, 3, 6, 14]. Due
to its plain text nature, Wikipedia articles have often been
reduced to vector space models, in which the importance
of a term is based on its frequency and inverse document
frequency (TF-IDF). For example, Bunescu and Pasca used
TF-IDF and cosine similarity to compare the context infor-
mation of an entity with Wikipedia articles [3]. Using the
same metric, Cucerzan enriched the term vectors by includ-
ing not only words but also short phrases [6]. Other similar
approaches have also been proposed in the literature that
aim at enriching the term vectors derived from Wikipedia
articles [15, 16].

While a vector space model can often achieve fair dis-
ambiguation results, it ignores the semantic importance of
terms. To give a concrete example, consider the following
sentence: ”Washington was first established in 1824, and
it is home to the Historic Washington State Park”. In this
sentence, the term Historic Washington State Park provides
important clues about the place. An individual familiar with
this park may correctly infer that this sentence is about
Washington, Arkansas. However, a vector space model will
treat this phrase as equal to other words (e.g., established
and home) or may even divide it into four terms. Note
that the toponym ”Historic Washington State Park”only ap-
pears once on the Wikipedia page of Washington, Arkansas1.

1http://en.wikipedia.org/wiki/Washington, Arkansas. Ac-



Thus, semantically indicative terms do not necessarily have
high frequencies in Wikipedia articles. This significantly re-
duces their term frequency value and consequently decreases
their importance in a vector space representation.

Identifying semantically indicative terms is even more im-
portant for place disambiguation in short texts. Short text,
such as user queries or snippets published together with data
records, only contain very limited context information. In
such situations, recognizing just one important clue can al-
ready improve the disambiguation accuracy. These clues
can include higher-level administrative units (e.g., states
and counties) that this place belongs to, nearby places (e.g.,
neighboring communities), famous people associated with
the place, characteristic landmarks, and so forth. An intu-
itive way to incorporate these clues into place disambigua-
tion is to make use of the hyperlinks within Wikipedia arti-
cles. While some hyperlinks do point to entities that are di-
rectly related to the entity described by the article, there are
also many geographically unrelated links, since Wikipedia
authors are encouraged to create a dense network of inter-
linked articles. Figure 1 shows a fragment of the Wikipedia
page of Washington, Arkansas. As can be seen from the fig-
ure, terms, such as ”United States Census Burean”,”census”,
and ”poverty line”, are all hyperlinked, although these terms
are not specific to Washington, Arkansas but point to gen-
eral concepts.

DBpedia is a central Semantic Web hub that extracts
and enriches information of Wikipedia. Based on the
Resource Description Framework (RDF), DBpedia orga-
nizes Wikipedia knowledge into a structured and machine-
understandable graph [11]. Focusing on things (entities) in-
stead of strings (natural langague descriptions), DBpedia
represents the relations among entities in the world. A quick
check of the DBpedia page for Washington, Arkansas2 re-
veals known facts about the city, e.g., the county and state
it belongs to, its population, as well as related places such as
the Historic Washington State Park ; see Figure 2. DBpedia
only lists the entities that have direct connections to the tar-
get. Thus, these entities can be used as important clues to
improve place name disambiguation. Similar to Wikipedia,
DBpedia also provides data in different language versions,
and such a multilingual feature offers the potential to pro-
cess place names in languages other than English.

In this paper, we present an approach for improving
Wikipedia-based place name disambiguation in short texts
using structured data from DBpedia. The contributions
of this work are as follows:

• We analyze the pros and cons of Wikipedia and DB-
pedia in place name disambiguation.

• We propose a method for combining structured and
unstructured data from these two data sources. We
demonstrate that such a combination results in a
higher disambiguation accuracy than three baseline
approaches.

• We shared the source code and ground truth datasets
on Github3 to make our work reproducible and to pro-
vide a new baseline for future studies.

cessed on August 29, 2014
2http://dbpedia.org/page/Washington, Arkansas. Ac-
cessed on August 29, 2014
3https://github.com/YingjieHu/Place-Disambiguation

The remainder of this paper is organized as follows. Sec-
tion 2 describes a general procedure used for place name dis-
ambiguation and discusses the pros and cons of Wikipedia
and DBpedia in supporting the different stages of this proce-
dure. Section 3 presents our method for combining the two
knowledge bases. Section 4 conducts experiments to evalu-
ate the proposed method by applying it, along with three
other baseline methods, to the same datasets. Finally, sec-
tion 5 summarizes this work and discusses future directions.

2. PLACE NAME DISAMBIGUATION
Similar to the process of general named entity recogni-

tion, place name disambiguation can be divided into two
stages: spotting and disambiguation. This section provides
some background knowledge on both stages, and discusses
the roles Wikipedia and DBpedia can play. Due to the scope
of this paper, our discussion will focus on methods using data
from Wikipedia and DBpedia. Other data sources, such as
WordNet, Getty Theauraus of Geographic Names (TGN),
GEOnet Names Server (GNS), and Geographic Names In-
formation System (GNIS) have also been used in existing
works for place name disambiguation [19, 18, 5].

2.1 Stage 1: Spotting
The task of spotting is to extract the terms which can be

used to represent entities in the world [17, 13]. These terms
are called surface forms, and this stage only identifies these
surface forms, and does not try to discover which entity a
surface form actually refers to. For example, consider the
sentence ”Greenville, the county seat of Meriwether County,
became a city on December 20, 1828.”. The stage of spotting
only needs to detect that Greenville is a surface form, and
does not have to understand whether it refers to Greenville,
Georgia, or Greenville, Alabama, or another Greenville.

To find out which terms can be used as surface forms,
existing works have suggested three data sources from
Wikipedia [3, 13]: Wikipedia article titles, redirect pages,
and disambiguation pages. In Wikipedia, each article mainly
describes one entity, and the title of an article often refers to
the formal name of the described entity. Redirect pages con-
tain information about the alternative names of one entity.
For example, the wikipedia page of United States has corre-
sponding redirect pages of U.S., U.S.A., US, and USA. Dis-
ambiguation pages provide mapping from one surface form
to multiple entities. For example, the disambiguation page
of the term Washington4 points to 3 most prominent entities
(i.e., George Washington, Washington D.C., and Washing-
ton State), as well as many smaller cities and communities
which are also called Washington. After the surface forms
have been extracted, indexing tools, such as Lucene, can be
employed to establish mapping links between entities and
their corresponding word representations.

It is worth to note that the spotting stage does not need to
use data from DBpedia. This is because DBpedia describes
the same set of entities as Wikipedia does, and therefore it
is unnecessary to apply the same procedure twice.

2.2 Stage 2: Disambiguation
While surface forms have been extracted in stage 1, the

goal of stage 2 is to identify the entity that one surface form
refers to given its surrounding text context. To achieve this

4http://en.wikipedia.org/wiki/Washington (disambiguation)



Figure 1: A fragment of the Wikipedia page of Washington, Arkansas.

Figure 2: A fragment of the DBpedia page of Washington, Arkansas.

goal, all candidate entities, which can be referred by this sur-
face form, are first selected out using the index established
in stage 1. Then, some metrics need to be established to
measure the likelihood that the surface form refers to an en-
tity. Finally, the candidate entities whose likelihood values
are larger than a threshold will be returned as the disam-
biguation result. The following sub sections will describe the
metrics that can be used to measure this likelihood. We will
also discuss the pros and cons of Wikipedia and DBpedia in
deriving these metrics.

2.2.1 Entity Prominence
This metric is based on the relative importance of enti-

ties. For example, when the term Washington appears in
a sentence, Washington D.C. generally has a higher prior
probability to be the referred entity than another populated
place also called Washington. In some existing works, such
entity prominence are incorporated into the disambiguation
model through hand crafted rules (e.g., countries are more
important than cities) [19, 5].

In Wikipedia-based place name disambiguation, one can
make use of the counts of page-in links (i.e. how many
other Wikipedia articles have linked into this page) [8].
While the count values provide useful estimates, it is of-
ten time consuming to crawl the Wikipedia knowledge base
to derive them. DBpedia, on the other hand, presents
the counts of related links for free through the prop-
erties of dbpedia-owl:wikiPageInLinkCount and dbpedia-
owl:wikiPageOutLinkCount (i.e., how many pages this ar-
ticle has linked out)5. These count values are derived when
Wikipedia articles are converted into RDF, and therefore
researchers can directly make use of these values instead of

5The link counts can also be downloaded from Wikipedia
Pagelinks at http://wiki.dbpedia.org/Downloads39

having to repeat the crawling process.
While page-in links are useful in quantifying the promi-

nence of an entity, additional DBpedia properties, especially
those describing the entity’s geographic characteristics, can
also be integrated to improve the disambiguation result. For
example, when disambiguating populated places, we can em-
ploy their population values as additional information, and
combine these values with the page-in counts. Equation 1
shows such an example metric.

P (s→ ei) ∝ α
Link(ei)∑n
j=1 Link(ej )

+(1−α)
Popu(ei)∑n
j=1 Popu(ej )

(1)

where P (s → ei) represents the probability that a surface
form s refers to an entity ei, Link(ei) represents the number
of page-in links that entity ei has, and Popu(ei) represents
its population value;

∑n
j=1 Link(ej ) sums up the number

of links of all candidate entities ej that the surface form
s can refer to; α ∈ [0, 1] is a smoothing parameter which
determines the relative importance of the two factors.

2.2.2 Context Similarity
Context has been considered as the additional information

which has impact on similarity judgment [9], and has been
examined in existing research [2, 1]. Context similarity is
another metric used for named entity disambiguation. In
existing works, such a metric has been performed using co-
occurence models [17] as well as conceptual density [4]. In
Wikipedia-based disambiguations, context similarity is often
performed through vector space model which employs TF-
IDF to assign weights to the vector terms [3, 6].

Compared with DBpedia, Wikipedia has been more fre-
quently used to provide background information for can-
didate entities. Even DBpedia Spotlight, a notable named
entity annotation system heavily based on DBpedia, also



utilizes Wikipedia articles for entity disambiguation [13].
One reason for the popularity of Wikipedia is due to its
detailed descriptions, whereas DBpedia are more focused on
representing entity relations. For example, a sentence like
”Greenville is one of the newest and smallest towns in Hills-
borough County.”, would be reduced to the two RDF triples
below (in Turtle syntax).

:Greenville a :Town.
:Greenville :isPartOf :Hillsborough County.

While the skeleton information has been kept in the RDF
triples, the descriptive terms, such as ”newest” and ”small-
est”, are removed. In more extreme cases, sentences which
do not involve any entities would be directly removed. For
example, the following sentence, ”With a beautiful and his-
toric downtown, Washington is known for the stately homes
and lovely gardens that make up its residential area.”, will
typically not survive the triplification process, although it
conveys important descriptive information about the entity.
However, the detailed descriptive information on Wikipedia
also carries risks, since terms which represent important en-
tities (e.g., a county name) may be assigned equal or even
less weight as a purely descriptive word (e.g., ”beautiful”).

2.2.3 Integrating Entity Prominence with Context
Similarity

Both entity prominence and context similarity provide
useful measures for the likelihood that a surface form may
refer to a particular entity. Therefore, they have been inte-
grated to improve the accuracy of named entity disambigua-
tion. One such example is the work by Fader et al. that
relies on a Bayesian approach [7]. Equation 2 illustrates the
key idea:

e∗ = arg max
ei∈E

[Sim(Context(s),Wiki(ei))× P (s→ ei)] (2)

where s is the surface form, ei is a candidate entity, and
e∗ represents the returned entity of the disambiguation;
Context(s) is the vector of context words surrounding s,
and Wiki(ei) is the vector of Wikipedia article for entity
ei; Sim(Context(s),Wiki(ei)) represents the cosine similar-
ity between the two, and P (s→ ei) is the prior probability
that s refers to ei. Applying to a disambiguation task, this
method will select the entities which have high prior proba-
bility to appear unless there is strong context evidence that
suggests otherwise.

3. PROPOSED METHOD
The method proposed in this work focuses on the sec-

ond stage of place name disambiguation. Thus, we assume
that surface forms have been extracted from Wikipedia, and
mapping between surface forms and their potential entities
have been established using the procedure described in sec-
tion 2.1. The research challenge we target in this paper is to
disambiguate the candidate entities of a surface form given
some context words. More specifically, we focus on the cases
where the context is short, and therefore entity clues are im-
portant for the disambiguation task. The problem can be
formalized as:

Problem. Given a surface form s, its short con-
text sentence Context(s), and a set of candidate entities
E : {e1, e2, ..., en}, return a subset E∗ with entities that
are more likely (larger than a threshold τ) to be referred to
by s under the context.

3.1 Enhancing TF-IDF Using DBpedia Terms
As discussed in the previous section, Wikipedia contains

detailed descriptions about entities, but lacks the capabil-
ity to differentiate terms representing entities from purely
descriptive words. DBpedia, on the other hand, focuses on
representing entities and their relations, but suffers from lim-
ited descriptive expressivity.

Based on this analysis, our first step is to combine the term
frequency from both Wikipedia and DBpedia. Such a pro-
cess reinforces the entity terms based on DBpedia while still
keeping the descriptive words from Wikipedia. Reconsider
the sentence mentioned before: ”Greenville is one of the
newest and smallest towns in Hillsborough County.” While
all the terms will be counted for the vector space model, the
terms town, Hillsborough, and County will receive additional
counts since they are mentioned in both Wikipedia and DB-
pedia. Please note that the phrase Hillsborough County has
been divided into two terms in this step based on a uni-
gram model. In addition, the frequency of Greenville is not
considered since it is the surface form to be disambiguated.

Applying TF-IDF, we calculate the weight of a term t in
the vector representation vi of entity ei using the following
equations:

tf (t) = Freqwiki + Freqdbpe (3)

idf (t) = 1 + log(
|E|+ 1

nt
) (4)

Weight(t) = tf (t)× idf (t) (5)

where Freqwiki and Freqdbpe are the frequency of term t from
Wikipedia and DBpedia, respectively. |E| represents the
number of all candidate entities for surface form s, while nt

is the number of entities whose vectors contain the term t.
In typical natural language processing, numerical values

are often removed in the pre-processing stage. In our case
we deliberately keep the numerical values mentioned in DB-
pedia while discarding them in Wikipedia. This is because
the numerical values in DBpedia often deliver important and
unique information about the local place, such as population
and total area. Thus, we incorporate these numbers into the
vector space model as strings. However, this does not apply
to Wikipedia, as it would introduce a lot of noise. For exam-
ple, consider the following sentence from the Wikipedia page
of Washington, Arkansas: ”Albert G. Simms (1882–1964),
a United States Representative from New Mexico, was born
here.”While the years are important information for describ-
ing the person, these numbers are not directly related to the
place of Washington, Arkansas. DBpedia does not contain
such facts (which are about a related person, not the place).

3.2 Integrating DBpedia Entities For Disam-
biguation

While we have partially integrated DBpedia facts into
place name disambiguation, our method breaks the struc-
tured nature of DBpedia by dividing entity names into in-
dividual terms. In this section, we enhance the proposed
method by integrating DBpedia entities into the disam-
biguation process.

The rationale behind this approach is based on the co-
occurrence model from existing works [17, 12]. One geo-
graphic place is always associated with a unique set of other
entities, such as nearby cities, higher-level administrative
units, physical geographic features (e.g., rivers and moun-



Property Associated entities
dbpedia-owl:country Country
dbpedia-owl:isPartOf State and county
dbpedia-owl:state State
is dbpedia-owl:countySeat of County
dbpprop:subdivisionName Country, state, and county
is dbpedia-owl:location of Buildings, parks, companies, or landmarks
is dbpedia-owl:city of Schools and other organizations in that city
is dbpedia-owl:routeStart of Routes (e.g., Highway 1) that starts from the place
is dbpedia-owl:routeEnd of Routes that ended here
dbpedia-owl:district The general district (e.g., dbpedia:St. Landry Parish, Louisiana)
dbpedia-owl:region The general region
is dbpedia-owl:nearestCity of The nearest city of this place
is dbpedia-owl:hometown of People whose hometown is here
is dbpprop:birthPlace of People who were born here
is dbpedia-owl:deathPlace of People who passed away in this place
is dbpedia-owl:wikiPageRedirects of Alias of the place
dbpprop:nickname Nicknames

Table 1: DBpedia properties used to extract closely related entities.

Figure 3: An entity graph of Washington, Arkansas.

tains), and related persons. The occurrence of a related en-
tity can provide important clue for place name disambigua-
tion. Specifically, we identify a list of DBpedia properties
(Table 1) which associate one place to its closely related en-
tities. Based on the selected DBpedia properties, a place can
be considered as a central node within a simple graph. This
central node links to other nodes (the associated entities),
and the weights of the edges are determined using IDF as
shown in equation 4. This way entities which are commonly
associated with every candidate (e.g., United States) will be
given a minimum weight, while entities which are unique
to the local place will be assigned higher weights. Figure 3
shows such a simple graph for Washington, Arkansas, which
links to other entities such as Historic Washington State
Park and James Kimbrough Jones.

We then define an entity matching score in equation 6.

Match(Context(s),Entities(ei)) =

∑m
j=1(wj × I)∑m

j=1 wj
(6)

where wj is the weight for edge j; I is an indicator vari-
able, and I = 1 when an edge match has been found in
Context(s); and I = 0 otherwise. Entities(ei) represents
the entities closely related to ei and extracted through the
list of DBpedia properties in Table 1. Thus, given a sentence
that contains a surface form s, the entity matching score is
calculated by dividing the sum of the matched edge weights
using the sum of all edge weights.

The entity matching score is then combined with the

DBpedia-enhanced TF-IDF using a smoothing parameter λ.

S(s→ ei) =λMatch(Context(s),Entities(ei)) + (7)

(1− λ)Sim(Context(s),WD(ei))P (s→ ei)

where λ ∈ [0, 1], and it controls the relative importance of
the two parts in the equation. We will discuss how to adjust
the value of λ in the experiments section. WD(ei) is the
combined vector representation using the content from both
Wikipedia and DBpedia. Sim(Context(s),WD(ei)) is the
cosine similarity between the context of the surface form s,
and a candidate entity’s vector representation; P (s→ ei) is
the prior probability that s refers to ei.

Given a short text, the cosine similarity value is often very
small (e.g., in a scale of 10−5) due to the small number of
terms. Consequently, the calculated cosine similarity value
will be on a smaller numeric scale compared to the entity
matching score (which is often in the order of 10−1). To
ensure that the entity matching score does not dominate
the result, a simple normalization function (equation 8) has
been employed to convert the two scores to the same scale.

Normalized(xi) =
xi −Min(x)

Max (x)−Min(x)
(8)

Based on the normalized values, the final score S(s →
ei) can be calculated using equation 7. We then define a
sensitivity parameter τ . Candidate entities which have a
score larger than τ will be returned as the disambiguation
result, while the other candidates will be removed.

4. EXPERIMENTS
This section discusses experiments to evaluate the per-

formance of the proposed method. We first describe the
datasets used for the experiments, then present the results
from applying our method and three other baseline meth-
ods to the datasets. Finally, we interpret the results and
discuss their implications. All the experimental data and
source code are available in our Github repository.

4.1 Datasets
The experimental datasets are derived based on a

Wikipedia page which provides a list of the most common
place names in the U.S.6. Based on this list, we selected two

6http://en.wikipedia.org/wiki/List of the most common U.S.



place names Washington and Greenville as our experimental
targets.

To acquire the ground truth data, we check the govern-
ment websites of these cities and towns, and download the
general descriptions of these places (which are often found
in the About page). Such an approach reduces the amount
of human interference in the ground truth data, compared
with other existing methods (e.g., manually annotating the
correct place names from texts). To evaluate the perfor-
mance of the proposed method on short text, we designed
a simple regular expression to break the long paragraphs
of the descriptions into short sentences. While most of the
ground truth data are in single sentences, there are also
cases when two or three sentences are put together into one
record. This happens because the downloaded descriptions
occasionally do not follow the designed regular expression
(e.g., ”.” may be used to finish the sentence instead of ”. ”,
with one more space after the period). In some other cases,
one sentence is splitted in the middle due to the ”. ” that are
not used for period but for other purposes, such as ”Dr. ”
or the name abbreviations ”Geo. H. Shaw”. We deliberately
include these special cases into our ground truth data, since
the future data to be disambiguated may be noisy and may
be poorly composed. Thus, we consider these special cases
as a chance to test the robustness of the proposed method.
The selected places are shown in table 2.

Washington Greenville
Washington, Arkansas Greenville, Alabama
Washington, Connecticut Greenville, Georgia
Washington, Illinois Greenville, Illinois
Washington, Iowa Greenville, Indiana
Washington, Kansas Greenville, Kentucky
Washington, Louisiana Greenville, Mississippi
Washington, Maine Greenville, North Carolina
Washington, New Jersey Greenville, Pennsylvania
Washington, North Carolina
Washington, Virginia

Table 2: Experiment cities and towns.

Examples of two ground truth records are shown in ta-
ble 3. The correct answer and the descriptive sentence are
separated using a vertical bar (|).

Washington, New Jersey | Washington was also an impor-
tant railroad center with multiple railroad stations and
even a hotel across from one of the stations.
Greenville, Indiana | Early in Floyd County’s history,
Greenville was initially to be the county seat.

Table 3: Example records of the ground truth data.

We also download the text content from Wikipedia pages
of those places as well as the structured data from the cor-
responding DBpedia page. Thus, the experimental datasets
consist of three parts: the government ground truth de-
scriptions, Wikipedia data, and DBpedia data. The average
length of the test records in the Washington dataset is 27.8
words, while the average length for the Greenville dataset is
25.7 words (Note: stop words, such as the and of, also count
towards the average length).

4.2 Experiment Procedure and Results
We use three baselines against which our method will

be evaluated. All of them are based on the vector space

place names

model but with different data sources as background knowl-
edge: using Wikipedia alone, using DBpedia alone, and us-
ing a combination of Wikipedia and DBpedia without en-
tity matching scores. We implement these three methods,
along with our proposed method. All of these implementa-
tion make use of both prior probability and context simi-
larity as discussed in section 2.2.3. Different from the prior
probability based on the counts of page-in links, our exper-
iments derive prior probabilities based on the proportion of
a city’s ground truth records (see equation 9). This is be-
cause our experiments are in a controlled setting in which
the prominence of an entity is not determined by the count
of in-page links but by the number of sentences we can re-
trieve from their government websites (some cities have long
descriptions while others have shorter texts). In real-world
applications, prior probability calculation methods, such as
equation 1, would be used.

P (s→ ei) =
Ni∑n
j=1Nj

(9)

Here, P (s → ei) is the prior probability that the surface
form s refers to entity ei; Ni is the number of descriptive
records exist in the ground truth data for entity ei, and∑n

j=1Nj is the total number of records for all experimental
cities and towns. To examine the randomness of the exper-
imental data, we implement a program using only the prior
probability, and run it 100 times on both the Washington
dataset and the Greenville dataset. It obtains an average ac-
curacy of 15.8% on Washington dataset, and 14.6% on the
Greenville dataset.

Figure 4: λ and accuracy plot for Washington ex-
periment data.

To derive a proper value of the smoothing parameter λ
for equation 7, we first analyze how it influences the disam-
biguation result. We iterate the value of λ from 0 to 1, and
evaluate the quality of the first candidate (i.e., the candi-
date with the highest score) returned based on that λ value.
We then calculate the accuracy value for each λ, and plot
out the λ-accuracy figures for both of the two experimental
cases (see Figure 4 and 5).

When λ equals to 0, the proposed method equals to the
approach of only using a combined vector space model from
Wikipedia and DBpedia (same as the baseline method 3).
As λ increases, it enhances the impact of the entity matching
score, while giving less importance to the context similarity
and prior probability. Given a proper range of λ, the highest
accuracy value is achieved. When λ approaches 1, the pro-



Figure 5: λ and accuracy plot for Greenville exper-
iment data.

posed method is equal to using entity matching score alone,
and the accuracy of the results drops dramatically.

As can be seen from the two figures, the accuracy only
inceases mildly as λ iterates from 0 to 1. This can be
attributed to three reasons. First, the improvement intro-
duced by entity matching relies on the existence of entities
in the descriptive sentences. However, there are sentences
which are purely descriptive and do not contain any related
entities. Second, while DBpedia is a comparatively com-
plete knowledge database, it does not contain every entity
related to a place. Thus, even when an entity exists in the
sentence, such entity may not be identified by DBpedia. Fi-
nally, the improvement from entity matching is also based
on the premise that using the combined vector space model
alone will not disambiguate the place name correctly. There-
fore, when the vector space model already generates correct
result, including entity matching will not improve the ac-
curacy (although the score of the correct candidate will be
further increased).

Based on the above analysis, we select 0.5 for λ, since
a balanced importance of the two components provides the
best performance, as shown in Figure 4 and 5. We then
applied the four methods to the two experimental datasets.
The sensitivity parameter τ was iterated from 0 to 1, and
the precisions and recalls of the four methods at each value
of τ were calculated. We plotted the precision and recall
curves for the two experimental datasets (Figure 6 and 7).

Figure 6: Precision and recall plot for Washington
experiment data.

Figure 7: Precision and recall plot for Greenville
experiment data.

4.3 Discussions
Precision and recall are a trade-off, and the curves in Fig-

ure 6 and 7 show the general performance of the four meth-
ods. In both experiments, the method of using Wikipedia
alone achieves the lowest precision given a recall value be-
tween [0, 0.5]. Such a result confirms our analysis on the
characteristics of Wikipedia data. While rich in descrip-
tive sentences, Wikipedia data also contain sentences which
are not directly about the places (e.g., stories about a per-
son who lived there), thereby introducing noise to the back-
ground knowledge of the place.

On the contrary, using DBpedia alone results in high pre-
cision values if only low recall values are desired. This result
is also consistent with our analysis, since DBpedia only pro-
vides information about the entities that are directly linked
to the target place, thereby reducing the amount of noisy
information. However, as the recall value increases, the pre-
cision of using DBpedia alone drops significantly, and be-
comes the lowest value among the four method for a recall
larger than 0.7. This can be attributed to the lack of de-
scriptive sentences in DBpedia, which limits the amount of
background knowledge that can be used for place name dis-
ambiguation.

In both experiments, a combination of Wikipedia and DB-
pedia shows improvement over the previous two methods.
In the low-recall region, the combined approach shows a
precision which is much higher than the precision of using
Wikipedia alone, although the precision is still lower than
using DBpedia alone (since Wikipedia data also introduces
noise). In the high-recall region, the combined approach pro-
vides a precision which is higher than using either Wikipedia
or DBpedia alone.

Our proposed method further increases the performance
of the combined approach. As can be seen from the two
figures, given the highest precision, the proposed method ef-
fectively increases the recall without sacrificing precision. As
the recall increases, the proposed method generally achieves
the highest precision7 compared with the three baselines in
both of the datasets.

5. CONCLUSIONS AND FUTURE WORK
7There is a small fragment in Figure 7, where using DBpe-
dia alone produces higher precision. Such a result can be
attributed to the noise from Wikipedia data.



This paper proposed a method for improving Wikipedia-
based place name disambiguation in short text using struc-
tured data from DBpedia. Wikipedia is a rich knowledge
base which has often been employed to provide ground truth
descriptions for places. However, the natural language rep-
resentation of Wikipedia articles dilutes the weights of the
important terms indicating related entities. Wikipedia also
contains noise information which is not directly relevant to
the target entities. DBpedia provides structured data about
the properties of the target entity, as well as the relations
between the target entity and other closely related entities.
However, DBpedia lacks descriptive sentences which are also
useful for place name disambiguation. Based on this anal-
ysis, we combine the merits of the two knowledge bases
by adding up their term frequencies and incorporating an
entity-matching mechanism. Experiments were performed
to evaluate the proposed method against three baselines
(using Wikipedia alone, using DBpedia alone, and using a
combination of Wikipedia and DBpedia), and our method
showed a better precision and recall balance.

This research can be further enhanced by some future
work. So far, our experiments are based on datasets con-
taining two place names, i.e., Washington and Greenville.
While both place names are highly ambiguous, experiments
on other datasets and places could help better evaluate the
effectiveness of the proposed method. Another potential way
to improve our method is to make use of the quantitative
data (e.g., total area and population values) stored in DB-
pedia. As discussed in the paper, these numbers are often
unique to local places. When given a sentence like, ”There
are currently 15,134 people living in Washington, accord-
ing to the 2010 census.”, the disambiguation engine should
be able to recognize that this is about Washington, Illionis
since the number of 15, 134 is unique to this Washington in
terms of 2010 population. While our proposed method has
kept these numbers, they are treated in the form of sim-
ple strings, and therefore are not given the importance as
deserved. To better include them, the predicates of RDF
triples, such as dbpedia-owl:populationTotal, should also be
included in the disambiguation model.
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