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Abstract

A parallel between Reed-Solomon codes in the complex field and multicarrier transmission using

OFDM is first presented. This shows that when the signal is sent over some channel composed of Gaussian

plus impulse noise, the impulse noise can be removed by a procedure similar to channel decoding, using

information carried by the ”syndrome”. This result is first derived in a simple situation (oversampled

DMT, additive channel), which is merely of theoretical interest. In any case consecutive zeroes, in the

output of the OFDM modulator, do not correspond to real subcarriers. Pilot tones are emitted for

synchronization or channel estimation purposes. These pilot tones are generally scattered among the

information ones. Our approach is to use these pilot tones as syndromes, in order to correct impulse

noise. We show that the correction capacity is conditioned by the position of these pilot tones in the

emitted sequence. A protection subsystem based on hypotheses test is introduced after the decoding

operation in order to detect malfunction of this decoder. Efficiency of this technique is corroborated with

simulations in the slightly modified Hiperlan2 context. Other extensions are then provided in order to

increase the practical usefulness of the method.

I. Introduction

Multicarrier or Orthogonal Frequency Division Multiplexing (OFDM) system is a method of

data modulation that has gained recently an increased interest with the development of faster

signal processing components and technologies [1]. It is used in the European digital audio

broadcast (DAB) [2] and in wireless environment such as digital broadcast television and mobile

communication system [3],[2]. However, OFDM based on discrete multitone (DMT) systems are

also examined for broadband digital communications on the existing copper networks [4]. This

technique has been proposed for high-rate and assymetric digital subcarrier lines (HDSL, ADSL)

[4], Local Area Network (Hiperlan2). . . .

The main idea behind OFDM is to split the transmitted data sequence into N parallel se-

quences of symbols. This structure has the particularity to enable a simple equalization scheme

and to resist to multipath propagation channel. In fact, intersymbol interference (ISI) can be

avoided when a guard interval (IG) is implemented between each block of time domain samples

to be transmitted. However, some carriers can be strongly attenuated. It is then necessary to

incorporate a powerful channel encoder combined with frequency and time interleaving. In this

way, close coded bits are not likely to fall simultaneously in a spectral null [2].

However some of these quoted applications suffer from impulse noise and then the performance

of such system are damaged. The impulse noise is an additive disturbance that arises primarily
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from the switching electric equipment [5], [6], [7] and as spectral properties, the defined pulse

has a pole and infinite energy. Therefore, bursty or isolated errors are usually generated by

an impulse noise affecting consecutive symbols in the Viterbi decoder, because such decoder

relies on the past history of the symbol sequence. Thus a powerful decoder is required for such

applications that is robust against impulse noise in order to minimize its impact. The impulse

noise model that is used in this study is that given by Ghosh [8], it will be described later in the

paper.

In order to implement a digital modulator, an oversampled version of the continuous signal is

often computed. This amounts to appending consecutive null symbols to the block of symbols

to be modulated. Therefore the OFDM modulator can be seen as a real Reed-Solomon encoder

[9] and then it can be used as some specific impulse noise canceler, the structure of which is well

suited to the nature of the problem (i.e, a single impulse shows up as a single error), rather than

counting on the classical channel coder to solve the problem. Practically, both types of codes

will have to cooperate, in order to process both Gaussian and impulse noise.

To cancel impulse noise, Wolf [10], Redinbo [11], Ja-Ling Wu [12] and Kumaresan [13] had

also used the BCH code in the complex or real field and they have considered the effect of minor

errors.

Wolf [10] suggested two methods to correct large errors. The first is based on the Fourier

transform coding and is a voting scheme. This technique takes the DFT of the received sequence

and examines those frequency components that should be zeros for the original data sequence,

that means: any k samples of the N received samples can be used to estimate the emitted

samples. So there are Ck
N possibilities. If there are small independent errors on each of the

transmitted components, the vote of the “correct vector” yields a cluster of vector rather than

a single vector. This technique is impractical for large values of N . The second method is a

slightly modified BCH decoding algorithm and it is not effective for multiple errors.

Marvasti shown in [14] that the problem of signal reconstruction from missing samples can be

resolved by using a reconstruction algorithm similar to Reed-Solomon decoding technique based

on the Fourier transform. He proposed an error recovery technique for bursts (BERT) of real

and complex samples that uses techniques similar to Peterson’s method for BCH decoding and

Forney’s decoding. The BERT technique is found to be sensitive to background noise.

Wu [12], [15] defined a class of real-number linear block codes using the discrete cosine trans-
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form (DCT). Despite the non-cyclic nature of the DCT codes, a set of modified syndromes can

be defined with which a modified BCH decoding algorithm can be performed. He supposed that

the codeword is corrupted by a minor error vector due to the background noise and by impulse

noise due to the channel noise. To correct impulse noise, he used a modified Berlekamp-Massey

algorithm and the Forney algorithm which include a decision threshold. However, for our case,

DFT is preferred over to DCT due to its cyclic properties.

Kumaresan [13] used Reed-Solomon codes, in Real or Complex field to correct bursty impulse

noise in the presence of minor errors in each components of the received vector. He devised

several decoding strategies based on least squares techniques and singular values decomposition

to estimate the localization and the number of impulse errors.

However, Kumaresan, Wolf and Marvasti haven’t suggested any method to control the malfunc-

tion of their proposed decoding algorithm. Redinbo presented in [11], [16] a decoding procedure

for real-number codes which are also constructed by imposing constraints in the discrete Fourier

transform domain: consecutive zeroes. He supposed that codewords are corrupted by small lev-

els of roundoff noise and occasionally by a few large noise “impulse noise”. The error-correcting

algorithm is divided in two parts. The first is the large activity detection, it determines if large

excursions are present and estimates their locations. The second part is the large errors val-

ues estimation. To estimate the impulse error locations, he used a modified Berlekamp-Massey

algorithm. The final stage of this algorithm consists in testing the corrected outputs by recom-

puting syndromes and employing a threshold detector. Redinbo differs from the others by this

protection subsystem but the proposed threshold is only tuned by simulation.

These quoted references consider that the emitted sequences contains some consecutive zeros

but this assumption do not correspond to a practical case. In many cases, however, pilot tones

are emitted and are scattered among the information ones. We believe that no study have been

done in order to correct impulse noise in this context (non-consecutive zeros or pilots) and by

using the properties of BCH codes in the complex or in the real field.

To correct impulse noise in this case, the correction capacity should be defined. However,

Hartmann and Tzeng observed that there exist many cyclic codes whose defining set of zeros

contains more than one set of consecutive zeros [17] and they succeeded in improving the BCH

bound [18]. They extended the BCH bound to that case but they didn’t give a general solution.

In [9], we have used a special case of Hartmann-Tzeng bound, by considering that the output of
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OFDM modulator contains (2t) uniformly spaced pilot tones, the spacing being co-prime with

the length of the emitted sequence. However, some additional flexibility would be very useful in

many applications.

To correct impulse noise in the OFDM system, we have suggested to use the similarity between

Reed-Solomon code in the complex field and the OFDM system and then the properties of Reed-

Solomon code in the complex field are easily applied. Note that the proposed decoding algorithm

uses techniques that are practically similar to those used by Wolf [10], Redinbo [11], Wu [12],

Maravasti [14] and Kumaresan [13] but we applied these techniques in the general case where

the pilot tones are neither consecutive nor uniformly distributed.

This paper first states the conditions on the locations of the pilot tones so that they can be

seen as additional syndromes to correct impulse noise. This condition is first stated in terms of

the rank of some specific matrix. So, we considered in this part the general case where Hartmann

bound is a particular case.

In the second part of this paper, to detect malfunctions of the decoding algorithm, we propose

an a posteriori control test which is based essentially on the hypotheses tests. So the threshold

that we use is deduced from the receiver operating characteristic curve (ROC) and Bayes criteria.

Implementing a digital modulator require working with an oversampling version of the emit-

ted analog signal and this is equivalent to add consecutive zeros to the block of symbols to

be modulated. If the receiver has the same structure, null symbols should be received at the

same locations. We show in section II the similarity between Reed-Solomon (RS) and OFDM

modulator. Pilot tones can also be used as additional syndromes, in section III we establish

the conditions on the locations of the pilot tones for the correction capacity to be maximal. In

paragraph IV, we explain the decoding algorithm. To detect the malfunction of this decoding

algorithm, we present in paragraph V the a posteriori control test. Finally, the efficiency of our

technique is proved in a slightly modified Hiperlan2 context.

II. Transmission scheme and connection with spectral codes

A. Transmission scheme

A discrete model of the OFDM system is easily obtained by computing M samples of the

signal to be sent onto the channel during one OFDM symbol, i.e., MTe = NTs, Te ≤ Ts (Te

the sampling period and Ts is the OFDM symbol period). Moreover, if one considers the simple
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multicarrier system where the prototype filter is a rectangular pulse of duration NTs, modulated

with spacing between carriers equal to 1/NTs, these samples are computed as:

ck(n) =

N−1
∑

m=0

Em(n − 1)e
2jπkm

M

which is exactly the inverse discrete Fourier Transform (IDFT) of the emitted sequence {Em(n−
1)} enlarged by (M − N) zeroes.

At the receiver the Analog to Digital Converter (ADC) samples the signal r(n), at rate Te and

a DFT is performed. Therefore, the received signal is converted into the frequency domain {Yk},

Yk = Ek + Nk , 0 ≤ k ≤ M − 1

where Nk is the Fourier transform of the noise sequence {nk} (see figure1).

This section considers channels without ISI, for simplicity. Extension to the case where the

channel introduces ISI is fairly trivial by using a cyclic prefix, as is classically done in OFDM

systems.

B. Channel model

Assuming a memoryless channel, each emitted sample is modified by the channel according to

rk = ck + bk + ik, k ∈ {0 . . . M − 1}

where bk is an additive white Gaussian noise (AWGN) with zero mean and variance σ2
b and ik is

the impulse noise. In the following, the impulse noise is modeled as in [8] as:

ik = lkgk ∀k ∈ {0 . . . M − 1}

where lk stands for a Bernoulli process, an i.i.d. sequence of zeroes and ones with prob(lk = 1) =

p, and gk is a complex white Gaussian noise with zero mean and variance σ2
i such as σ2

i � σ2
b .

Note that this model assumes the presence of a large interleaver, so that bursts of errors can be

scattered along time.

Under this model, the probability density function of the channel noise nk = bk + ik can be

expressed as:

p(x) = (1 − p)G(x, 0, σ2
b ) + pG(x, 0, (σ2

i + σ2
b ))

where G(n,mx, σx) = 1
σx

√
2π

exp(− (x−mx)2

2σ2
x

) (i.e., the Gaussian density with mean mx and vari-

ance σ2
x).
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This expression allows to compute the capacity of this channel, in order to estimate the impact

of a given impulse noise on the capacity of a Gaussian channel. An efficient numerical technique to

calculate this capacity has been derived in 1972 by Blahut and Arimoto [19], [20]. They proposed

an iterative procedure which has the property of monotonic convergence to the capacity and

which is applicable to arbitrary discrete memoryless channels. This method has been applied to

compute the capacity of the “ Gaussian plus Bernoulli Gaussian” channel in the case of real field.

According to the memoryless channel model defined above, the received signal has the following

expression: rk = ck + nk, where {nk} stands for the complex noise of the form nk = nck
+ jnsk

,

j =
√
−1 and {ck} is the emitted sequence of the form ck = cck

+ jcsk
. The subscripts “c” and

“s” suggest the real and imaginary parts. The expectation of a real random variable is naturally

generalized to the complex case as E(X) = E[Xc] + jE[Xs] (X = Xc + j Xs where X is a

random variable) [21]. The statistic properties of X = Xc + jXs are determined by the joint

probability density function pXcXs(xc, xs) of Xc and Xs, provided of course that the PDF exists:

pX(xc + jxs) = pXcXs(xc, xs). We suppose that n and c are independent.

{nck
} and {nsk

} (respectively {cck
} and {csk

}) have the same autocorrelation function, a

vanishing crosscorrelation function, with zero mean and E[|cck
|2] = E[|csk

|2].
The mutual information between the channel input c and the channel output r can be written

as a function of the entropy H(r) and the conditional entropy H(r|c), that means:

I(c ; r) = H(r) − H(r|c) (1)

where I( . ; . ) stands for the mutual information, H is the entropy and . denotes vector.

However, one can easily verify that [22]:

H(r|c) = H(n) and H(n) = H(nc) + H(ns) (2)

We suppose in the following that real and imaginary part are independent, thus:

H(r) = H(rc) + H(rs) (3)

From equation (1), (2) and (3) we deduce that:

I(c ; r) = 2 I(cc) (4)

Thus C2D = 2C1D where C1D and C2D are respectively the capacities of real channel (which

is calculated above) and complex channel. Figure 2 depicts the capacity of the “Gaussian plus
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Bernoulli Gaussian” channel in bits per second normalized by the bandwidth of the channel (W ),

as a function of the signal power P for several values of p, where σi = 1 and σb = 6.10−2. We note

that, even for somewhat large values of p, the capacity of the channel is approximately similar to

that of the AWGN channel. For example, if p = 10−2, and P = 1, the capacity of the “Gaussian

plus Bernoulli Gaussian” channel is 8bit/s/Hz, which is approximately the same value as for the

AWGN channel. If p = 5.10−2 then we can transmit 7.4 bits/s/Hz that means that we lost only

0.6 bit per second/Hz, this decrease of capacity being due to the impulse noise.

However, if no specific procedure is used in an OFDM system, it is unlikely that such similar

performance can be obtained: consider the case of a 64QAM constellation emitted over 64

subbands. Each impulse drastically impairs 384 bits at a time and it can be stated that the

OFDM demodulator acts as an impulse noise amplifier. This is clearly in favor of a processing

taking into account the specific nature of the impulse noise in the OFDM system.

C. Connection between OFDM system and Reed-Solomon (RS) code

It has been shown in [23], [24] and [25], that the ideas of spectral coding theory can be

translated in the frequency domain, over a field F such that C, R,. . . . Reed-Solomon codes can

be defined as follows [24]:

Definition 1: Let F contains an element of order M . The (M,M − 2t) RS block length M

with symbols in F is the set of all vectors c whose spectrum in F satisfies: Ck = 0, ∀k ∈ A where

A = {k0 + 1 . . . k0 + 2t}. This is described briefly as an (M,M − 2t) RS code over F.

The spectrum of a RS code word lives in the same field as information symbols. Then, to form a

RS code, a block of 2t consecutive spectral components are chosen as parity frequencies (to be set

to zero) and the remaining are information symbols. Marshall [26] has shown that a conventional

decoding algorithm for finite field cyclic codes could be employed for real and complex numbers.

The basic remark that we have used in [9] is that a discrete sequence of complex numbers

containing 2t consecutive zeroes are transmitted over the OFDM system, therefore, the output

of the OFDM modulator can be considered as a RS code word. After transmission over a

“Gaussian plus Bernoulli Gaussian” channel, the DFT of the received discrete time sequence no

longer has 2t zeroes, and this is due only to the channel. Hence, the OFDM modulator can be

seen as a complex-valued RS code and the correction capacity is given by the following BCH

bound property:

BCH Bound 1: If (2t consecutive frequencies belong to A) then (the minimal distance is at
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least 2t − 1), where A is the set of the 2t zeroes.

The BCH bound proves that t errors in any codeword of a RS code can always be corrected,

because every pair of codewords differs in at least 2t + 1 places. So the correction capacity is up

bounded by d2t+1
2 e.

However, strictly speaking, there are more than d2t+1
2 e errors if one uses our channel model : all

samples are polluted by noise. Therefore, we concentrate on the removal of the sole impulse noise,

considering the Gaussian component as background noise. The classical decoding techniques have

to be adapted to the presence of this background noise.

However, consecutive zeros do not correspond to a part of the OFDM spectrum which is

actually available (analog shaping filters limit bandwidth), and only a small part of these zeros

can be practically used. In many cases pilot tones are transmitted for synchronization or channel

estimation purpose. These pilot tones consist in known symbols that are scattered among the

information ones. The next paragraph states the conditions on the locations of the pilot tones

in order to correct impulse noise. We believe that this technique is new in the theory of impulse

noise cancelation.

In the following, the corresponding received components of {Yk} will no longer be null (figure

1):

Yk = Ek + Bk + Ik, ∀k ∈ A

where Ik is the DFT of the impulse noise in, and Bk that of the background noise bn. A is the

set of the positions of pilot tones on the transmitted sequence.

Let β = card{A} and A(k) is the kth element in A, at the receiver, the correction of impulse

noise must operates on the syndromes Sk which are given by:

Sk = YA(k) − EA(k), k ∈ {1 . . . β} (5)

= BA(k) + IA(k)

=

M−1
∑

n=0

bnW
nA(k)
M +

ν−1
∑

m=0

ifm
W

fmA(k)
M

where WM = exp(−j 2π
M

), ν is the number of impulse noise in the channel and {fk}k∈{0,...,ν−1}

are the location of impulse noise in the sequence.

There are two contributions in these terms (eq.6): one is the Fourier transform of the Gaussian

background noise, hence is still Gaussian, and the other one is a sum of Fourier transforms
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of impulses, hence is a sum of complex sinusoids, the frequencies of which correspond to the

localization of the errors. The decoding problem is thus the estimation of the number of sinusoids,

together with their frequencies and amplitudes, polluted by background noise. The two main

differences with classical signal processing situations are: (i) the number of samples is orders of

magnitude smaller than usual and (ii) one has the knowledge that the frequencies take integer

values.

III. Impulse noise localization

In the following we assume that A is the set of the position of the pilot tones in the transmitted

sequence and β = card(A).

Classically we define a suppressing sequence {λk}k∈{0, ..., M−1} (M is the length of the emitted

sequence) as follows:

if il 6= 0 then λl = 0 that means:

λlil = 0 ∀l ∈ {0 . . . M − 1} (6)

where {il}l∈{0...M−1} is the impulse noise sequence.

Let FM denotes the Fourier matrix of size M . In the frequency domain, equation (6) reads:

I Λ = 0 (7)

where I = FM (diag(i)) F−1
M and Λ = FM λ.

So the key equation is equivalent to the previous equation (7) and rank( I ) = rank( diag(i) ),

where diag(x) denote diagonal matrix that contains on the diagonal the components of a vector

x.

A. Solving for the impulse locations

Matrix I contains known components whose indices are in A and the others are not. So the

main idea is to group together the maximum of the known components of I whose indices are in

A, in a submatrix I(r) such that:

I(r) = H I D (8)

where H and D are selection matrices that depend on A. Note that when the syndromes are

consecutive or regularly distributed it is always possible to find a submatrix containing all the
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syndromes (the indices of components that belongs to A). However, in the general case (randomly

distributed syndromes) the task is much more difficult. Thus size of the matrix I(r) puts a limit

on the correction capacity. Let the size of H be ((r + s) × M) and that of D be (M × (r + 1))

where r and s are positive integers. Therefore, we have rank(I(r))6 r+1 and then we can correct

at most r errors. So we suppose that we have at most r impulse noise (since we can not correct

more than r impulse noise), then there are M − r degrees of freedom on {λk} and this is also

equivalent to say that there are M − r degrees of freedom on {Λk} (because Λ = FM λ). As the

size of the selected matrix I(r) is ((r + s)× (r+1)) and the degrees of freedom on {Λk} is M − r,

then it is possible to choose M − r − 1 values of {Λk} equals to zero (note that this is equivalent

to select in I the components that will be stocked in I(r)) and one value equal to one. This is

equivalent to multiply Λ by DT . Let: Λ(r) = (Λr
0 , . . . , Λr

r)
t = DtΛ and Λ

(r)
0 = 1, then the

key equation (7) is reduced to:

I(r) Λ(r) = 0 (9)

If rank(I(r)) = r, then the key equation (9) has a single solution. Therefore, an important

question for being able to solve (9) is: under which conditions is this system full rank ?

If I(r) has a full row rank then the correction capacity is r. By construction, I(r) has the

following structure:

















Im0+θ0+δ0 Im0+θ0+δ1 · · · Im0+θ0+δr−1

Im0+θ1+δ0 Im0+θ1+δ1 · · · Im0+θ1+δr−1

...
...

. . .
...

Im0+θr−1+s+δ0 Im0+θr−1+s+δ1 · · · Im0+θr−1+s+δr−1

















(10)

where m0, (θk)0≤k≤r+s−1 and (δk)0≤k≤r−1 are integers such that 0 ≤ θk ≤ M − 1 and 0 ≤ δk ≤
M − 1 and that depend on the syndrome location in the sequence.

It has be seen in [27] that the submatrix I(r) constructed with the r first columns and rows of

the matrix I(r)
r

can be decomposed as: I(r)
r

= Q(r) P(r) R(r), where:

Q(r) =

















W f0θ0

M W f1θ0

M · · · W
fr−1θ0

M

W f0θ1

M W f1θ1

M · · · W
fr−1θ1

M

...
...

. . .
...

W
f0θr−1

M W
f1θr−1

M · · · W
fr−1θr−1

M

















(11)
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R(r) =

















W f0δ0
M W f0δ1

M · · · W
f0δr−1

M

W f1δ0
M W f1δ1

M · · · W
f1δr−1

M

...
...

. . .
...

W
fr−1δ0
M W

fr−1δ1
M · · · W

fr−1δr−1

M

















(12)

P(r) =

















if0W
m0f0

M 0 · · · 0

0 if1W
m0f1

M · · · 0
...

...
. . .

...

0 0 · · · ifr−1W
m0fr−1

M

















(13)

where f0 . . . fr−1 are the locations of the impulses in the sequence such that f0 < f1 . . . < fr−1

and WM = exp(−2πj
M

).

If R(r) and Q(r) are full rank, then rank(Q(r) P(r) R(r)) = r, thus the key equation (9) has a

unique solution and the correction capacity is maximal and it is at most r.

Since R(r) and Q(r) have the same structure, we only study the conditions on θk that ensure

that the matrix R(r) is invertible for any error location. These conditions will apply similarly on

Q(r).

Note that Hartmann provides a solution to this problem:

Hartmann Theorem 1: Let g(x) ∈ GF (q)[x] be the generator polynomial of a cyclic code, VM

of length M. If g(βm0+kθ+lδ) = 0 for k = 0, 1, . . . d0 − 2 and l = 0, 1, . . . s where gcd(θ,M) = 1

and gcd(δ,M) = 1 then d0 + s ≤ d, where d is the minimal distance.

This suggests that the consecutive d0 + s − 1 spectral zeros of the BCH bound can be replaced

by a pattern of s + 1 uniformly subblocks each of d0 + s − 1 uniformly spaced spectral zeros.

However, we would like to search for more general conditions, leading to greatest flexibility for

placing the pilot tones. We have developed some necessary conditions on the matrices R(r) and

Q(r) to be invertible in the general case and we have not yet verified that these conditions are

also sufficient. This condition is as follows:

Necessary condition 1: Let θ
(r−1)
k = θ

(r)
k+1 − θ

(r)
k0

= θk+1 − θk0 ∀k 6= k0, where k, k0 ∈
{0, . . . , r − 1}. So, Q(r) is invertible only if, these two conditions are verified:

1. There are at least one kj 6= k0 such that: gcd(θ
(r−1)
kj

,M) = 1,

2. There are at most (r − 2) values of θ
(r−1)
k that are not equal to θ

(r−1)
kj

and that verify:

gcd(θ
(r−1)
k ,M) 6 r − 1.

For r = 2 and r = 3, we find a necessary and sufficient conditions (section below).
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B. The locator polynomial evaluation

We have seen in the paragraph above that the correction capacity is maximum for a given

value of r only if R(r) and Q(r) are full rank.

According to the key equation (7), we see that the impulse noise location are roots of the

locator polynomial Λ(x) whose coefficients are already calculated by the key equation (9), such

that:

Λ(W−fk

M ) = 0, ∀k ∈ {0, 1, . . . r − 1} (14)

Since we propose that the number of impulse noise is r then M − r− 1 values of {Λk} are chosen

zeros and this is due to the degrees of freedom that we have on {Λk}. However, the degree of

Λ(x) is generally much larger than r (it is equal to r in the contiguous case) since the pilot

tones are irregularly spaced. Thus, it has to be checked that no other root of this polynomial

will generate a false alarm (zero on the unit circle, at an integer location) which correspond to

card{fk|Λ(W−fk

M ) = 0} = r.

To annul (M−r−1) values of Λ (in order to cancel the unknown components of I) is equivalent

to multiply Λ by the matrix D (see equation 8) and then: Λ = D Λr. Thus, we have:

λ = F−1
M

D Λ(r) (15)

So, we verify that:

F−1
M

D =

















1 . . . 1

W δ0
M · · · W δr

M

...
. . .

...

W Mδ0
M · · · W Mδr

M

















(16)

However, if each (r+1) square submatrix of F−1
M

D is invertible, then λ has at most r zeros

because size(Λ(r)) = r + 1. It is easily seen that this problem is of the same nature as the one

in the previous subsection, with a dimension augmented by 1. Thus card{fk|Λ(W−fk

M ) = 0} = r

only if R(r+1) is invertible.

C. Examples

This general problem seems intricate, and we are still working on it. However when r = 2 and

r = 3 we have found that the necessary conditions on {θk} and {δk} is also sufficient.
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If r = 2, it can be shown that: I(2) is invertible if:

gcd(θ1 − θ0,M) = 1 and gcd(δ1 − δ0,M) = 1 (17)

Thus rank(I(2))= 2, that means that we can correct at most two impulse noise.

If r = 3, define the function f as:

f(θ1 − θ0, θ2 − θ0) = |det(Q(r))|, ∀(θ0, θ1, θ2) ∈ {0, 1, . . . M − 1}3

It is easily seen that:

f(θ1 − θ0, θ2 − θ0) = f(θ2 − θ0, θ1 − θ0) = f(θ2 − θ0, θ2 − θ1)

As a consequence of these equalities, we prove that the correction capacity is at most 3 if and

only if one of these following conditions is met:

C1 :



















gcd(θ2 − θ0,M) = 1 and

gcd(θ2 − θ1,M) = 1 and

gcd(θ1 − θ0,M) = γ

C2 :



















gcd(θ1 − θ0,M) = 1 and

gcd(θ2 − θ0,M) = 1 and

gcd(θ2 − θ1,M) = γ

C3 :



















gcd(θ2 − θ1,M) = 1 and

gcd(θ1 − θ0,M) = 1 and

gcd(θ2 − θ0,M) = γ

where γ = 1 if M is prime otherwise γ = 2. We have also the same conditions on {δk}.
So if θ2 − θ1 = θ1 − θ0 and if gcd(θ2 − θ1,M) = 1 then the considered matrix is invertible,

we verify that this particular case is the Hartmann bound. Thus, we can say that the condition

that we find is more general than that of Hartmann.

These two cases (r = 2 and r = 3) and the general condition (which we have verified that

is necessary) can be useful in many application such that in the practical context of Hiperlan2

where it is possible to cancel impulse noise [28], [29], [30], [?] and reduce the PAPR (Peak

Average Power Rate) level [?], [?].

IV. Decoding algorithm

In the proposed procedure, we adapt a classical decoding algorithm to the presence of back-

ground noise.
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The decoding algorithm works in three steps: (i) estimate the number ν of impulse errors, (ii)

find the error locations and (iii) correct the errors. There are several efficient algorithms for doing

this, but these are very sensitive to small levels of noise. Therefore, we have used a modified

version of Peterson-Gorenstein-Zierler algorithm adapted to complex field [31], [32] and which is

less sensitive to errors. Our work performed simultaneously in the context of joint source and

channel coding [32]. In the following we have considered the general case, that means, we have

supposed that we have in the emitted sequence some pilot tone which are not consecutive and

are known (not zero).

A. Estimation of ν

According to section (III), the syndrome matrix is expressed as follows:

S = S(r) =

















Sm0+θ0+δ0 Sm0+θ0+δ1 · · · Sm0+θ0+δr−1

Sm0+θ1+δ0 Sm0+θ1+δ1 · · · Sm0+θ1+δr−1

...
...

. . .
...

Sm0+θr+s−1+δ0 Sm0+θr+s−1+δ1 · · · Sm0+θr+s−1+δr−1

















= B(r) + I(r)

where m0, (θk)0≤k≤r+s−1 and (δk)0≤k≤r−1 have already been defined in the section (III) and we

suppose that this syndrome matrix is full rank.

Let ν denotes the number of impulse noise such that ν < r.

To remove the contribution of the background noise, we calculate the correlation matrix

S(r)HS(r). Since B(r) and I(r) are assumed to be uncorrelated with zero means: E[B(r)H

I(r)] = 0r

and since the background noise is supposed to be a white Gaussian noise with variance σ2
b and

with zero mean then: E[B(r)H

B(r)] = r σ2
b Idr, where Idr is the identity matrix of dimension r.

For a great number of observation and as the amplitude of the impulse noise is more important

(directly connected to the eigenvalues of the matrix Γ(r)H

Γ(r)) than that of the background noise,

the number of errors is then estimated as the number of eigenvalues of the matrix S(r)HS(r) which

amplitude is superior to rσ2
b [33], [?]. Regrettably, the relatively reduced number of observations

does not allow to estimate correctly these errors; a multiplier empirical factor φ is applied. We

find by simulation that φ ∈ [1 4] and then:

S(r)H S(r) ≈ I(r)H

I(r) + rφσ2
bId

r

This estimation is almost accurate, hence ν̃ can be estimated as the number of eigenvalues of
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S(r)H S(r) greater then rφσ2
b .

B. Error localization

According to the key equation (9) and as we have ν̃ impulse noise, then we have the following

system:











Im0+θ0+δ0 · · · Im0+θ0+δν̃−1

...
...

...

Im0+θr+s−1+δ0 · · · Im0+θr+s−1+δν̃−1











Λ(ν̃) = −











Im0+θ0+δν̃

...

Im0+θr+s−1+δν̃











I(ν̃)Λ(ν̃) = I(ν̃)

Taking into account the statistical contribution of small level of noise, we get:

(I(ν̃)HI(ν̃))−1 ≈ (S(ν̃)HS(ν̃) − ν̃σ2
bId

ν̃
)−1

As Γ(ν̃) and I(ν̃) are uncorrelated, a good estimation of Λ(ν̃) is:

Λ̃
(ν̃)

= (S(ν̃)HS(ν̃) − ν̃σ2
bId

ν̃
)−1S(ν̃)HS (18)

≈ (I(ν̃)HI(ν̃))−1I(ν̃)HI(ν̃) = Λ(ν̃) (19)

So, the ν̃ error locations are estimated as the ν̃ indices belong [0 . . . M−1] that gives the smallest

values of |Λ̃(ν̃)(x)| taken on W
−[0 ··· M−1]
M .

C. Error amplitude

The expression of the syndrome is: S = V i+W b, where the matrix V depends on the impulse

noise locations, i is the vector containing the corresponding amplitudes such that: V (k, j) =

W
A(k)j
M , k ∈ {1, . . . , β} and j ∈ {0, . . . , ν − 1} and W (k, t) = W

A(k)t
M , k ∈ {1, . . . , β} and t ∈

{0, . . . ,M − 1}.
An estimate ĩ of i can be obtained by solving the system above in the least square sense. Then

ĩ is:

ĩ = (Ṽ
H

Ṽ )−1 Ṽ
H

S

V. The a posteriori control

In the last paragraph we have shown that the decoding algorithm is in three steps: (i) estimate

the number ν of impulse noise, (ii) seek the error locations and (iii) correct the impulse errors.
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We add a control step which is able to carefully check whether the decoding procedure has

worked correctly. In this way, we are able to begin a truncated enumeration of all possible error

locations (the most sensitive part of the algorithm) among the most likely ones. This truncated

enumeration is necessary because of the presence of the background noise which introduces some

fuzziness.

Malfunctions of the decoder can be due to:

• wrong estimation of impulse noise locations: the error locations are linked with the zeros of the

localization polynomial Λ(WM ) (indeed, the zeros of Λ are of the form W k
M = exp(−2jπk

M
)). If

Λ(W−k
M ) = 0 then k is an impulse noise location. But here the syndromes contain the Gaussian

and Bernoulli noise thus Λ(W−k
M ) will not be zero and will take small magnitude. Therefore, the

localization can be wrong as shown in figure 7, where we plot | Λ(W−k
M ) | versus the position k

with k ∈ {0 . . . M − 1}, M = 54 and ν = 3. We observe that at the position near 10, Λ(W−k
M ) is

close to zero. As a consequence the decoding algorithm cannot detect the correct impulse noise

locations.

• wrong estimate of the number of errors.

• possible overflow of error capacity.

Thus, a protection subsystem is introduced after the decoding operation in order to detect

malfunctions at each step of the decoding algorithm. In section IV, we have seen that the

expression of the syndrome vector is:

S = V i + W b

where the matrix V depends on the impulse noise locations, i is the vector containing the

corresponding amplitudes.

The corrected outputs are tested by comparing the syndrome vector to its estimate S̃ = Ṽ ĩ

where ĩ = (Ṽ Ṽ
H

)−1 Ṽ
H

S and Ṽ depends on the estimated locations of the impulse noise.

We calculate y = ‖S̃ − S‖2. If this amount exceeds a certain threshold then we try to correct

malfunction, else we can conclude that we have properly corrected impulse noise.

The optimal value of this threshold is obtained thanks to hypotheses testing theory as explained

below.

In the problem under consideration: either the localization of impulse noise is correct which

means: Im(V ) ⊂ Im(Ṽ ), or we have a wrong localization of impulse noise that means Im(V ) 6⊂
Im(Ṽ ). We denote by Im the image of the considered space.
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1. if Im(V) ⊂ Im(Ṽ): then S̃ − S = P (V i + W b), where P = Id
β
− Ṽ ( Ṽ

H
Ṽ )−1 Ṽ

H
is a

projection matrix on Ker(Ṽ ) and the rank of P is (β− ν̃), where ν̃ is the estimated impulse noise

number and β = card(A). Since Im(V ) ⊂ Im( Ṽ ), we verify that P V = 0. So we conclude

that:

If Im(V ) ⊂ Im(Ṽ ) then ‖S̃ − S‖2 = ‖P W b ‖2

As the vector b is a Gaussian noise of variance σ2
b and zero mean, then W b is a Gaussian noise

vector that contains 2M independents real Gaussian noise such as each one is of variance
σ2

b

2 and

zero mean (2 is due to the fact that we consider the complex field C). And as P is a projection

matrix, thus ‖S̃ − S‖2 = ‖P W b ‖2 is a chi-square distribution:
‖P W b‖2

σ2
b
2

∼ χ2(2(β − ν̃)).

2. if Im(V) 6⊂ Im(Ṽ): we can write S̃ − S as follows:

S̃ − S = P [W V ]





b

i





The Gaussian noise and the Bernoulli one do not have the same variances, so we multiply the

vector





b

i



 by a diagonal matrix O in order to normalize it. Then the vector R = O





b

i





is a normal Gaussian noise, where O = diag(( 1
σb

. . . 1
σb

, 1
σi

. . . 1
σi

)).

Let Q = P [W V ] D−1, then ‖S̃ − S‖2 = RH QH Q R.

QHQ is a positive definite, Hermitian matrix, therefore it is diagonalizable, i.e. there exists a

unitary matrix K such that: QHQ = KH G K, where G is a diagonal matrix that contains the

eigenvalue of the Hermitian matrix. Then, y = ‖S̃ − S‖2 = (K R)H G K R. As R is a normal

Gaussian vector, then Z = K R is also a normal Gaussian one. Thus:

‖S̃ − S‖2 =

rank(Q)
∑

k=1

(gkZk)
2 (20)

where (gk) are the eigenvalues of the matrix QHQ. We can easily verify that rank(Q) =

rank(P ) = β − ν̃. Thus ‖S̃ − S‖2 is a linear combination of chi-square distributions of the

random variables (Zk), such that: (gkZk)2

g2
k
2

∼ χ2(2).

So, we can deduce the probability density function (pdf) of y = ‖S̃ − S‖2. As gk depends on

the unknown impulse noise locations, then we calculate the conditional probability distribution

functions: pY (y|loc) for each value of the location of the impulse noise, where loc is the vector
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containing the locations of the impulse noise and we compute the average with respect to the

locations. So Bayes formula leads to this equality:

pY (y) =
∑

loc

pY (y|loc)p(Loc = loc) (21)

Generally the analytic expression of pY (y) is unknown but it is always possible to calculate it

when the correction capacity is definite.

At this point, we have obtained the two pdf corresponding to the two situations under study

(i.e., the error localization are all correct (‖S̃−S‖2

σ2
b
2

∼ χ2(2(β − ν̃))) or there is at least a wrong

localization. The discussion below focuses on the optimal choice for a decision threshold using

hypotheses tests. Indeed, we have a decision problem with two hypotheses: (1) H0: there are

not impulse noise or there are and we have well localized them and (2) H1: we have not well

localized impulse noise.

We know that either H0 or H1 is true. Thus each time the experiment is conducted one of

four things can happen: (1) H0 is true; choose H0, (2) H0 is true; choose H1, (3) H1 is true;

choose H1, and (4) H1 is true; choose H0.

The first and third alternatives correspond to correct choices. The second and fourth alterna-

tives correspond to errors. Since we assume that the decision rule must say either H0 or H1, we

can view it as a rule for dividing the total observation space into two parts Σ0 and Σ1. Whenever

an observation falls in Σ0 we say H0 and whenever an observation falls in Σ1 we say H1.

Let PF =
∫

Σ1
py|H0

(Y |H0)dy be the probability of false alarm and PD =
∫

Σ1
py|H1

(Y |H1)dy

the probability of detection. In general, we would like to make PF as small as possible and in the

same time to have PD as large as possible. Let ˜loc be the estimate of the impulse noise location

vector (size( ˜loc) = ν̃).

To define Σ0, we have to look at two cases:

I loc = ˜loc.

II loc ⊂ ˜loc and size(loc) < size( ˜loc).

If loc ⊂ ˜loc then we can easily verify that Im(V ) ⊂ Im(Ṽ ) and P V = P Ṽ = 0, that means,

these two cases are equivalent and py|H0
∼ χ2(2(β − ν̃)).

For Σ1, we look at these cases:

I loc 6⊂ ˜loc and loc
⋂ ˜loc = ∅.

II loc 6⊂ ˜loc and loc
⋂ ˜loc 6= ∅.
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When PD and PF are calculated, we plot PD versus PF for various values of impulse noise to

Gaussian noise ratio (INR) as a parameter on the curve which is often referred to as the Receiver

Operating Characteristic (ROC), it completely describes the performance of the test as a function

of the parameter of interest. Now, we have to look for the optimal threshold δ(ν̃) = yopt from

which we can decide if we have well corrected the impulse noise or not. For this we proceed as

follows.

A. The decision criteria

We choose the optimal threshold δ that minimize the average risk C̄, namely:

C̄ =

1
∑

i=0

1
∑

j=0

Cijpi

∫

Σi

p(y|Hi)dy

= p0(C01 − C00)PF + p1(C11 − C10)PD + (C00p0 + C10p1) (22)

Cij is the cost of choosing hypothesis Hj when Hi is true (i, j = 0, 1). Let p0 and p1 denote the

probability of occurrence of the hypothesis H0 and H1 and suppose that we know these a priori

probabilities. Therefore, the Bayes criteria [34] defines the region Σ0 and Σ1 that minimizes the

average risk C̄. For each y = ||S − S̃||2, we compute the ratio:

Λ(y) =
pY |H1

(y|H1)

pY |H0
(y|H0)

The region Σ0 consists of y for which Λ(y) < Λ0, and Σ1 of values for which Λ(x) > Λ0, where

the critical value Λ0 is given by:

Λ0 =
p0(C01 − C00)

p1(C10 − C11)

In the following, we assume that C00 = C11 = 0.

Now if PD and PF are known, then we can use the information given by the ROC curve.

However, the Bayes threshold can also be deduced from the ROC curve:

Λ0 = dPD/dPF (23)

where Λ0 is the slope of ROC curve at the point (PF0 , PD0) [34]. Once, the cost and a pri-

ori probabilities are known, we deduce from the ROC curve the threshold δ such that PF0 =
∫ +∞
δ(ν̃) py|H0

(Y |H0)dy. If ‖S̃ − S‖2 < δ(ν̃) then we can conclude that we have corrected impulse

noise. So, if p0 and p1 are known then we have to choose the threshold Λ0. From the ROC curve,

we remark that when Λ0 decreases (that means that the slope decreases) and then PD = p(H1|H1)

increases. Or in our case we prefer that PD increase and PF decreases.
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Note that this procedure can also be applied at the beginning of the decoding algorithm, that

means if ‖ S ‖2 is less than a certain threshold then we can conclude that no impulse noise has

taken place in the channel. This has the advantage to avoid the decoding when there are no

impulse noise. So to calculate this threshold, we use the same technique that we have already

explained.

B. Combinatorial test

Let T = κν̃ where κ is an integer such that κ > 1 and in this part we vary ν̃ from 1 to r (see

section III). If y = ‖S̃ − S‖2 > δ(ν̃) then for each value of ν̃ we proceed as follows: instead

of considering that the ν̃ smallest values of |Λ̃(x)| taken on W
−[1,··· ,M ]
M that correspond to the

impulse noise location, we take the T smallest values of |Λ̃(x)| and then we compute ‖S̃ − S‖2

for all possible combinations of ν̃ elements from T elements until obtaining ‖S̃ − S‖2 ≤ δ(ν̃).

VI. Example

Let M = 64 and the length of the guard interval IG = 16 samples long. Among these N

carriers, 12 carriers are null (including the middle null carrier and the zeros padded on the both

ends). Among the remaining K = 52 subcarriers, 4 are fixed pilots carrying known symbols

P1 . . . P4 which are at the position {11 25 38 53} while the others N = K − 4 = 48 subcarriers

convey the information.

To correct impulse noise, we use: P1, P3, P4 and two zeros (the middle null carrier and the

one at the position 59), hence A = {11 32 38 53 59}. Then, we selected the syndrome matrix

(see figure 1):

S =





S11 S32 S38

S32 S53 S59



 (24)

which can be written as in equation (10), with m0 = 0, δ0 = 11, θ0 = 0, θ1 = 21, δ1 = 32 and

δ2 = 27.

It follows that:

R(2) =





1 1

W 21 f0

M W 21 f1

M



 Q(2) =





W 11 f0

M W 32 f0

M

W 11 f1

M W 32 f1

M





We verify that R(2) and Q(2) are invertible because gcd(θ1 − θ0,M)= 1 and gcd(δ1 − δ0,M)= 1.

Thus we can correct at most 2 impulse noise.
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We have two hypothesis:

• H0: there is no impulse noise.

• H1: there are impulse noise.

In the hypothesis H0, we must consider all these cases:

• I- there is one impulse noise and we detect two such that loc ⊂ ˜loc.

• II- there are two impulse noise and we detect these.

• III- there are no impulse noise and we detect two.

We have proved in section (V) that these three cases are equivalent and have the same probability

density function ‖S̃−S‖2

Mσ2
b

2

∼ χ2(2(β − ν̃)). Therefore: py|H0
(y|H0) = 1

2σ6
b

y e
− Y

σ2
b and PF =

∫

Σ0
py|H0

(Y |H0)dY .

In the case of the hypothesis H1, we have to consider all the following possibilities:

• I1: there are one impulse noise and we didn’t detect it.

• I2: there are two impulse noise and we detect two such that only one is at the correct local-

ization.

• I3: there are two errors and we detect two such that: loc
⋂ ˜loc = ∅.

• IIk: there are more than two impulse noise (2 < k ≤ M) and we can not detect them because

the correction capacity is overflowed.

Then:

PD = pI1

∫

Σ1

f(y ∈ I1)dy + pI2

∫

Σ1

f(y ∈ I2)dy +

pI3

∫

Σ1

f(y ∈ I3)dy + θ

where θ correspond to the case when the correction capacity is overflowed. The cases I1, I2, I3

and {IIk}k>2 are with a probability of occurrence denoted: pI1, pI2, pI3 and pIIk
, where:

pI1 = pI3 =
C1

Mp1(1 − p)M−1

1 − (1 − p)M

pI2 =
C2

Mp2(1 − p)M−2

1 − (1 − p)M

pIIk
=

Ck
Mpk(1 − p)M−k

1 − (1 − p)M
k ∈ {3 , 4 . . . M}

In the following, we neglect the case of overflow. In figure 9 we plot the theoretical ROC curves,

when M = 64, σi = 2 and p = 2 10−3 for three different value of INR, where INR =
σ2

i

σ2
b

. The
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probability p is low so we neglect the occurrence of three errors. In figure 10 we compare the

simulated and theoretical ROC curves. We remark that theoretical curves and that obtained by

simulation are very close and this is due to the estimates made to calculate the pdf.

VII. Simulations

These simulations are reminiscent of the Hiperlan2 standard when 4QAM symbols are emitted.

Low-level Gaussian noise sample with variance σ2
b are added to each position independently

modeling the background noise, the parameter of the Bernoulli sequence is p = 10−3 and the

variance of the impulse noise is σi = 70 ∗ σb and we have choose C01
C10

= 1
8 .

Remind that in Hiperlan2, the number of carriers is M = 64 and the length of the guard

interval is 16. Among these carriers, 12 are null (including the middle null carrier and the zeros

padded on the both ends). Among the remaining K = 52 subcarriers, 4 are fixed pilots carrying

known symbols P1, P2, P3 and P4 which are at the position {11 25 39 53} while the other

carriers convey the information. To correct impulse noise, we have used P1, P3, P4 and two zeros

(the zeros that is in the middle (32) and one zero on the side band (59)) and where we propose

to change the position of P4 to 38 in order to have condition (17) verified.

In figure 4, we plot 1/MSE(dB) (where MSE is the Mean Square Error) as a function of

Es/N0 (dB), before and after decoding. We calculate the MSE between the emitted and the

received symbols for four cases: (1) after impulse noise correction, (2) after adding a posteriori

control, (3) before impulse noise correction, and (4) we consider only Gaussian noise. We notice

a clear improvement of the performances after using a posteriori control. Comparing the case

after correction and improvement to the case after correction, one sees that we have a gain of

almost 2dB. However it is interesting to use a posteriori control.

Figure 5 shows the performances in terms of BER, , when we included a channel C which is

a realization of the typical channel Model A specified by Hiperlan2. The a posteriori control

algorithm also shows good behavior under these circumstances, since the curve after correction

of the impulse noise is only marginally different from the curve obtained with Gaussian noise

only. The improvement in terms of BER is also shown. Note that this simulation was not

containing any classical channel coder. Note also that due to the different situation (zeroes are

not consecutive), a comparison with the result of [10]-[13] would be very difficult.
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VIII. Conclusion

In this paper we have generalized the procedure of impulse noise correction to the case when

syndromes are scattered among the emitted sequence. Pilot tones are generally emitted for

synchronization or channel estimation and can also be seen as additional syndromes and used to

correct impulse noise. However, the correction capacity is conditioned by the position of these

pilot tones in the emitted sequence. We have explained the case when capacity is 2 and the case

when it is 3.

Classically, the impulse noise correction is in three steps: (1) estimate the number of impulse

noise, (2) find the impulse noise locations and (3) correct the errors. In this paper, we have

described the a posteriori control step that we have added in order to carefully detect the mal-

functions of the decoding algorithm. This presented procedure is essentially based on the theory

of hypotheses test. Many extension are under consideration, in order to increase the practical

usefulness of this technique.
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