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Abstract. Statistical methods have shown a remarkable ability to cap-
ture semantics. The word2vec method is a frequently cited method for
capturing meaningful semantic relations between words from a large text
corpus. It has the advantage of not requiring any tagging while training.
The prevailing view is, however, that it lacks the ability to capture se-
mantics of word sequences and is virtually useless for most purposes,
unless combined with heavy machinery. This paper challenges that view,
by showing that by augmenting the word2vec representation with one
of a few pooling techniques, results are obtained surpassing or compa-
rable with the best literature algorithms. This improved performance is
justified by theory and verified by extensive experiments on well studied
NLP benchmarks.’

1 Introduction

Document retrieval and text analytics, in general, benefit from a fixed-size rep-
resentation of variable sized text. The most basic method in the field, and still
highly influential, is the bag-of-words (BOW) method. It has obvious shortcom-
ings, such as uniform distances between the contribution of every two words to
the vector representation and invariance to word order. However, these short-
comings can be partially ameliorated by incorporating techniques such as tf-idf
and by considering n-grams instead of single words. However, the usage of one di-
mension per dictionary word leads to a representation that is sparse with respect
to the information content and does not capture even the simplest synonyms.
Recently, semantic embeddings of words in vector spaces have gained a re-
newed interest, especially the word2vec method [19] and related methods. It has
been demonstrated that not only are words with similar meanings embedded
nearby, but natural word arithmetic can also be convincingly applied. For exam-
ple, the calculated difference in the embedding vector space between “London”
and ‘““England” is similar to the one obtained between “Paris” and “France”.
Word2vec representations are learned in a very weakly supervised manner from
large corpora, and are not explicitly constrained to abide by such regularities.
Despite the apparent ability to capture semantic similarities, and the sur-
prising emergence of semantic regularities that support additivity, word2vec em-
beddings have been criticized as a tool for higher level NLP. First, the Neural
Network employed to learn the word2vec embeddings is a simple “shallow” (not
deep) network, capable, by common conception, of capturing only low-level infor-
mation. Taking an analogy from the field of image recognition, where very deep
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networks are being deployed, word2vec is considered to be a low-level “edge
detection” operator, incapable of capturing complex compositional semantics.
Second, word2vec has been criticized for being almost equivalent to the much
earlier methods of frequency matrix factorization [17]. Third, it has been argued
that in order to capture more than single words, mechanisms should be added in
order to account for order and hierarchical compositions [32]. The alleged inabil-
ity of vector embeddings to solve mid- and high-level NLP problems was also
demonstrated in various NLP papers, where an average of vector embeddings
served as a baseline method.

It is the purpose of this paper to challenge the commonly held view that
the word2vec representation is inadequate and markedly inferior to more sophis-
ticated algorithms. The poor performance of the word2vec representation can
probably be traced to aggregation techniques that do not take sufficient account
of numerical and statistical considerations. It is shown in this paper that proper
pooling techniques of the vectors of the text words leads to state of the art or
at least very competitive results.

Given a text to represent, we consider it as a multi-set, i.e., as a generalized
set in which each element can appear multiple times. We advocate the use of
principal component analysis (PCA) or independent component analysis (ICA)
as an unsupervised preprocessing step that transforms the semantic vector space
into independent semantic channels. For pooling, as shown, the mean vector
performs well. In some situations, the more powerful Fisher Vector (FV) [22]
representation provides improved results.

Fisher Vectors provide state-of-the-art results on many different applications
in the domain of computer vision [29, 21, 7,23]. In all of these contributions, the
FV of a set of local descriptors is obtained as a concatenation of gradients of
the log-likelihood of the descriptors in the set with respect to the parameters
of a Gaussian Mixture Model (GMM) that was fitted on a training set in an
unsupervised manner. In our experiments, we do not observe a clear benefit
to GMM over a simple Gaussian Model. Due to the clear disadvantage of the
extra parameter (the number of mixture components), we focus on modeling by
a unimodal Gaussian. Furthermore, to account for the non-Gaussian nature of
the data incurred by the ICA transformation, we propose to use Generalized
Gaussian Models. The corresponding Fisher Vectors are derived and formulas
are also given to the approximation of the Fisher Information Matrix in order
to allow for normalization of the dynamic range of the FV variant presented.

2 Previous work

Representing text as vectors Word2vec [18,19] is a recently developed technique
for building a neural network that maps words to real-number vectors, with the
desideratum that words with similar meanings will map to similar vectors. This
technique belongs to the class of methods called “neural language models”. It
uses a scheme that is much simpler than previous work in this domain, where neu-
ral networks with many hidden units and several non-linear layers were normally
constructed (e.g., [5]), word2vec [18] constructs a simple log-linear classification



network [20]. Two such networks are proposed: the Skip-gram and the Contin-
uous Bag-of-words (CBOW) architectures. In our experiments, we employ the
Skip-gram architecture, which is considered preferable.

Attention has recently shifted into representing sentences and paragraphs
and not just words. The classical method in this domain is Bag of Words [30].
Socher et al. [31] have analyzed sentences using a recursive parse tree. The
combination of two subtrees connected at the root, by means of generating a new
semantic vector representation based on the vector representations of the two
trees, is performed by concatenating their semantic vector representations and
multiplying by a matrix of learned parameters. In a recent contribution by Le et
al. [15], the neural network learns to predict the following word in a paragraph
based on a representation that concatenates the vector representation of the
previous text and the vector representations of a few words from the paragraph.
This method, called the paragraph vector, achieves state-of-the-art results on the
Stanford Sentiment Treebank dataset surpassing a model that averages neural
word vectors and ignores word order.

In [40], Yu et al. are using distributed representations that are based on
deep learning for the task of identifying sentences that contain the answer to a
given question. Given word embeddings, their first model generates the vector
representation of a sentence by taking the mean of the word vectors that compose
the sentence. Since their first model does not account for word ordering and
other structural information, they developed a more complex model that works
on the word embedding of the bigrams. Their model matches state of the art
performance on the TREC answer selection dataset.

Pooling methods were one of the primary steps in many computer vision pipelines
in the era before the advent of Deep Learning. Many different pooling methods
were suggested in the last decade, each contributing to the improvement in ac-
curacy on the standard object recognition benchmarks. One of the most known
and basic pooling techniques was borrowed from the NLP community when Sivic
et al. [30] used clustering over local features of image patches in order to create
a bag of words representation for computer vision applications. Richer represen-
tations like VLAD [13] and FV [22] were later introduced and were the main
contributors to the increasing in accuracy in object recognition benchmarks.
Specifically, the FV representation is today the leading pooling technique
in traditional computer vision pipelines and provided state-of-the-art results on
many different applications [29,21,7,23]. Although already introduced in 2007,
the FV pooling method was able to surpass the bag of words representation only
after introducing improvements such as normalization techniques that have dra-
matically enhanced its performance. Some of the most widely used improvements
were introduced by Perronnin et al. [23]. The first improvement is to apply an
element-wise power normalization function, f(z) = sign(z)|z|® where 0 < o < 1
is a parameter of the normalization. The second improvement is to apply a L2
normalization on the FV after applying the power normalization function. By
applying these two operations [23] achieved state-of-the-art accuracy on an im-



age recognition benchmark called CalTech 256 and showed superiority over the
traditional Bag of Visual Words model.

3 Pooling

In our approach, a single sentence is represented as a multi-set of word2vec
vectors. The notation of a multi-set is used to clarify that the order of the
words in a sentence does not affect the final representation and that a vector
can appear more than once (if the matching word appears more than once in
the sentence). In order to apply machine learning models to the sentences, it is
useful to transform this multi-set into a single high dimensional vector with a
constant length. This can be achieved by applying pooling.

Since word2vec is already an extremely powerful representation, we find that
conventional pooling techniques or their extensions are sufficiently powerful to
obtain competitive performance. The pooling methods that are used in this paper
are: (1) Mean vector pooling; (2) FV of a single multivariate Gaussian; (3) FV
of a single multivariate generalized Gaussian. These are described in the next
sections.

3.1 Mean vector

This pooling technique takes a multiset of vectors, X = {x1,22,..., 2N} € RP,
and computes its mean: v = % va:l x;. Therefore, the vector v that results from
the pooling is in RP.

The disadvantage of this method is the blurring of the text’s meaning. By
adding multiple vectors together, the location obtained — in the semantic em-
bedding space — is somewhere in the convex hull of the words that belong to the
multi-set. A better approach might be to allow additivity without interference.

3.2 Fisher Vector of a multivariate Gaussian

Given a multiset of vectors, X = {x1,z2,...,zn5} € RP, the standard FV [22] is
defined as the gradients of the log-likelihood of X with respect to the parameters
of a pre-trained Diagonal Covariance Gaussian Mixture Model. It is common
practice to limit the FV representation to the gradients of the means, u and to
the gradients of the standard deviations, o (the gradients of the mixture weights
are ignored).

Since we did not notice a global improvement in accuracy when increasing the
number of Gaussian in the mixture, we focus on a single multivariate Gaussian.
As a consequence, there are no latent variables in the model and it is, therefore,
possible to estimate the parameters A = {u, o} of this single diagonal covariance
Gaussian by using maximum likelihood derivations, instead of using the EM
algorithm which is usually employed when estimating the parameters of the
Gaussian Mixture Model. Under this simplified version of the FV, the gradients
from which the FV is comprised are:
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and, therefore, the resulting representation is in R?P. Applying PCA and ICA as
a preprocessing step is investigated in this work with the purpose of sustaining
the diagonal covariance assumption.

As in [22], the diagonal of the Fisher Information Matrix, F', is approximated
in order to normalize the dynamic range of the different dimensions of the gradi-
ent vectors. For a single Gaussian model, the terms of the approximated diagonal

Fisher Information Matrix become: F},, = =5 ; F,, = 2.
Tk,d Tk,d

The FV is the concatenation of two normalized parti:ﬂ derivative vectors:
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It is worth noting the linear structure of the FV pooling, which is apparent

from the equations above. Since the likelihood of the multi-set is the multipli-
cation of the likelihoods of the individual elements, the log-likelihood is linear.
Therefore, the Fisher Vectors of the individual words can be computed once
for each word and then reused. For all of our experiments, the multivariate
Guassian (or the generalized Gaussian presented next) is estimated only once,
from all word2vec vectors. These vectors are obtained, precomputed on a sub-
set of the Google News dataset, from https://code.google.com/p/word2vec/.
Therefore, the encoding is independent of the dataset used in each experiment,
is completely generic, and is very efficient to compute as a simple summation of
precomputed Fisher Vectors (same runtime complexity as mean pooling).

Following the summation of the Fisher Vectors of the individual words, the
Power Normalization and the L2 Normalization that were introduced in [24] (see
Section 2) are employed, using a constant a = 1/2.

3.3 Fisher Vector of a generalized multivariate Gaussian

A generalization of the FV that is presented here for the first time, in which
the FV is redefined according to a single multivariate generalized Gaussian dis-
tribution. The need for this derivation is based on the observation (see below)
that word2vec vectors are not distributed in accordance with the multivariate
Gaussian distribution.

The generalized Gaussian distribution is, in fact, a parametric family of sym-
metric distributions and is defined by three parameters: m which is the location
parameter and is the mean of the distribution, s the scale parameter and p the
shape parameter. The probability density function of the Generalized Gaussian
Distribution (GGD) in the univariate case is:

1 |z — m|P
Al _ _Em 2
ggd(x;m, s, p) 2sp1/pp(1+l/p)6xp( Py ) (2)

The estimation of the parameters of a univariate Generalized Gaussian Dis-
tribution is done according to [2].

Under the common assumption in the F'V that the covariance matrix is di-
agonal, the multivariate generalized Gaussian distribution is defined:
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Since the dimensions of the multivariate GGD are independent, the param-
eters of the GGD can be estimated dimension-wise.

The FV can now be redefined as the gradients of the log-likelihood of X =
{x1,72,..., 25} € RP with respect to the parameters of a pre-trained Diagonal
Covariance Multivariate Generalized Gaussian Distribution. In practice, the FV
is defined in this work only according to the gradients of m and s, since the
gradients according to p do not seem to improve the results.

The log likelihood is defined as:
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The resulting FV in R?P is given by:
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The diagonal of Fisher Information Matrix, F', for this distribution is ap-
proximated in order to normalize the dynamic range of the different dimensions

of the gradient vectors. Let F,, and Fs, be the terms of diagonal of F' that
9L(m,s,p| X) and 3E(m,S,P|X)' Then:

correspond respectively to
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Where A = {m, s,p} Then:
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Therefore, the first expression in the sum of (8) is equal to 0. Assuming that

the dimensions are independent, the second expression in the sum of (8) is equal
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d

mation Matrix of a univariate generalized Gaussian distribution for a single
sample. Therefore according to [2]:
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Similarly, since fwtd [‘%(;S’j)‘)] 99d (x4,]\) dzy, = % according to [2], it can

be shown that: Fy, = N - L.

The normalized partial derivatives of the FV are then F,
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In [27], Sanchez et al. state that applying the Principal Components Analysis
(PCA) on the data before fitting the GMM is the key to make the FV perform
well. In experiments on PASCAL VOC 2007, they show that accuracy does
not seem to be overly sensitive to the exact number of PCA components. The
explanation is that transforming the descriptors by using PCA is a better fit to
the diagonal covariance matrix assumption.

Following this observation, a transformation that will cause the transformed
descriptors to be a better fit to the diagonal covariance matrix assumption is
sought for the generalized gaussian FV. The optimal transformation will result in
transformed descriptors that are dimension independent and are non-Gaussian
signals. While PCA suffers from the implicit assumption of an underlying Gaus-
sian distribution [14], the Independent Component Analysis (ICA) [16] explicitly
encourages non-Gaussian distributions.

Figure 1 depicts the estimated shape parameters p for each dimension of
the word2vec representation, and for all dictionary words used. As can be seen,
the shape varies between the dimensions, depending on whether we consider
the raw word2vec representation, the representation post-PCA, or that after
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Fig. 1. The shape parameter p of the generalized Gaussian distribution. This parameter
was estimated for each dimension of the word2vec representation, based on all word2vec
vectors, i.e., a distribution was fit to each coordinate separately. (a) the raw word2vec
vectors; (b) after applying PCA, retaining the original dimensionality; (c¢) after applying
ICA. In all three plots, x-axis is the vector coordinate index from 1 to 300, y-axis is
the estimated p. Note that the range of the y-axis differs between the plots.

applying ICA. The baseline distribution is not a Gaussian one, but most shape
parameters are between 1.9 and 2.1. Post-PCA, the shape parameters are mostly
in a narrow band around 1.9. Post-ICA, the shape parameters follow an almost
linear trend between 0.8 and 2.

Finally, The Power Normalization and L2 Normalization are applied using
a = 1/p on the resulting FV. While similar to the conventional FV, this constant
is not justified directly, we found it experimentally to slightly outperform a = 1/2
for this case.

3.4 Classification

The pooled representation of a sentence can be used in combination with any
classifier to make predictions based on the sentence. In addition, many of our
experiments require the comparison of two sentences. Let u and v be the pooled
representations of the two sentences. Our unified representation is given by the
concatenation of their difference and their mean: [(1‘;1;1))/‘2] This provides infor-
mation on both the location of the two vectors and the difference between them,
in a symmetric manner.

4 Experiments

We perform our experiments on multiple benchmarks: the TREC Answer Selec-
tion Dataset, The SemEval-2012 Semantic Sentence Similarity benchmark, and
the very recent Yahoo! and AG topic classification benchmarks.

4.1 Answer selection

The answer sentence selection dataset contains factoid questions each associated
with a list of answer sentences. It was created by Wang et al. [36] from the Text
REtrieval Conference (TREC) QA track (8-13) dataset, with candidate answers
automatically selected from each question’s document pool. This selection was



based on a combination of overlapping non-stop word counts and pattern match-
ing, and was followed by manual tagging for parts of the dataset. Overall, there
are 4718, 1148, and 1517 question-answer pairs in the train, validation, and test
set, respectively.

The task is to rank the candidate answers based on their relation to the
question. Two standard success metrics are used and in both higher is better:
Mean Average Precision (MAP) and Mean Reciprocal Rank (MRR). MRR mea-
sures the rank of any correct answer and MAP examines the ranks of all the
correct answers and accounts for recall. The two scores are calculated using the
official trec_eval evaluation scripts.

We compare our results with the state of the art [36, 11,35, 38,28, 39, 40].
Our method employs the concatenated diff+mean vector of Section 3.4. Linear
SVM is used with a parameter C' tuned on the development set.

As can be seen in Table 1, the most basic pooling method of average pool-
ing is already preferable, when applied to word2vec transformed by PCA, to
the literature methods. Moreover, when adding FV pooling, the results further
improve. Best results are obtained using the ICA + generalized Gaussian FV
representation.

It is interesting to compare our method to the method of [40], which also
relies on word embedding. While our method employs word2vec, [40] employs
the Collobert and Westons neural language model [8] as provided by Turian
et al. [33]. The unigram model of [40] is similar to our mean pooling method.
However, it uses the classification model of [6]: given vector representations of
a question q and an answer a (both in R%), the probability of the answer being
correct is p(y = 1|q,a) = o(q” M a + b), where the transformation matrix
M € R%*? and the bias term b are learned model parameters. The bigram model
of [40] is a 1D Convolution Neural Network (CNN) with a single convolution layer
and a filter size of 2.

The authors of [40] suggest that vector representation based approaches are
“not very well equipped for dealing with cardinal numbers and proper nouns,
especially considering the small dataset”. Therefore, they augment these with
two counting based features: word co-occurrence count and word co-occurrence
count weighted by idf values. The output of the unigram or bigram model is
concatenated in their experiments with these features and then a logistic classifier
is applied. In our experiments, we do not observe the need to add such features.

Recently, an extended training set called TRAIN-ALL was proposed [40].
This is a significantly larger training set that was labeled automatically, using
pattern matching, and contains many labeling errors. The best result obtained
on this dataset [40] has a MAP of 0.711 (MRR 0.785) using the deep learning
bigram + count method. Our best result is superior on this training set as well:
MAP of 0.720 (MRR 0.824). Stacking [37], using a fourth linear SVM, all three
ICA variants, improves results on TRAIN-ALL to MAP 0.7372 (MRR 0.8511).

4.2 Semantic Sentence Similarity

The task of Semantic Sentence Similarity (STS) has gained considerable atten-
tion. Semantic embedding models are at a disadvantage for this task, since the



Method MAP  MRR Table 1. Experimental re-
Wang et al. [36] 0.603  0.685 sults on the TREC An-
Heilman and Smith [11] 0.609 0.692 swer Selection benchmark. A
Wang and Manning [35] 0.595  0.695 long list of literature results
Yao et al. [38] 0.631  0.748 are presented, including the
Severyn and Moschitti [28] 0.678 0.736 state of the art results ob-
baseline: word counts [39] 0.571  0.627 tained by Yih et al. [39)]
baseline: tf-idf Word Count [39] 0.596  0.652 and the very recent results
Yih et al. LR [39] 0.682  0.762 of Yu et al. [40]. PCA fol-
Yih et al. BDT [39] 0.694 0.789 lowed by mean pooling out-
Yih et al. LCLR [39] 0.709  0.770 perform all literature results;
deep learning unigram [40] 0.539  0.628 ICA + generalized Gaussian
deep learning unigram+count [40]| 0.689  0.773 FV performs even better. Yu
deep learning bigram [40] 0.548  0.644 et al. [40] also present results
deep learning bigram+count [40} 0.706 0.780 on a larger and noisier train-
mean pooling 0.665  0.752 ing set called TRAIN ALL.
PCA + mean pooling 0.710  0.807 Training on this training set
ICA + mean pooling 0.679  0.783 (not shown in the table), we
Gaussian FV 0.662  0.763 obtain a slight improvement
PCA+Gaussian FV 0.621 0.743 only; However, our results
ICA + Gaussian FV 0.705  0.810 are still better than Yu et
generalised Gaussian FV 0.654  0.757 al. [40]: MAP 0.720 vs. 0.711;
PCA + generalized Gaussian FV | 0.623  0.729 MRR 0.824 vs. 0.785.

ICA + generalized Gaussian FV | 0.719 0.824

structure of the sentences is complex, and explicit matching between parts of the
sentence greatly aids the similarity judgment. In our experiments below, we aim
to show that word2vec pooling provides a reasonable pipeline, and that when
added to a set of literature scores, state of the art results are obtained.

The experimental setup used in the STS task [1] was followed, and for tech-
nical reasons (availability of DKPro scores) we employ 3 out of the 5 datasets
presented: msr-par, msr-vid, and smt-eur. Each sentence pair in the datasets
was given a score from 0 (lowest similarity) to 5 (highest similarity) by human
judges. We compare our results to the state of the art results [25, 3,34, 12, 26].

The authors of [3] have released a toolbox called DKPro that contains code
for the computation of 75 similarities [4] that is a superset of the 20 similarities
used in [3]. Unable to completely identify the 20 similarities, we have rerun the
entire set of 75 similarities as an additional pipeline. When taking log scale of
the similarities, it seems to outperform [3] on the msr-par benchmark but not
on the other two.

We compute the two representations of each pair of sentences and combine
them (Section 3.4). For the regression problem of the STS benchmarks, we use
the effective K-clusters Regression Forests (KRF) [9] method, with the default
parameters. Interestingly, on the STS benchmarks the exact combinations of
PCA or ICA and pooling method did not show any clear winners. The results of
all 9 combinations (including no feature transformation) were almost indistin-
guishable. We, therefore, present the results of PCA followed by average pooling,
which is the most basic method we recommend. We also present results obtained



Method msr-par msr-vid smt-eur

ADW [25] 0.694 0.887 0555 | Lable 2. Results on
UKP2 [3] 0.683 0.873 0528 | the STS benchmarks.
TLsyn [34] 0.608 0.862 0.361 | Our results are shown
TLsim [34] 0.734 0.880 0.477 | for PCA followed by
VD [12] _ 0.890 _ mean pooling orlﬂy,
MTL-GP [26] 0.732 0.888 0.562 | Since other pooling
DKPro scores [4] (log transformed) | 0.734 0.887 0.540 ?p“OT‘S gave almost
PCA+mean pooling 0537 0827 0513 identical results.
PCA+mean pooling U DKPro scores| 0.739 0.895 0.617

when combining the mean pooling similarity with the DKPro similarities. This
is done by the ridge regression method on the 76 similarities, where the regular-
ization parameter was obtained using cross validation on the training set.

The results are presented in Table 2. The results obtained by average pooling
would have placed this system as one of the top systems of the SemEval-2012
competition [3, 34]. When combined with the DKPro similarities, state-of-the-art
results are obtained.

4.3 Topic classification

A week before the submission date, Zhang and LeCun have published a Techni-
cal Report presenting topic classification results obtained using deep temporal
convolutional networks [41]. The paper presents word2vec as an inferior baseline,
performing even worse than the basic bag-of-words method. It is claimed that
this might be a result of using the same word2vec representation for all datasets,
or “it might also be the case that the hope for linear separability of word2vec is
not valid at all”. As we show below, this is not the case, and word2vec performs
on par with the best results of [41].

Pooling of word2vec in [41] is performed by running k-means on the word
vectors (k = 5000), and then using histograms of length 5000 to represent the
text, based on nearest centroid association. This is followed by logistic regression.
This metod is vastly different from the pooling methods we advocate for.

We performed experiments on two of the datasets used in [41]: Yahoo! and
AG. While the exact splits used were not made available yet (personal com-
munication), the protocols for building the benchmarks are available. We ver-
ified that different random sampling of train/test have only a minimal effect
on the results, with a SD of about 0.005 accuracy. The Yahoo! Answers Topic
Classification benchmark is based on the Yahoo! Answers Comprehensive Ques-
tions and Answers version 1.0 dataset available through the Yahoo! Webscope
program. Topic classification is performed on the 10 largest main categories,
where each class contains 140,000 (5,000) random training (testing) samples.
Out of all the answers and other meta-information, only the best answer content
and the main category information are used for the benchmark. From the AG’s
corpus of news article http://www.di.unipi.it/~gulli/AG_corpus_of _news_
articles.html, the 4 largest categories are used, employing only the title and
description fields. From each category, random 40,000 (1,100) samples are taken
for training (testing).



Method Yahoo! AG | Table 3. Results on the topic classi-
Large ConvNet + Thesaurus [41]| 0.699 0.916| fication benchmarks (accuracy). Our
Bag of Words [41] 0.666 0.883| word2vec based methods are much
word2vec bag-of-centroids [41] 0.588 0.853| better than the word2vec baseline
PCA+mean pooling+linear SVM| 0.688 0.896 | of [41] and nearly as good as the best
PCA+mean pooling + KNN 0.672 0.906 | reported method of [41].

ICA+3 pooling methods +KNN |0.703 0.910

0.915, 0.8956,
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Since each vector is classified independently (no pairs), we simply employ
linear SVM or the k-nearest neighbor algorithms. The results are depicted in
Table 3. As can be seen, our word2vec considerably outperforms the baseline
given in [41] and is only slightly worse than the results of the deep networks.
Needless to say, the deep networks were completely retrained for each benchmark,
and are extremely resource-heavy; A single epoch on the Yahoo! benchmark took
a day to train. Also, our system has only the parameters of the classifiers, and as
can be seen in Figure 2, it is insensitive to the choice of these parameter. This,
in comparison to the tens of hyperparameters of the deep network solutions.

In this experiment too, the pooling method did almost no difference. For
example, for AG KNN classification, all 9 options where at an accuracy level
above 0.899. However, by stacking the results obtained, for example, by the
three ICA-based pooling methods, performance is slightly improved to 0.910 on
this benchmark, and 0.703 on the Yahoo! benchmark.

5 Conclusion

With proper pooling, vector embeddings perform almost as well, if not better,
than the best available methods. On the other hand, the proposed pipeline is
generic and mostly unsupervised, and only requires a shallow off-the-shelf train-
ing in order to adapt to the problem at hand. The Fisher Vector pooling methods
share the same runtime complexity as the baseline mean pooling method, and
improve results significantly in two out of the three tasks we examined.

Word order is not properly addressed, as is apparent in the STS experiments.
We plan to tackle this using a hierarchical pooling scheme that represents text
by a list of pooled vectors. In addition, we plan to study pooling of other types
of vector embedding such as co-occurance based ones.
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