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ABSTRACT By caching multiple copies of the sensed data and suppressing repeated content deliveries

from the sensor nodes, the in-network caching exhibits strong potentials to reduce energy consumption

and avoid service loss in the Internet of Things (IoT). In this paper, we review the fundamentals of

the in-network caching in IoT, especially the deployment principles of the cache-enabled brokers. Since

in-network caching is not the optimal choice in some cases, we propose the dynamic in-network caching

scheme to decide whether the sensed data should be cached in brokers or not, where the location and

delay requirement of the clients, traffic load of the brokers as well as the energy level of the sensor

nodes are encapsulated in the proposed scheme. Next, we give a practical case study to demonstrate the

effectiveness of the proposed in-network caching scheme in the IoT scenario. It shows that the proposed

caching scheme is superior to the traditional sensor-to-client scheme in terms of energy saving. Finally,

we conclude this paper, and summarize the future research directions to achieve the in-network caching

for implementing the green IoT.

INDEX TERMS In-network caching, green Internet of Things (IoT), sensing service, broker, energy

consumption.

I. INTRODUCTION

N
OWADAYS, the number of Internet of Things (IoT)

devices is escalating rapidly [1], [2], and IoT owns the

potential to bring 11 percent economical gains in the year of

2025 [3]. With tremendous heterogeneous IoT devices and

various applications, the real world is truly transformed into

a global village, providing us unprecedented convenience

and profoundly refining the manners that we live, work and

study [4], [5].

Though IoT is not the main component for greenhouse

emissions and global warming, it still adversely affect the

environmental protection [6], [7], since there are tremendous

and ubiquitous connectivities of the IoT devices [8], [9]. In

this context, in-network caching has been regarded as a can-

didate technique to reduce the energy consumption caused

by IoT devices [10]–[12], The operability and feasibility of

in-network caching have been studied by the Information-

Centric Networking Research Group (ICNRG) [13], [14].

In-network caching enables the broker, an intermediate node

deployed with finite storage capacity, such as the gateway or

router, to pre-store some popular data resources monitored

by sensor nodes. When cached data resources are requested

by the clients, they can be found in the local cache of

brokers [15]. As a consequence, it can be concluded that

the in-network caching is capable of suppressing superfluous

content deliveries from the resource-hosting sensor nodes,

and there will be less energy consumption resulted from

sensor nodes [16], [17]. In addition, even if these sensor

nodes are turned off into the sleeping mode for the purpose

of energy saving, the clients can still access to the copies

of the sensed data in brokers, thus the service loss can be

largely avoided [18].

In content delivery networks (CDNs), such as cloud

radio access networks (C-RAN) [19], [20], fog radio ac-

cess network (F-RAN) [21], [22], heterogeneous networks

(HetNets) [23], [24] and small cell networks (SCNs) [25],

[26], the conventional wireless edge caching schemes have

been extensively studied, aiming for alleviating the seri-

ous traffic burden of capacity-limited backhaul links and

thus mitigating service delay. The pre-cached contents in

the CDN scenarios, such as the video files, are typically

insensitive to time changes [27], [28]. For this reason,
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the popularity of these contents remains unchanged for a

long time period, and can often be regarded as a known

information when designing the caching schemes. Moreover,

the content update can experience a long time period,

e.g., a day or a week, depending on the specific types of

video requests. As opposed to the former caching schemes

appearing in CDN scenarios, in-network caching for the IoT

poses distinct characteristics. The main characteristics of in-

network caching are listed as follows.

• The observed data is time-variant for in-network

caching. In the IoT scenario, the data resources ob-

tained by sensor nodes, such as those for health moni-

toring, fire detection and traffic congestion can change

faster than the cached contents in CDNs. The former

data may “expire”, and new data demands will be

generated in this case. In this light, the process of data

update has to be realized frequently and periodically,

so as to guarantee the freshness of the cached data.

• The sensed data is often small-sized in the IoT, owing

to the limited battery capacity of the sensor nodes.

Though the data resources are typically in the small

sizes, the number of the sensed data bits will be rel-

atively large, since there are tremendous sensor nodes

around our daily lives.

• The primary aim of the in-network caching in IoT is

to decrease the total energy consumption generated by

battery-powered and unrechargeable sensor nodes, so

as to guarantee the sustainability of IoT services. How-

ever, the conventional caching in CDNs emphasizes

more on relieving the traffic burden of backhaul links

and reducing time latency of end users.

From the above, we can conclude that realizing the green

IoT is the supreme goal of in-network caching. To achieve

this goal, we have to deal with the challenges brought by

in-network caching. Owing to the unique characteristic of

in-network caching mentioned above, the existing caching

schemes cannot be directly extended into the in-network

caching for the IoT scenario. Therefore, it is of great

necessity to design the efficient in-network caching schemes

coping with these tough issues.

In light of the above, in this paper, we investigate the

energy-efficient in-network caching to implement the green

IoT. Different from the traditional sensor-to-client trans-

mission strategy, clients are allowed to fetch the requested

data resource from brokers with the aid of in-network

caching, which can relieve the traffic burden of sensor nodes

and reduce energy consumption of these nodes. The key

contributions of this work are summarized as follows.

• We present the fundamentals of in-network caching in

the IoT architecture, including the request popularity,

key impacting factors and application scenario. The

deployment principles of cache-enabled brokers are

also detailed specified, especially the details of the

timer.

• We prompt the dynamic energy-efficient in-network

caching for the green IoT to minimize the total energy

consumption of the sensor nodes. The proposed scheme

jointly considers the location and delay requirement of

clients, the traffic load of brokers as well as the energy

level of sensor nodes.

• Furthermore, a practical case study in the IoT scenario

is given to present the effectiveness of the proposed

in-network caching scheme. Numerical results clearly

show that the in-network caching owns great potential

to reduce energy consumption of the sensor nodes, and

hence prolong the life span of the entire IoT.

The rest of the paper is organized as follows. Section

II provides the fundamentals of in-network caching for

the green IoT. Section III proposes the energy-efficient in-

network caching scheme for the green IoT. In Section IV,

a case study is performed to demonstrate the superiority of

the proposed energy-efficient in-network caching scheme in

the IoT scenario. Finally, Section V summarizes the paper

and envisions future directions to implement the in-network

caching for the green IoT.

II. THE FUNDAMENTALS OF IN-NETWORK CACHING

FOR THE GREEN IOT

IoT is not a fresh concept, but gains more popularity

and momentum recently. It can be widely applied in the

deployment of smart city [29], which provides us the

platform to improve working efficiency and the access to

more comforts in the daily lives. IoT consists of three

layers, namely, the perception layer, the network layer, and

the application layer. An detailed example of this kind of

layered structure of IoT is shown in Fig. 1. In specific,

the perception layer contains many of heterogeneous IoT

devices, such as smart sensor, laptop, wearable device,

actuator and unmanned aerial vehicle (UAV), to execute

the function of sensing, transferring and communicating;

the network layer is responsible for providing the platform

for the sensor nodes to communicate with each other; and

the application layer is capable of supplying multiple data

resources and smart services to clients upon their requests.

In particular, the sensing service is the most common and

widely used application in IoT, through which the clients

can obtain the monitoring conditions of the surrounding

environments and take actions accordingly.

A. TWO WIDELY USED PROTOCOLS IN THE

APPLICATION LAYER

Zooming in on the application layer, there are two widely

adopted protocols [30], namely, the constrained applica-

tion protocol (CoAP) and CoAP publish/subscribe (CoAP

Pub/Sub), as shown in Fig. 2. CoAP exhibits a rather

simple transmission process, where the sensor node directly

transmits the sensed data to the client requesting this data.

On the contrary, in CoAP Pub/Sub, a broker is introduced

to locally cache the sensed data from the resource-hosting

sensor. Under this transmission protocol, the sensor first

transmits the sensed data to the broker, then the client can
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FIGURE 1. An example of the layered IoT structure.

access to the requested data via this broker. The primary

motivation of CoAP Pub/Sub is to allow the client to

obtain the sensed data even if the resource-hosting sensor

is in the sleeping mode, avoiding frequently activating the

sensor nodes and reducing energy consumption for data

transmissions.

Due to multiple copies of the sensed data in brokers,

CoAP Pub/Sub is superior to CoAP in terms of reducing

energy consumption and avoiding service loss. However,

the multi-hop transmission resulting from CoAP Pub/Sub

leads to severer time delay as well as less freshness of the

requested data than CoAP. As a consequence, the tradeoff

between the total energy consumption of the sensors and

multi-hop transmission should be fully considered in the

practical IoT implementations.

Remark 1: Note that the network proxies are usually

deployed in the computer network, and responsible for

forwarding the requested information between the Internet

and clients. If network proxies are used in the computer

network, the data caching service can be provided by the

architectures of content distribution network (CDN) and

information centric network (ICN). Different from the host-

to-host information transmission mode, in CDN, a new

virtual network needs to be built above the current Internet

for content distribution, leading to high operation expen-

diture and low communication efficiency. Moreover, if the

ICN architecture is adopted, other extra data operations are

supposed, such as data naming and positioning. Though

these two architectures can provide data caching services

for clients, the network architecture and protocols need to

be carefully designed, and more deployment expenditure is

needed. In our proposed caching scheme, the data caching

service can be realized by only deploying brokers between

sensor nodes and clients. Compared with CDN and ICN,

there is little change of the network architecture, improving

the communication efficiency and reducing the operating

costs. The proposed caching scheme can also effectively

reduce the total energy consumption, as shown by the
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FIGURE 2. Two widely used protocols in the application layer, i.e., (a) CoAP and (b) CoAP Pub/Sub.

simulation results. Particularly, it should be pointed out that

the proposed in-network caching scheme can also be applied

in the cellular-IoT (C-IoT) scenario, if massive machine-

type communications, one of the typical application cases

in the fifth Generation (5G) communications, are needed.

B. THE IMPLEMENTATIONS OF THE BROKERS

The broker is a key component in the realization of CoAP

Pub/Sub. More details are illustrated as follows. First of

all, the broker is equipped with the storage capacity, and

is endowed with the ability to cache the popular data

resources hosted by nearby sensor nodes. When the cached

data resources are requested by clients, they can be locally

found in the brokers, and then transmitted to clients without

retrieving them from the sensors. In practical implementa-

tions, the gateway or router can act as the broker. Unlike

the battery-powered and energy-limited sensor nodes, the

brokers have sufficient and steady energy supply, and hence

can provide superior quality of service (QoS) to clients.

Different from the traditional caching schemes studied in

CDNs [19], [25], [31], the cached data in brokers is tran-

sient for the IoT scenario, and may lose its value quickly.

Therefore, the freshness of the data resource should be paid

a lot of attention. To this end, a timer is demanded when

implementing the broker [32]. The timer is used to judge

whether the current data is fresh to the client. To be more

specific, if the timer does not reach the pre-defined time

threshold, it means that the cached data is actually what the

client requires, and the broker will not update its cached

data resource. Otherwise, the broker is supposed to obtain

the sensed data from sensors, update its own cached data,

and then serve the clients.

Though caching the data resources in brokers can reduce

the total energy consumption of the sensors and avoid

service loss, in-network caching is not the optimal choice

in the following cases:

• The sensed data resource is not popular, such as the

data for personal health monitoring. In this case, there

is little client requesting the data. When caching this

kind of data, it will be a resource waste for the

brokers, since caching still causes energy consumption.

Moreover, owning to the multi-hop data transmission,

it results in extra time delay to the clients requesting

this data.

• The brokers are in traffic congestion. When there are

considerable cached data in the local storage of the

brokers, many of clients can fetch the requested data

via these brokers, leading to serious traffic congestion.

In this case, the clients have to suffer from unacceptable

time latency, and this may have significant negative

effects on some time-critical IoT applications, such as

those for fire and toxic gas detections.

• The fresh time of the sensed data is extremely short.

If the freshness of the data can only remain for a

extremely short time period, this data should be better

to be retrieved from the nearby sensors. This is due to

the reason that the multi-hop transmission via brokers

will lead to increased time delay and less freshness of
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the data.

• The delay requirements of the clients are critical, and

these clients are farther from the brokers that cache

the requested data. In this case, the requested data is

supposed to be retrieved from the nearby sensor nodes.

Inspired by what listed above, the in-network caching in

IoT deserves great attention, which can decide whether

the sensed data should be cached in brokers or not. Af-

terwards, the combined retrieve scheme is correspondingly

determined. The requested data resource can be fetched from

either the sensors or the brokers, which is capable of reduc-

ing total energy consumption of the sensors, guaranteeing

the delay requirement of clients and adapting to the dynamic

network states.

III. THE IN-NETWORK CACHING SCHEME FOR THE

GREEN IOT

Due to the unique characteristics of the in-network caching

in IoT, caching the sensed data in the brokers are not

always the optimal choice, as discussed above. Depending

on different user requirements and network states, the clients

can flexibly access to their requested data from sensors or

brokers. In this section, we reasonably assume that the data

resources of interest are popular for the clients, and then we

propose the energy-efficient in-network caching scheme in

IoT to minimize the total energy consumption of the sensor

nodes.

A. THE PRELIMINARIES OF THE IN-NETWORK

CACHING

The content popularity of the traditional caching schemes

in CDNs is in-variant for a long time period. Generally,

the probability of the content requests follows the Zipf’s

law. By selecting the proper skewness parameter, the request

concentration can be accurately reflected. However, this

principle cannot be tailored for IoT. First of all, we will

give the definition of the data popularity in IoT [30].

For simplicity but without loss of generality, we focus on

caching the popular data resources in brokers.

Definition 1: In a time slot, if the number of times that the

clients request the data is larger than the number of times

that the brokers update the data, this data can be regarded

as a popular data.

It is also assumed that the storage of brokers are large

enough, so that all the small-sized data resources generated

by the sensing services considered in our scenario can

be placed. Owing to the unique characteristics of IoT,

when designing the optimal in-network caching scheme, the

following issues should be taken into consideration:

• Consistency: The consistency of in-network caching

requires that the cached data is consistent with the

requested data. In this context, the fresh time of the

data is introduced to guarantee the consistency issue.

• Relative locations of the clients, sensors and brokers:

For some delay-critical and real-time sensing applica-

tions, the clients are more likely to obtain the requested

data from the closer data container.

• Delay requirements: Multiple IoT clients may have

diverse delay requirements, ranging from several mil-

liseconds to several seconds, and the clients with

loose delay requirements are supposed to retrieve the

requested data from the brokers, avoiding activating

data transmissions from the sensors.

• Traffic congestion in the brokers: Due to a myriad

of IoT clients connecting to the network for various

sensing services, the broker will be blocked if there

are too many data retrieve requests, leading to serious

service delay and degraded QoS. Therefore, the load

balance between brokers and sensors are crucial and

necessary.

• Battery conditions of the sensors: The sensors are al-

ways battery-powered, and it is impossible to recharge

them before replacement. In this context, when the

sensor nodes are in the low energy-level, they are more

willing to transmit the sensed data to the nearby brokers

to save energy, so as to avoid frequent repeated end-

to-end data transmissions.

When implementing the in-network caching in IoT, the

above mentioned issues need to be jointly considered. In

the meanwhile, the unique features of the specific IoT

applications should also be captured.

Aiming at the aforementioned issues, the following im-

pacting factors should be encapsulated in the implementa-

tions of the in-network caching scheme in IoT, listed as

follows:

1) The fresh time for each data;

2) The average distance between the clients and the

resource-hosting sensors;

3) The delay requirements of the clients requesting the

specific sensing services;

4) The number of times that the clients request the data,

which is used to reflect the traffic load of the resource-

hosting sensors;

5) The energy level of the sensors.

Remarkably, these factors are coupled with each other, and

their tradeoffs should be carefully evaluated. For example,

the energy level of the sensors may fail to satisfy the critical

delay requirements of clients, which prompts us to make a

preferable balance between them.

B. THE PROPOSED IN-NETWORK CACHING SCHEME

Focusing on the impacting factors shown above, we propose

the energy-efficient dynamic in-network caching scheme to

achieve the green IoT. More details are illustrated as follows:

• Step 1: Divide the feasible value range of each

impacting factor into multiple levels, and decide

the value level for each factor. As mentioned earlier,

there are five impacting factors for each data and

the corresponding resource-hosting sensor node, i.e.,

fresh time, average distance between clients and the
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FIGURE 3. The combined retrieving procedures under the proposed in-network caching scheme.

resource-hosting node, delay requirements, the number

of data requests of each sensor node and battery energy.

Suppose that there are a total of N data resources

in the considered IoT scenario. For the n-th data, the

values of the five impacting factors are denoted as f i

n
,

i = 1, 2, ..., 5, respectively. The value of each impact-

ing factor is divided into several levels, according to

the number of divided levels and the current values of

f i

n
, i = 1, 2, ..., 5, n = 1, 2, ..., N . For example, the

battery energy of the sensor nodes is divided into 5

levels, and higher level indicates there remains more

energy in the sensors.

• Step 2: Determine the weight for each impacting

factor. For the specific IoT applications and the sensed

data resources, they may give priority to different im-

pacting factors. In order to assign different importance

for each considered factor, the weights for them can

be correspondingly determined, which largely depends

on the network states and user requirements. For the

n-th data, the weights belonging to the five types of

impacting factors are denoted as wi

n
, i = 1, 2, ..., 5,

respectively, and the sum of these weights satisfies
5∑

i=1

wi

n
= 1.

• Step 3: Formulate the cost function to decide

whether the data should be cached or not. From the

above, a cost function is formulated to decide whether

the data should be cached in the brokers or not. Each

term in the cost function is the product of the value

level and its corresponding weight, and the sum of

these terms forms the cost function. Following this

principle, the cost function is established as

Cn =

5∑

i=1

wi

n
f i

n
, n = 1, 2, ..., N. (1)

If the value of Cn is lower than the pre-defined

caching threshold τc, this data should be cached in the

nearby brokers; otherwise, the requested data should be

directly retrieved from the resource-hosting sensors.

In Step 1, the number of value levels for different im-

pacting factors can be dynamically adapted, depending to

the value range of these factors. If the value is varied in

a larger range, it can be divided into more levels. In the

proposed caching scheme, the energy saving of the senors

should not be at the cost of increasing the time delay of

clients. Therefore, in Step 2, in order to guarantee the time

delay of the clients in the acceptable range, the weight
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Algorithm 1 The Proposed Energy-Efficient Dynamic In-

Network Caching Scheme.

1) Initialization: the feasible value ranges of impacting

factors, including

• fresh time;

• average distance between clients and the resource-

hosting sensor node;

• delay requirements;

• the number of data requests of each sensor node;

• battery energy;

2) Input:

• the current value of each impacting factor;

• the number of divided value level;

• the caching threshold τc;

3) Determine the weight for each impacting factor;

4) For each data resource

• Formulate the cost function for the data according

to Step 3;

• If the value of cost function is less than τc, cache

the data;

• Otherwise, retrieve the data from the resource-

hosting sensor node.

5) End

6) Output: the caching decision for each data.

for the client’s delay requirement can be a variable value.

For each specific IoT sensing application, there is a timer

threshold to guarantee the fresh time of the sensed data. If

the time delay requirement of the clients is comparable to

the given timer threshold, the weight for the time delay can

be set as a moderate value. On the contrary, if the delay

requirement is very critical, the weight for time delay can

be set as a considerably large value, so that the value of the

cost function is larger than the pre-defined caching threshold

τc and the requested data should be retrieved from sensors,

leading to less time latency. The details of the proposed

caching schemes are summarized in Algorithm 1.

Remark 2: The proposed in-network caching scheme can

be applied into the industrial application case, where the

frequency of the access to the sensor nodes changes in

time and the request popularity of sensed data resources

is time-varying. To tackle this problem, the fresh time

for each data resource is adopted under the proposed in-

network caching scheme, and it can reflect whether the

cached data is popular or not for the observed time period.

If the requested data resource is popular and requested by

many clients, the fresh time of the data is set to a large

value, and vise versa. Moreover, a timer is equipped for

each broker to count the fresh time and judge whether the

current data is fresh or popular to the client. In addition,

if some emergency conditions happen or the alarms are

triggered, there can be multiple data requests bursting in a

short time period. Confronting with these situations, the time

delay requirements for obtaining the data and the congestion
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FIGURE 4. The total energy consumption of the sensor nodes under different

time delay requirements of clients.

states of sensor nodes are two important factors that need

to be jointly considered. In this paper, these two factors

are included when designing the caching scheme, where the

weights for these two factors can be set as a larger value

in the cost function to cope with the emergency or alarm

conditions.

Commonly, the in-network caching scheme is executed by

the central controller, since it has the ability to collect the

data requests from all clients periodically and it is equipped

with strong computational capacity. Under the proposed in-

network caching scheme, the detailed combined retrieving

procedures are illustrated as follows, as shown in Fig. 3.

In order to guarantee consistency between the cached data

and the requested data, there is a timer for the broker to

guarantee the freshness of the sensed data. At the beginning

of each time slot, the timer starts. The central controller

performs the energy-efficient in-network caching scheme.

Under the caching decisions made by the controller, if the

broker needs to cache the sensed data, it will generate

a uniform resource identifier (URI), and the sensor can

send the sensed data to the broker via this URI. Then, the

clients, whose requested data resources are cached in the

brokers, are informed to retrieve the requested data via the

given URI. Otherwise, the clients will access to the sensors

directly to obtain the requested data as in the traditional

manner. Note that the caching and retrieving procedures

are supposed to be completed within the stipulated timer

threshold so as to guarantee the freshness of the collected

data.

IV. CASE STUDY

In this section, we show the simulation results of the

case study designed for the proposed energy-efficient in-

network caching scheme in the IoT scenario. To present

the effectiveness of the proposed caching scheme in terms
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FIGURE 5. The total energy consumption of the sensor nodes under different

distances between clients and sensor nodes.

of energy consumption, the sensor-to-client transmission

scheme is adopted as the benchmark. Under the benchmark

strategy, without the assistance of brokers, the resource-

hosting sensor nodes directly transmit the requested data

resources to clients.

In Figs. 4 and 5, we show the total energy consumption

of the sensor nodes under different delay requirements and

distances between clients and sensor nodes, respectively.

From these figures, conclusion has been reached that the

proposed in-network caching scheme is superior to the

benchmark in terms of energy saving, since multiple copies

of the sensed data are cached in the brokers and the

frequent end-to-end transmissions of the resource-hosting

sensor nodes are avoided. As the time delay requirement

becomes looser, more sensed data will be offloaded at

brokers, and the data transmissions from the sensor nodes

are reduced, leading to less energy consumption. When the

time delay requirement is relaxed enough, the total energy

consumption of the sensors tends to be steady. We can also

find that if the distances between the data-requesting client

and the resource-hosting node is long, the data is more

likely to be retrieved from the broker, and thus the total

energy consumption of the sensor nodes will be reduced.

Additionally, with larger caching threshold τc, the total

energy consumption of the sensors reduces. The reason for

this trend is that, if τc grows, the sensed data are more likely

to be cached in the brokers, and more clients have the access

to these data resources via brokers, leading to less energy

consumption.

In Figs. 6 and 7, we show the number of the data bits

that can be retrieved from brokers under varying delay re-

quirements and distances between clients and sensor nodes.

Firstly, it can be seen that the proposed in-network caching

scheme results in more offloaded data resources than that

of the benchmark scheme. Moreover, with larger time delay

100 300 500 700 900 1100

Delay Requirement of Clients (ms)

1994

1995

1996

1997

1998

1999

2000

N
um

be
r 

of
 D

at
a 

B
its

 fr
om

 B
ro

ke
rs

 (
bi

ts
)

Benchmark
Proposed, τ

c
=4

Proposed, τ
c
=3.5

Proposed, τ
c
=3

FIGURE 6. The number of the data bits retrieved from brokers under different

time delay requirements of clients.

requirements of clients and reduced distances, more sensed

data can be found in the local cache of the brokers. We

can also observe that, as τc grows, more data traffics are

offloaded to brokers. In this case, the sensor nodes will

bring less energy consumption for data transmission, which

validates the conclusions drawn from Figs. 4 and 5 as well.

V. CONCLUSIONS AND FUTURE DIRECTIONS

By means of caching multiple copies of the sensed data

and suppressing unnecessary end-to-end communication-

s between the sensor nodes and clients, the in-network

caching in IoT exhibits strong potentials to reduce energy

consumption of these nodes, and hence prolongs the life

span of the IoT. In this paper, we reviewed the fundamentals

of the in-network caching for the green IoT, and proposed

the in-network caching scheme to minimize the total energy

consumption of the power-constrained sensor nodes. The

numerical results shown in the case study demonstrated that

the proposed caching scheme is superior to the traditional

sensor-to-client scheme, and more data can be founded in

the local cache of the brokers with looser delay require-

ments. In order to implement the in-network caching for the

green IoT, the future research directions are summarized as

follows:

• The limited storage of the broker should be more

effectively utilized. Though the data sensed by the

sensors are small-sized, the massive number of the data

resources will demands a huge storage capacity. As

a consequence, how to effectively utilize the limited

storage capacity of the brokers is an important issue,

and more advanced caching schemes are desired, such

as the coded caching schemes proposed in CDNs [33].

• The security issue of the sensed data should be guar-

anteed. With caching the sensed data in the distributed

brokers, it poses great threat in flexible authorization
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FIGURE 7. The number of the data bits retrieved from brokers under different

distances between clients and sensor nodes.

and identity verification [34]. Thus, the access control

is more challenging to achieve, and the unlicensed

clients are more likely to obtain the confidential and

private data. To this end, when implementing in-

network caching in IoT, it is crucial to perform some

access control mechanisms to prevent the illegal access.

• The edge computing can be adopted to achieve the

in-network caching in IoT. As illustrated previous-

ly, the central controller is responsible for realizing

the in-network caching scheme, and the computation

load will be considerable large due to a variety of

sensing services, leading to unacceptable demand for

computation resource. In this context, some nodes for

edge computing can be deployed nearby the clients,

so that more computational tasks can be offloaded at

these nodes and the severe traffic load of the central

controller can be alleviated [35].

• The brokers can be much smarter to provide the

improved IoT services. At present, the broker is only

equipped with the cache capacity, and then forwards the

cached data to clients. In the future, more complicated

and intelligent data analysis functions can be realized

by the smart brokers, such as data cleaning, data

clustering and data predictions [36].
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