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Abstract

We evaluate the informational content of ex post and ex ante predictors of periods of
excess stock (market) valuation. For a cross section comprising 10 OECD economies
and a time span of at most 40 years alternative binary chronologies of price bubble
periods are determined. Using these chronologies as dependent processes and a set of
macroeconomic and financial variables as explanatory variables, logit regressions are
carried out. With model estimates at hand, both in-sample and out-of-sample forecasts
are made. Overall, the degree of ex ante predictability is limited if an analyst targets
the detection of particular turning points of market valuation. The set of 13 potential
predictors is classified in measures of macroeconomic or monetary performance, stock
market characteristics, and descriptors of capital valuation. The latter turn out to
have strongest in-sample and out-of-sample explanatory content for the emergence of
price bubbles. In particular, the price to book ratio is fruitful to improve the ex-ante
signalling of stock price bubbles.
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1 Introduction

Beginning in the 1980s, several investigations of stock return predictability have underscored
that the pure random walk poorly describes stock price behavior (Shiller (1981), Fama and
French (1988)) and have thereby challenged the Efficient Market Hypothesis in its weak
form due to Fama (1965). Since the 1990s, the general consensus is that asset pricing
models that incorporate time-varying factors can explain return dynamics more accurately
(Fama (1991), Campbell (2000)). Variables, such as dividend yields, earning yields, and
earnings-to-dividend ratios, have been shown to indicate future market returns especially at
longer horizons (Keim and Stambaugh (1986), Campbell and Shiller (1987, 1988), Fama and
French (1988, 1989)). Macroeconomic variables employed in this type of studies include, for
instance, interest rates, the term spread, the default spread, the money supply, expected
inflation, consumption-to-wealth ratios and aggregate output (Chen et al. (1986), Campbell
and Mankiw (1989), Marathe and Shawky (1994), Mills (1996), Hou et al. (2006), Wong-
bangpo and Sharma (2002)). The selection of these covariates is typically motivated from
noting that they may affect the two major triggers of asset prices, i.e., cash flows and/or
discount rates.

Most studies on stock return predictability are exploring the in-sample explanatory con-
tent of predetermined factors. Herwartz and Morales-Arias (2009) show for large cross
sections of both developed and emerging stock markets that in-sample return predictability
does not necessarily imply out-of-sample return forecastability. Only a few recent papers
provide results on out-of-sample performance of dynamic return models. In this line of em-
pirical research, variables such as the dividend-to-earnings and book-to-market ratios as well
as detrended consumption-to-wealth ratios and term spreads have been shown to contribute
positively to one-period-ahead forecasts of excess returns for the case of the US stock market
(Lamont (1998), Lettau and Ludvigson (2001), Campbell and Thompson (2007), Harrasty
and Roulet (2000), Rapach et al. (2005), Herwartz and Morales-Arias (2009)). As a matter
of fact, the ex ante degree of explanation is generally low indicating small signal-to-noise
ratios that are characteristic for stock market returns. For a detailed review of the state
of ex post predictability vs. ex ante forecastability of stock market returns the reader may
consult Herwartz and Morales-Arias (2009).

Noting that economic fundamentals appear to carry only weak ex post and ex ante ex-
planatory content for equity price dynamics, (aggregate) asset prices eventually drift apart
from the underlying fundamental value. While economists have not yet arrived at a consen-
sus on neither the definition of (positive or negative) stock price bubbles nor on their causes
and triggers (see Kaizoji and Sornette (2008) with references therein) it is apparent that the
emergence of boom and bust cycles has dramatic effects on socioeconomic (global) welfare.
For instance, relying on IMF forecasts of cumulated gaps of global output over the period
2008 to 2015, Blanchard (2009) estimates the cost of the recent subprime crisis to an amount
of 4.7 trillion US dollars, which has been approximately one third of the nominal US GDP
in 2008.

In comparison with the literature on stock return predictability the ex ante detection of
excessive over- or underpricing on asset markets establishes a more recent line of empirical
research in finance. By far and large these contributions are concerned with the conditional
analysis of bubbles on stock markets (e.g., Christiano et al. (2008)), house markets (Agnello



and Schuknecht (2011) and Dreger and Kholodilin (2011), Rousovd and van den Noord
(2011)) or both (e.g., Borio and Lowe (2002), Helbling and Terrones (2003)) or composite
assets constructed from these two markets (e.g., Alessi and Detken (2009), Borio et al.
(1994), Gerdesmeier et al. (2010)). While these studies parallel to some extent the in-sample
return predictability literature, the ez ante explanatory content of real economic aggregates,
monetary variables and financial ratios has attracted only minor interest in recent studies.
Putting particular emphasis on the issue of model uncertainty, Crespo Cuaresma (2010)
undertakes a comprehensive analysis of potential determinants of asset price busts by means
of Bayesian model averaging for a large cross section of stock and housing markets in the
OECD. While most of his study concerns in-sample description of turning points in price
trends, it also provides out-of-sample probability scores for the most recent subprime bust
period beginning in 2007:Q1.

The aim of this paper is to identify early warning indicators that help to predict the
emergence or burst of stock price bubbles. Our data set covers 10 OECD countries (Australia,
France, Germany, Italy, Japan, Netherlands, Spain, Switzerland, UK, and the USA) and the
time period from 1st quarter 1969 through 2nd quarter 2010. In particular, we distinguish
the predictive content of macroeconomic or monetary processes, financial ratios, and stock
return characteristics and analyse, which of these (groups of) variables are most relevant for
the ex ante prediction of speculative bubbles and of their bursts.

In Section 2 we describe the extraction of alternative bubble chronologies. Data are
introduced in Section 3. Section 4 introduces the methodological approach, which is used
for the prediction of the asset price bubbles. Section 5 provides the empirical evidence on
predictive accuracy of distinguished predictors with regard to various in-sample and out-of-
sample loss functions. Section 6 concludes. An appendix offers some notes on the treatment
of stochastic trends and the role of multicolinearity within the logit regression designs.

2 Bubble chronology

Our objective is to identify variables that allow better forecasts of the stock price bubbles.
We assume that market participants are interested in detecting stock price accelerations that
are not supported by fundamental macroeconomic dynamics. Stock price increases per se are
a normal phenomenon accompanying any economic expansion. They turn to be dangerous
when they decouple from the underlying economic events and follow their own way upwards.
When they burst it is often already too late to react. As we know too well from the recent
experience, the consequences of price busts can be devastating. Therefore, it is of utmost
importance to be able to identify the speculative bubbles when they are still under way and
to predict their peaks in advance of their bursting.

Usually, trying to predict bubbles a forecaster can commit two types of errors: 7) failing
to predict an upcoming bubble or its burst (missing signal) and i) issuing a false alarm of a
bubble that does not emerge at all. Both errors have distinct socioeconomic costs. The costs
of a missing signal are immediately obvious when the bubble bursts and eventually triggers
a recession with related bankruptcies and increased unemployment. The costs of a false
alarm are more difficult to quantify. Firstly, when a false alarm is issued and taken serious,
the government may initiate restrictive policies and curb a completely sound expansion.



Thus, its costs are the growth lost due to adoption of untimely measures. Secondly, if the
market participants mistake the false alarm as a signal, it may come to a panic ending up in
an unintended crisis. This is probably the reason why important stakeholders, like central
banks or governments, attach more weight in their loss functions to false alarms than to
missing signals. The clearest manifestation of such a behavior was a failure of some political
authorities and forecasters in the US to issue a signal of an ongoing recession in 2007 and
2008, despite the clear signals inherent in the leading indicators (Smirnov (2011)). Another
example are the overly optimistic forecasts systematically made for the German economy;,
see Kholodilin and Siliverstovs (2009).

Regardless of the loss function of policy makers, we believe that a timely prediction
of stock market bubbles is desirable. For such a prediction we need a bubble chronology
allowing to distinguish between i) periods of abnormally rapid growth of stock prices, which
typically terminate with a burst followed by drastic downward price corrections, and i)
periods of stock price decline, their eventual recovery, and “normal” increase. The former
phase is considered as a bubble, whereas the latter one is treated as a 'no-bubble’ phase.

The determination of a chronology of speculative bubbles is not trivial. Since bubbles are
not directly observable, it is difficult to distinguish between the acceleration of stock prices
supported by the fundamental factors on the one hand, and excess acceleration spurring
price bubbles on the other hand. To extract periods of overvaluation these two components
have to be separated in some manner.

Several approaches have been proposed in the literature for the detection of periods of
overpricing. As a broad classification one may distinguish approaches that fully rely on
univariate filter techniques and detection schemes taking a more structural view on both
asset price processes and potential fundamental factors. Regarding the former, filter implied
price gaps (see, for instance, Mendoza and Terrones (2008)), cumulated price gaps (e.g.,
Borio and Lowe (2002), Borio and Lowe (2004)) or forward looking cumulated adjustments
(Gerdesmeier et al. (2011)) are used to extract periods of excessive pricing. To account
for fundamental factors, for instance, regression models are applied and (cumulated) model
residuals are exploited for the detection of bubble periods (e.g., Terrones and Otrok (2004)).
Machado and Sousa (2006) suggest a quantile regression approach. All detection schemes
have in common that an analyst must set some threshold parameter that governs the fre-
quency of ex post detected periods of excess asset valuation. Providing a further means
of cross-checking identified bubble periods, the recent econometric literature addresses the
issue of bubble detection by means of testing the random walk hypothesis for log-price series
against specifications that allow for explosive stochastic trends (Phillips and Yu (2010) and
Homm and Breitung (2009)).

Given the uncertainty about the exact timing of speculative bubbles and the multitude
of approaches suggested to generate a bubble chronology, it is sensible to follow distinct
approaches or apply alternative threshold parameters. This allows to assess the robustness of
conclusions made with regard to potential economic triggers behind the emergence or bust of
price bubbles. In this work, we rely on univariate filter techniques, since any regression model
linking equity prices and fundamentals may suffer from “spurious causality”. Moreover, when
focusing on stock prices it appears overly challenging to determine a set of fundamental



factors that uniformly applies to the entire cross section of considered stock markets.

Following Mendoza and Terrones (2008) we identify stock price bubbles by means of the
Hodrick-Prescott (HP) filter. Formally, a speculative price bubble is determined by means
of an indicator function I(e),

Ry =1 <Cycit = (Sit — gzt) > </5<7¢C) ) (1)

where S;; is the HP trend obtained from the actual log stock market indices in time ¢
and market 7, denoted S;;. To estimate the trend component we use A = 1600 as the
HP smoothing parameter, which is typical for the smoothing of quarterly time series, see
Ravn and Uhlig (2002). The unconditional standard deviation of the cyclical component
in market i, cyc; is denoted of. Furthermore, in (1) ¢ is the bubble threshold factor,
determining the degree of overvaluation. If the cyclical component exceeds the predefined
threshold, the respective market period is treated as a bubble (R; = 1). For the purpose
of robustness checking, we choose four alternative threshold values, ¢ = 0,1,1.5, and 2 to
obtain chronologies I to IV. For the most liberal choice, ¢ = 0, any positive deviation from
the trend is regarded as a bubble. While such a classification might be seen as overly liberal
it is still of interest if specific economic triggers are behind such market scenarios that might
eventually turn into periods of more pronounced asset overevaluation.

As a further robustness check we also determine periods of asset price bubbles by means
of a quarterly version of the Bry-Boschan (BB) procedure as implemented in Everts (2006).
Originally, this procedure has been suggested to mimic the decision-making process of the
National Bureau of Economic Research when determining the turning points of the US busi-
ness cycle. In our case, turning points of the stock price cycle are identified analogously. In
the first step of the BB algorithm, local minima and maxima are detected. These extreme
values are then classified as turning points if they meet several conditions, such as restrictions
on the duration of peak-to-trough and peak-to-peak periods, and on the size of the neigh-
borhood, over which the local extrema are defined. We use standard settings of the Everts’
code, namely: ) minimum phase duration is 5/3 quarters, i7) minimum cycle duration is 5
quarters, i7i) extrema are defined over a neighborhood of 5 quarters, including 2 quarters
before and 2 quarters after the local minimum or maximum. Following Crespo Cuaresma
(2010), the quarterly BB algorithm is applied to the deviations of the log stock index from
the HP trend (cyc;;), which are smoothed by means of a moving average determined within
a b-quarter time window. Given the set of turning points resulting from this initial step,
we construct two binary chronologies: Firstly, single peak points (Chronology V: BB peak)
and, secondly, peaks plus 1 quarter preceding and 1 quarter following each peak (VI: BB
peak £1).

Table 4 reports the total number of speculative bubbles in each country, the average
durations of the speculative bubbles, and the frequency of bubble periods by country. For
the threshold ¢ = 1 (Chronology II), the longest speculative price bubbles are observed in
the Netherlands (14 quarters) and Switzerland (15 quarters). The bubbles are the shortest
in Italy (4 quarters) and Germany (5 quarters). Across chronologies the number of bubbles

!Following a more structural approach with regressing real stock prices on real per-capita GDP and real
interest rates, it turns out that for the stock markets analyzed in this work, regression residuals display
similar “trends” in comparison with (univariate) Hodrick-Prescott implied price gaps.
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and their durations vary considerably. In fact, the Chronology I is the most liberal one
(share of bubbles between 25% and 44%). This chronology generates more signals than the
other chronologies. Not surprisingly, the most conservative chronology is that with threshold
¢ = 2 (frequencies of bubbles between 0 and 4%). For Bry-Boschan chronologies, where the
peaks or the neighborhoods of peaks are examined, the average “peak” duration is artificially
set at 1 or 3 quarters.

Figure 1 compares two alternative bubble chronologies with the deviations of the stock
prices from their HP trends (thin line). The first chronology (II, HP, ¢ = 1.0) is represented
by the shaded gray area. One can see that it generally reflects periods of substantial stock
price increases. Moreover, the ends of bubble periods correspond to peaks of pricing. The
second displayed chronology consists of the BB peaks (chronology V, bold lines). They are
rather numerous capturing the majority of the local peaks of the stock prices.

3 Data

The selection of indicators to explain or predict periods of excess asset valuation, is in-
spired by the literature on stock return predictability. Similar to Crespo Cuaresma (2010)
we rely on three groups of indicators describing i) the macroeconomic situation (per-capita
real GDP growth, government balance-to-GDP ratio, current account balance-to-GDP ra-
tio), 47) money or credit market conditions (money supply growth, growth of lending, real
money market interest rate, term spread), and 4ii) capital valuation (price-to-earnings ratio,
dividend-to-earning ratios, inverse dividend yield). To the latter group we add the price-to-
book ratio. Moreover, following Crespo Cuaresma (2010) we consider stock-market returns
as potential triggers of overpricing.

In addition to these first-order processes, we include the realized stock market volatility as
a latent second-order characteristic. Formally, the realized stock market volatility prevailing
in market ¢ and quarter ¢ is quantified as

M S 2
RV; = Zln(s = ) , (2)
m—1 i,m—1

where m refers to the daily frequency, M, is the number of trading days in quarter ¢, and
Sim 1s the i-th stock market index quoted at day m. The statistic in (2) is a consistent
estimator of the quarterly volatility if M; — oo. For practical purposes we regard ~ 60 daily
price quotes to be sufficient for an accurate quantification of uncertainty prevailing in the
stock market (Barndorff-Nielsen and Shephard (2002), Andersen et al. (2003), and Schwert
(1989)).2 Apart from consistency, a particular merit of the realized volatility estimator is that
it does not rely on parametric assumptions, which are often used for dynamic formalizations
of second-order moment processes as, for example, GARCH (Bollerslev (1986)) or stochastic
volatility (Taylor (1986)).

Economic theory and common sense predict the following potential effects of the above
variables upon the emergence of stock market overvaluation.

2For Australia, up to the 31st of December 1979, only monthly data on stock indices are available.
Therefore, for the period 1971-1979 the volatility of the Australian stock market is computed based upon
monthly stock quotes and beginning with the 1st Quarter 1980 by means of daily quotations.



e Macroeconomic variables. An increase in per-capita income exerts a positive influence
on the stock prices reflecting the increased valuation of the enterprises. A growing
government balance-to-GDP ratio corresponds to a contractionary fiscal policy, which
is typically accompanied by an economic downswing and declining equity prices. In
case of the current account balance-to-GDP ratio, it is rather the stock prices that
negatively affect the trade balance and not wice versa, as shown in Fratzscher and
Straub (2009). However, since we intend to capture longer term price trends, the
direction of transitory dependence is of minor importance and we expect a positive
impact of the current account balance-to-GDP on the emergence of price booms.

e Monetary variables. Money supply growth is usually assumed to positively contribute
to stock price bubbles, since it is believed to lower interest rates, see Alatiqi and
Fazel (2008). Growth of lending may lead to an increase in stock prices, given that
loans could be (partly) used to spur equity demand. The real interest rate is typically
expected to exert a negative effect upon the stock prices, since it implies an increase
of financing costs. Given that increases in the term spread may result from increased
long-term or decreased short-term interest rates, its effect upon stock market valuation
is indeterminate.

e Financial ratios. Financial ratios are widely used to relate stock valuation with actual
cash flows, profits, or firm values. Since trending fundamental triggers of market
performance are likely to impact on both the numerator and the denominator of such
ratios, it is likely that the ratio itself is to some degree immunized against trends in
fundamentals. From an econometric perspective one might think of such ratios as
equilibrium relationships canceling the stochastic trend inherent in stock valuation
to obtain a stationary residual. Then, given positive or negative deviations from a
steady state, it is of interest which of the variables adjusts more strongly or faster to
reestablish the presumed equilibrium. Intuitively, one may expect stock market prices
to be more flexible for adjustment in comparison with earnings or dividends. Therefore,
financial ratios may carry explanatory or predictive content for periods of excess stock
valuation or the burst of bubbles. In this study, financial ratios are determined in a
way that stock prices are in the numerator of the ratio. Moreover, we consider the
earnings-to-dividend ratio as a potential trigger of price trends.

o Stock market characteristics A priori one may believe that periods of extreme under- or
overvaluation of assets go along with states of relatively high uncertainty experienced
by market participants. Similarly, risk premia are known to establish a positive link
between first and second order moments of stock returns. In contrast to expecting a
positive relationship between stock market valuation and volatility, one may argue that
periods of strong price deterioration go along with markedly increased stock volatility.
As a matter of fact, downward price adjustments are known to exert stronger impacts
on stock volatility in comparison with positive price changes of comparable size, see
Black (1976). Thus, it is an empirical issue to clarify incidence and direction of a
potential impact of stock market uncertainty on the upcoming of asset price bubbles.

The variables examined in this study, respective data transformations, and data sources
are listed in Table 1. Money supply is approximated by means of distinct aggregates, given
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that respective quotes are not uniformly documented over distinct countries. The money
aggregate M2 is used for Japan and the US. For Australia, France, Germany, Italy, Spain,
Switzerland M3 is used, while for the UK we refer to M4. Our study covers 10 OECD
countries (Australia, France, Germany, Italy, Japan, Netherlands, Spain, Switzerland, UK,
and the USA) and spans the period from the 1st quarter 1969 until the 2nd quarter 2010.
Due to the limited data availability the panel is unbalanced. For instance, stock market
indices are available over the entire period only for 6 countries out of 10. For the remaining
economies the data start much later. In particular, for France stock index data begin as late
as the 3rd quarter 1987.

Table 2 reports the country-specific means for all the explanatory variables under in-
spection®. In addition, the mean over all the countries and the standard deviation of the
country-specific averages are documented. The real per-capita GDP over all selected coun-
tries grew on average at the rate of 0.43% per quarter. It was the highest in Japan (0.62%)
and lowest in Italy (0.30%). The lending to households in all countries has been growing by
2.16% per quarter. Interestingly, it was on average negative in Japan, which is possibly a
reflection of prolonged deflation. The term spread varied on average between 0.52 percentage
points in the UK and 4.47 percentage points in Italy. Overall, in the Anglo-Saxon countries
it tends to be lower than the average level of the selected OECD economies. The average
real money market interest rate was lowest in Japan and Switzerland (2.55) and highest
in Australia (6.94). Again, the Anglo-Saxon economies form a separate group, since their
average real money market rates were substantially higher in comparison with the OECD
average. The government balance-to-GDP ratio has been mostly negative in all economies
under inspection. It is much larger in absolute value than the average in the European con-
tinental economies, with the exception of Switzerland. The current account balance-to-GDP
variable allows to distinguish two country groups i) net exporters (France, Germany, Japan,
the Netherlands, and Switzerland) and i7) net importers (Australia, Italy, Spain, UK, and
the US). The lowest stock market returns have been observed in France (0.40), whereas the
highest obtain in the UK (0.78). The stock market volatility has been relatively homoge-
nous across markets, varying between 0.07 and 0.10. The price-to-earnings ratio is by far
the highest in Japan (35.51), while its lowest values are observed in Switzerland (13.60) and
the Netherlands (13.68). The earnings-to-dividend ratios display very high variability: They
vary from 4.57 (the Netherlands) to 40.64 (Japan). The inverted dividend-to-yield ratio was
the lowest in Australia and the US, while it was by far the highest in Japan. Finally, the
average price-to-book ratios are quite similar over distinct markets varying between 1.68 in
Spain and 1.99 in Japan.

On the one hand, we intend to ensure that the explanatory variables are stationary.
Noting that nonstationary processes may divert to any level, reliance on stationary covariates
in logit regressions avoids the risk of model implied probability scores that persistently stay
close to their bounds of either zero or unity. On the other hand, nonstationary regressors
may cointegrate for the generation of 'well behaved’ probability scores (Hu and Phillips
(2004), Phillips et al. (2007), Phillips and Yu (2010)). To assess the prevalence of stochastic
trends, we conduct panel unit-root tests, namely the Im, Pesaran, and Shin (IPS) (Im et al.

3In fact, these are the variables that turned out to be significant triggers of excess aste valuation in
preliminary analysis. The initial set of variables has been larger. However, descriptive statistics for this
enhanced set are not reported here to economize on space.



(2003)) test and the common root test of Breitung (Breitung (2000)). Both tests have the
null hypothesis of a unit root prevailing in all panel processes. They differ, however, with
regard to the alternative hypothesis. While the alternative of the IPS test allows some
fraction of nonstationary panel members under the alternative, the second test is a so-called
homogeneous panel unit root test formalizing uniformly stationary panel members under the
alternative hypothesis.

The results of panel unit-root tests are reported in Table 3. Columns 2 and 3 document
results of the IPS test: the p-value of the test and the number of acceptances of the null
hypothesis, that is, the number of economies, for which the ADF p-value exceeds 0.05. One
can see that out of 17 variables the null hypothesis of a unit root is accepted only for 4
variables, namely the current account balance-to-GDP ratio, the inverse dividend yield, the
earnings-to-dividend ratio, and the price-to-book ratio. At a disaggregate level, for these
three variables the unit-root hypothesis is accepted for most markets, with the number of
acceptances varying between 7 and 10.

Results for the Breitung test documented in column 4 of Table 3 basically confirm the
IPS based diagnosis. The null hypothesis is accepted in 6 cases, 4 of which are the above
mentioned stock-market variables plus the price-to-earning ratio in levels, the current account
balance-to-GDP ratio, and the government balance-to-GDP ratio.

To summarize, it turns out that financial ratio processes are mostly characterized by
high persistence such that common unit root tests underpin the prevalence of stochastic
trends for this type of data. Although financial ratios are constructed to represent some
equilibrium state, both empirical time series features (persistence and stochastic trends)
are well established in the literature (Lewellen (2004), Campbell (1999), and Herwartz and
Morales-Arias (2009)).

4 FEzx post and ex ante modeling of bubble periods

4.1 Logit approach

As a means to detect and predict periods of excess asset valuation we rely on logit regres-
sions.* Logit regressions allow to determine sign and significance of the influence of each
right hand side variable in predicting periods of speculative bubbles. In general, the logit
model is formalized as

PT(R#:1|.I'it)IF(l'it/6+8it),izl,...,N,tzl,...,ﬂ, (3)

where Pr(e) is the conditional probability of a speculative bubble to prevail in market i
and time t, R; refers to the chronology of the speculative bubbles and z;; is the set of
variables considered to have explanatory content for the emergence of price bubbles. The
respective parameter vector is 3. Moreover, F'(e) is the cumulative density function of
the logistic distribution and ¢;; is the disturbance term. In order to stress that the sample
information is unbalanced over the cross section dimension we use T} to represent the number
of observations available for market ¢. Throughout, we implement logit models for pooled

4As an alternative, probit regressions turn out to deliver qualitatively identical results throughout.



panel data. Prior to pooling, however, we account for fixed effects by subtracting within-
group means from all right hand side variables, except for the constant.

Since the model in equation (3) is specified by means of contemporaneous right-hand-
side variables its applicability for ex ante prediction of speculative price bubbles is limited.
In fact, such predictions would require corresponding ex ante forecasts of the conditioning
variables, which are often subject to (large) prediction errors or difficult to determine at all.
Therefore, the following logit regressions with predetermined variables are considered for the
purpose of ex ante forecasting:

P’I“(Rit = 1|xit—p) = F([L’it_p,@ + Eit)- (4)

In (4), the lag parameter is set to p = 1,2 to evaluate the ex ante model content at horizons
of one and two quarters. As a particular merit of the specification in (4), the collection of
conditioning information required for ez ante forecasting is straightforward if the forecast
origin dates up to time .

A particular focus of this study is on the evaluation of model performance with regard to
both in-sample (ez post) explanation of periods of excess asset pricing and out-of-sample (ex
ante) forecasting thereof. In the following, we briefly describe in-sample and out-of-sample
model diagnostics. These are employed to evaluate overall model accuracy and the marginal
explanatory content of each right-hand-side variable.

4.2 In-sample analysis

For in-sample diagnosis we consider the following quantities:

1. Pseudo R?
Similar to the degree of explanation in linear models, the goodness of fit for logit models
is measured by means of the so-called pseudo R? suggested in McFadden (1973) and
defined as I
2e 0
R* =1 Ie (5)
In (5) Ly is the logit likelihood if the right-hand side of the model comprises just a con-
stant vector, denoted x(g), and L7 is the likelihood of some less restricted model specifi-
cation indicated by 'e’. We consider three alternative strategies to arrive at alternative
model specifications. As the first model to determine L] we use the full set of J =13
explanatory variables, denoted X = (x(),2n), Z(2),..., (). The second family of
models providing Lj estimates and indicated with design matrices X @D, 5 =1,...,J,
is obtained from deleting single covariates x(;), from X. The third group of “unre-
stricted” models consists of specifications including a constant and single covariates,
such that the logit regression design matrix is X; = (z(), z¢;)), j = 1,...,J.

2. The quadratic probability score
The accuracy of the alternative conditioning schemes (X,X(j),Xj, jg=1,...,J) is
further evaluated by means of the quadratic probability score (QPS), which was sug-
gested by Brie (1950) and is widely used in the literature on economic forecasting (e.g.,



Diebold and Rudebusch (1989)). The QPS is defined as
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where F'(x7, p,@ ) is the model-derived probability of a speculative bubble to appear in
period t and market ¢, 'o’ refers to any specific choice of the right-hand-side regression
design (X, X @, X ;) and the selection of p corresponds to the cases of contemporaneous
modeling (p = 0) or the conditioning on lagged information (p = 1,2). QPS varies
between 0 and 1. The lower the QPS, the more precise are the predictions of the
speculative bubbles. To improve the scale of documented estimation results we report

throughout /QPS*.

QPS* = )% (6)

4.3 Out-of-sample analysis

As a complement to the evaluation of in-sample model accuracy, we conduct an exr ante
evaluation of the logit specifications. For this purpose, particular available observations,
comprising the “forecast period” are removed from the sample in a systematic way. Then,
estimation of 3 is performed by means of sample information, which is presumed to be avail-
able to an analyst. Note that the estimator ,3. can be seen as a functional of a models’ design
matrix (X, X, X;). Then, combining this estimator with the right-hand-side variables pre-
vailing in the “forecast period” yields straightforwardly ez ante probability scores for the
event of a price bubble. These scores are translated into binary predictors and then com-
pared with actual binary outcomes to assess the predictive accuracy of the model. Similar to
in-sample prediction exercises, we determine the overall predictive content of a model using
all available covariates (X) and compute the predictive loss that goes along with removing
single covariates from this set (X©)).

Since the data are characterized by a cross sectional and time dimension, we distinguish
two directions of ex ante prediction, namely “one-step-ahead” predictions in time and cross-
sectional “leave-one-out” forecasts. For the former we use sample information available in
some time point 7 to determine probability scores for time period 7+ 1. For this forecasting
exercise right-hand-side variables are subjected to recursive within transformations in order
to respect the out-of-sample perspective. For the conditioning in time period 7 + 1 we use
data observed in time 7 + 1 and centered with the in-sample mean evaluated up to time 7.
The first quarter for which predictions are determined is 1993Qu3, thus, 720 out-of-sample
forecasts are available for model evaluations. Cross-sectional “leave-one-out” forecasts are
computed by means of sample information available for a particular market ¢ coupled with
parameter estimates ,3 that exploit data collected over the set of 9 remaining markets.
Out-of-sample predictions are evaluated in terms of two measures.

1. Henriksson-Merton statistic
The HM-statistic (Henriksson and Merton (1981)) is the sum of two conditional prob-
abilities, R R
HM? = Prob[(Rj, > 7v)|Rit = 1] + Prob[(R}, < v)|Ris = 0]. (7)
The conditional probabilities in (7) are determined by means of respective empirical
frequencies. HM statistics in excess of unity hint at a positive value of the applied
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prediction scheme. For a critical assessment of the informational content of the HM-
statistic the reader may consult Blaskowitz and Herwartz (2011). In order to compute
the HM-statistic an analyst has to select the probability threshold . The higher
(smaller) is this threshold, the less (more) bubble periods are identified ex ante. Thus,
the risk of issuing false alarms appears higher for liberal thresholds, while the risk of ex
ante missing a bubble period appears more prevalent for conservative, i.e., high levels
of 7v. As a consequence, the most suitable selection of v depends on the utility function
of an analyst. Therefore, the variation of such a threshold should take into account
the needs (loss functions) that might characterize heterogeneous market participants.
In this work, we select v in a data-driven way as follows. Suppose an analyst wants to
identify “on average” 4 x 100 percent of “future” observations as bubble periods. To
achieve this target approximately we set v = ¢;_5, where g;_5 is the (1 — )-quantile
of in-sample probability scores. Distinguishing alternative degrees of liberality we set
4=0.05, 0.10 and ¥ = 0.20, i.e., an analyst expects price bubbles to occur in one quarter
within 5 years, 2.5 years, and 1.25 years, respectively.

2. The ex ante QPS

In full analogy to in-sample diagnosis, the statistic in equation (6) can be determined
with reference to predicted rather than estimated probability scores

QPS* = 23" S (R — F(at,_, B0, ®)

where 7T is short for the cardinality of the set of out-of-sample forecasts and F' (:v;’T_pB.)
is either a one-step-ahead (time) or leave-one-out (market) probability score forecast.
A particular advantage of the QPS statistic is that it does not require a probability

threshold to translate the metric model predictor into a binary ex ante estimate.

5 Empirical results

In this section, empirical results are discussed firstly with reference to the HP(¢ = 1) chronol-
ogy (II), which is characterized by an average bubble frequency of ~14%, and thus, might
be seen to compromise between overly liberal and more conservative identification schemes.
In-sample estimates and out-of-sample diagnostics are discussed in turn, before correspond-
ing results are briefly sketched for the remaining chronologies (I, I1I-VI). Mostly, the focus
of discussion is on the identification of particularly important (families of) triggers of ex-
cess stock market valuation. For the case of most general, unrestricted logit regressions we
further take a more detailed view at forecasting losses involved in predicting the alternative
chronologies.

5.1 Modeling the benchmark chronology

Detailed estimation and prediction results for the third most liberal asset bubble chronology
(IT, HP, ¢ = 1) are shown in Table 5, where potential explanatory variables x are observed

1,t—p
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contemporaneously (p = 0, top panel), with a lag of one quarter (p = 1, medium) and a lag
of two quarters (p = 2, bottom), respectively. Summary statistics for further chronologies
and loss statistics are provided in Tables 4 and 8.

As outlined before, the covariates in the logit design matrix X describe monetary and
macroeconomic conditions and further cover financial ratios and stock return characteristics.
The RMMR is the only monetary measure that robustly shows explanatory content with 5%
significance for bubble determination by means of current or predetermined variables. Simi-
larly, DGDP and CAB2GDP turn out to be the most informative macroeconomic measures.
In terms of parameter significance, stock return characteristics and financial ratios appear
to carry (almost) uniformly informational content for the incidence of stock market overval-
uation. The estimated marginal impact of stock market uncertainty on the probability of
a price bubble is positive, indicating that excess volatility may hide the emergence of price
bubbles.

Coupling a constant with single covariates (X;) obtains that the informational content of
monetary variables is less than that of macroeconomic measures. “Partial” degrees of expla-
nation extracted from such models reveal that financial ratios have, in general, the highest
informational content. As documented in Table 5, the degrees of explanation achieved by
fully specified logit regressions is 55.4%, 40.3% and 32.1% if right-hand-side variables are
measured contemporaneously, with one lag and with two lags, respectively. In comparison
with other covariates, removing the price-to-market ratio (P2BOOK) from the set of re-
gressors involves the largest deterioration of the pseudo R? shrinking to 43.5%, 32.9% and
25.2%, respectively. As a confirmation of this result, moreover, the in-sample v/QPS mea-
sures show the highest upward shift for model specifications leaving out P2BOOK. In this
sense, P2BOOK can be seen as the most important measure in explaining the occurrence of
price bubbles as classified by the benchmark chronology.

Given the large number of ez ante observations HM-statistics based on unrestricted logit
regressions exceed unity with common levels of significance. As one might expect, the ex ante
content of the logit regressions is highest (smallest) for specifications with right-hand-side
variables measured contemporaneously (with lag of 2 quarters).

To complement the performance measures attached to single covariates, we assess the
performance of logit regressions where a constant is coupled with, respectively, 4 monetary
aggregates, 3 macroeconomic processes, 2 stock return characteristics, and 4 financial ratios.
Moreover, we remove these measures jointly from the full set of covariates to obtain logit
designs. Following such lines is thought to uncover the informational content of particular
segments of the economy. Regarding the informational content of grouped covariates it
becomes evident that the financial ratios are uniformly most relevant for modeling and
prediction of periods of excess stock market valuation. Removing these ratios jointly from
the set of covariates involves uniformly highest losses in terms of a reduced in-sample R?
and out-of-sample predictive accuracy. For instance, in models with contemporaneous right-
hand-side variables, the pseudo R? of 55.4% observed for the fully unrestricted model drops to
24.5% after joint removal of the financial ratios. In relative terms, similar losses are obtained
for models with lagged right-hand-side covariates. In relation to the impact of omitting
financial ratios the omission of monetary aggregates, macroeconomic processes, and stock
market return characteristics is less relevant. In some cases HM-statistics even improve
after the joint removal of respective variables. Thus, it appears that the informational
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content of such aggregates is less specific and could also be reflected within other economic
processes. Ranking the considered segments in terms of their “partial” R? supports the
view that macroeconomic variables are more informative than monetary aggregates or stock
return characteristics. However, this ordering is not robust when it comes to a comparative
evaluation of ex-ante performance measures.

Figure 2 compares the in-sample (solid line) and out-of-sample (dashed) model-derived
probabilities of speculative bubbles based on logit models for the reference chronology (II,
HP, ¢ = 1.0, shaded areas). Due to the limited availability of data on explanatory variables
the estimation and forecasting period is generally shorter than the sample period. In-sample
probability scores are determined by means of full sample (10 cross-section members) logit
modeling with covariates being lagged by one quarter (z;;—,, p = 1). Out-of-sample scores
are obtained after removing single markets from the sample and logit estimation of model
parameters by means of sample information from the remaining 9 markets.

In general, logit models accurately predict the stock price bubbles within and out of
sample. In fact, the differences between the in- and out-of-sample forecasts are rather minor.
It is worth noticing, however, a large discrepancy between the in- and out-of-sample forecast
of the US market bubble at the very end of the sample. It can be explained by a rapid
acceleration of the price-to-earnings ratio, P2EAR, in 2009. P2EAR jumped from 18.1 in
the 2009Qul to 61.8 in the 2009Qu2 and then even to 146.2 in the 2009Qu3 and 2009Qu4.

Table 6 sheds light on the robustness of estimation results over the set of alternative
bubble chronologies for the unrestricted logit designs. Noting that single parameters in B
are mainly informative with regard to their sign and significance, Table 6 only documents
the t-ratios of single parameter estimates. It turns out that over the set of 6 bubble chronolo-
gies no single covariate (measured contemporaneously or with lags of one or two quarters)
has a uniform and significant impact on the probability of a stock price bubble. Distin-
guishing logit specifications with alternative time lags of explanatory variables (one quarter,
two quarters, one year), similar results are reported by Crespo Cuaresma (2010). However,
for a couple of covariates relatively robust inferential results are available. Conditioning on
contemporaneous variables, RMMR, SPREAD, DGDP, GOV2GDP and P2BOOK obtain
uniformly positive marginal impacts, that are, except for the impact of RMMR in line with
economic expectation. Among predetermined explanatory variables stock returns (SRET)
and CA2GDP are characterized by uniformly positive marginal impacts on the logit proba-
bility scores.

5.2 A summary evaluation measure

To sketch diagnostic model results for the remaining 5 bubble chronologies Table 5 documents
in-sample pseudo R? statistics and out-of-sample HM-statistics (y = 0.1) and their variation
when switching from unrestricted model specifications (X) to regressions where single co-
variates are removed (X©)). HM-statistics are determined for the time series out-of-sample
analysis since this ex ante dimension might be of more practical interest in comparison
with cross-sectional leave-one-out modeling. While the in-sample R? generally diminishes
with the removal of single covariates, its effect on the out-of-sample performance is not uni-
form. Depending on the particular bubble chronology the removal of single covariates may
eventually foster the predictive strength. When examining the marginal content of single
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variables across alternative bubble chronologies it becomes apparent that overall conclusions
are hardly available. Therefore, we turn to an aggregate performance assessment.

In total, 12 statistics are used to evaluate the marginal effects of including/excluding
(X,;/X (j)) particular covariates in/from the logit design. With regard to in-sample and
out-of-sample diagnostics 4 and 8 statistics are determined, respectively. Among the latter
we have 6 HM-statistics (three threshold levels 4 and two directions of ex-ante modeling)
and 2 QPS measures. Leaving out the constant, the column dimension of the unrestricted
logit designs is 13. For an overall assessment of the marginal importance of single co-
variates we count how often over all alternative bubble chronologies and model diagnos-
tics the inclusion/exclusion (X;/XW) of a particular covariate is among the three most
helpful/detrimental model variations. As a complementary summary measure we further
count how often the inclusion/exclusion of a particular variable belongs to the 3 least help-
ful/detrimental in comparison over all covariates. While for the former statistic the informa-
tional content of a particular variable increases with counts, for the latter it decreases with
counts. HM-statistics determined with respect to distinct threshold levels ¥ are most likely
to be highly correlated. To account for this fact, we downweigh the counts for HM-statistics
by a factor of 1/3. Thus, the maximum count, obtained if a particular variable belongs
throughout to the 3 most helpful /detrimental covariates, is 48 (6 chronologies times 6 statis-
tics with full weight and 6 HM-statistics with weight 1/3). Conceptually, such success counts
are similar to Bayesian assessments of a variable’s informational content. Systematically ag-
gregating over posterior distributions, however, Bayesian model inclusion probabilities as
documented in Crespo Cuaresma (2010) allow a statistically sound interpretation. Lacking
such a methodological underpinning, a particular merit of the less formal count statistics
considered here is that they summarize information inherent in a multitude of model diag-
nostics that might mimic an analyst’s multidimensional utility function. Overall summary
statistics obtained along these lines are shown in the rightmost columns of Table 5.

Although it is not possible to attach any significance levels to the overall evaluation, two
observations can be made. First, single covariates do not contribute uniformly to model
success. Second, the marginal content of particular covariates differs for models with ex-
planatory variables measured simultaneously or with time lags of one or two quarters. In
case of contemporaneous conditioning (p = 0), P2BOOK achieves the highest count statistic
(22), which exceeds the marginal content signified for other financial ratios (7 to 17). In
comparison, the inclusion/exclusion of DM, SPREAD, CAB2GDP, GOV2GDP or SVOL
(all with counts below 10) is rarely crucial for model success. Regarding the most help-
ful/detrimental predetermined indicators of bubble periods (p = 1,2) confirms the partial
content of the P2BOOK and, moreover, hints at SRET and DLEND as further potentially
useful predictors. Apparently, the share of instances where these variables are least crucial
confirms the outcomes discussed so far, since all respective count statistics are among the
smallest and are almost uniformly below 10.

5.3 Disaggregated forecasting losses

Aggregating conditional probabilities the HM-statistic in (7) may hide forecast characteristics
that are important with regard to loss functions of particular market participants or other
stakeholders. Therefore, Table 6 provides for fully unrestricted logit regressions (design
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matrices X') more disaggregated forecast qualifications. The losses are measured in terms of
three empirical frequencies, i) the number of correctly predicted bubble periods divided by
total bubbles (G1), i7) the number of correctly predicted no-bubble periods divided by total
no-bubble periods (G2), and 4ii) the number of falsely predicted bubbles over all forecasted
bubbles (G3). All measures depend on the probability threshold v = ~(%). While the sum
over G1 and G2 is equal to HM, the measure G3 describes the risk of issuing a false alarm.
By construction, the frequencies G1 and G2 are positively related to an analyst’s utility
and could be better seen as gain functions. The table documents detailed losses for both
directions of out-of-sample forecasting, contemporaneous and lagged explanatory variables,
6 bubble chronologies, and three alternative thresholds for translating continuous probability
scores into binary estimates.

The following observations can be made: Firstly, the loss diagnostics generally differ to
some extent for both directions of out-of-sample modeling. This result hints at the potential
of structural model variation over time or at market heterogeneity. Arguably, we cannot
attach an explicit significance level to this diagnosis. Respective frequency estimates from
time vs. cross-sectional forecasting, however, are hardly in line with a homogeneity assump-
tion, since the number of out-of-sample observations is rather large and, thus, the standard
errors of frequency estimates are likely small. Secondly, while the prediction schemes per-
form rather accurately in correctly signaling no-bubble periods, the modeling performance is
more heterogeneous in terms of the successful prediction of bubble periods. Throughout, G2
statistics are close to or in excess of 0.8, and thus, reflect that the threshold parameter 7 is
set to obtain relatively rarely out-of-sample indications of price bubbles. Thirdly, targeting
at the time precise ex-ante identification of turning points (Chronology V) is hardly suc-
cessful. For this chronology we obtain relatively small success frequencies of issuing correct
bubble signals (7% to 30%, G1), and relatively large frequencies of false signals (88% to
94%, G3). For the more liberal BB based chronology (VI) both disaggregated loss functions
improve to some extent (7% to 39% for G1, and 62% to 86% for G3). Fourthly, taking a
particular view at loss measures G1 and GG3, one may argue that prediction schemes should
accord with the requirement G1 > G3. It turns out that this condition does not apply
generally for the more conservative chronologies (IV to VI). For the more liberal schemes of
bubble periods (I to III) and when setting liberal probability thresholds (5 = 0.1, 0.2) al-
most all frequencies of false alarms are less than those of correctly predicted bubble periods.
Finally, it is intuitive to observe that contemporancous modeling (p = 0) achieves overall
highest degrees of “out-of-sample” utility. It is worth noticing, however, that additional
losses that can be attributed to the modeling with predetermined variables (p = 1,2) are
moderate throughout. As a possible explanation of this result one could imagine that with
distinct time horizons differentiated impacts of the considered monetary, macroeconomic,
and financial factors come into effect. Arguably, such an explanation is also supported by
the hetergeneous patterns of success counts documented in the right hand side columns of

Table 6.
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6 Conclusions

In this paper, we constructed country-specific chronologies of price bubbles for 10 OECD
economies (Australia, France, Germany, Italy, Japan, Netherlands, Spain, Switzerland, UK,
and the USA) over the period 1969:Q1-2010:Q2. These chronologies are obtained by means
of alternative filter approaches.

While logit regression models show statistically significant nontrivial predictive content,
their economic significance is limited in particular for the most conservative bubble chronolo-
gies. For the establishment of an early warning system the translation of out-of-sample prob-
ability scores into binary forecasts (bubble or no bubble) is likely to suffer from the issuance
of false alarms. Over distinct bubble chronologies and conditioning on contemporaneous vs
predetermined explanatory variables we do not obtain any covariate that shows a uniform
relation to model implied probability scores. The same applies for the contribution of single
covariates to a plentitude of considered loss functions. Comparing the informational content
of distinct (groups of) predictors we find that financial ratios are more informative in com-
parison with monetary aggregates, macroeconomic processes or stock return characteristics.
From the set of alternative financial ratios the price-to-book ratio appears to carry strongest
content for the identification of periods of excess stock market valuation with regard to both
in-sample and out-of-sample modeling. Among the set of macroeconomic indicators we find
evidence for a particular strength of per capita growth of GDP in contemporaneous mod-
elling. In addition, Stock market returns lagged by one or two quarters carry specific ex ante
content.

Comparing the results of time series and cross-sectional out-of-sample exercises, it ap-
pears that the emergence of price bubbles may display market-specific characteristics. We
consider the detection and exploitation of such heterogeneities as an issue of future research.
Moreover, apart from market specific conditional characteristics of stock overvaluation, our
evidence suggests that instances or periods of excess asset pricing, might be the result of
some heterogenous coincidence of monetary or macroeconomic states, stock market or capi-
tal valuation characteristics. Thus, it appears sensible to take real time perspectives on the
procession of news entering the financial markets in order to improve early warning schemes.
In this venue of future research higher frequency or mixed frequency approaches might be
of particular interest.
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Appendix

Table 1:

Data description

Variable Abbr. Definition Source

Stock price index STOCK Datastream
Stock market returns SRET log(STOCK(t) / STOCK(t — 1)) own calculations
Stock market volatility SVOL see equation (2) own calculations
Money supply M Datastream
Money supply growth DM log(M(t) / M(t — 1)) own calculations
Real per-capita GDP DGDP Real GDP / Population Datastream, own calculations
General government balance-to-GDP ratio GOV2GDP OECD

Current account balance-to-GDP ratio CAB2GDP OECD
Long-term interest rate LTIR 10-year interest rate Datastream
Short-term interest rate MMR 3-month money-market interest rate Datastream
Real short-term interest rate RMMR MMR - Inflation rate own calculations
term spread Spread LTIR — MMR own calculation
Lending to households LEND Datastream
Lending growth DLEND log(LEND(t) / LEND(¢t — 1)) own calculations
Price-to-earnings ratio P2EAR Datastream
Dividend yield DIVY Datastream
Inverted dividend yield IDIVY 1/ DIVY own calculations
Earnings-to-dividend ratio EAR2DIV DIVY / P2EAR own calculations
Market-to-book price ratio P2BOOK Datastream
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Table 2: Descriptive statistics (means) by variables and countries

DGDP DLEND SPREAD RMMR GOV2GDP CAB2GDP SRET SVOL P2EAR EAR2DIV IDIVY P2BOOK
Australia 0.44 3.33 0.64 6.94 -0.14 -3.47 0.72 0.07 17.11 4.71 0.27 1.76
France 0.34 1.26 1.95 3.82 -3.50 0.57 0.40 0.10 14.42 5.27 0.35 1.84
Germany 0.50 1.66 1.24 3.58 -2.34 1.57 0.64 0.09 14.75 6.38 0.41 1.92
Italy 0.30 2.16 4.47 3.42 -7.09 -0.62 0.52 0.10 17.68 7.03 0.38 1.73
Japan 0.62 -0.32 1.12 2.55 -2.20 2.94 0.48 0.08 35.51 40.64 0.96 1.99
Netherlands 0.43 2.24 1.50 3.88 -2.69 4.54 0.73 0.10 13.68 4.57 0.30 1.70
Spain 0.42 3.28 3.10 3.40 -3.24 -3.97 0.55 0.08 14.89 5.71 0.34 1.68
Switzerland 0.23 1.10 0.89 2.55 -0.78 6.61 0.61 0.07 13.60 7.7 0.52 2.03
UK 0.48 3.15 0.52 6.78 -0.62 -1.24 0.78 0.08 17.36 5.80 0.29 1.83
USA 0.45 1.99 1.22 5.30 -1.06 -1.96 0.65 0.08 20.09 9.10 0.39 2.48
All 0.43 2.16 1.47 4.47 -2.04 0.09 0.64 0.08 18.49 10.90 0.44 1.90
sdm 0.11 1.14 1.23 1.59 2.02 3.45 0.12 0.01 6.53 10.96 0.20 0.24

Note: sdm stands for standard deviation of country-specific means. For a listing of variables see Table 1.
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Table 3: Results of the panel unit-root tests for the regressors

Variable IPS test Breitung test
p-value | Number of p-value
acceptances
at 5%

(1) (2) (3) (4)
DM 0.000 2 0.000
DGDP 0.000 0 0.000
DLEND 0.000 0 0.004
SPREAD 0.000 4 0.000
RMMR 0.039 10 0.015
GOV2GDP 0.000 4 0.554
CAB2GDP 0.093 7 0.088
SRET 0.000 0 0.000
SVOL 0.000 0 0.000
P2EAR 0.000 8 0.326
P2EAR_QUANT 0.000 1 0.000
IDIVY 0.093 8 0.082
IDIVY_QUANT 0.000 3 0.000
EAR2DIV 0.703 10 0.104
EAR2DIV_QUANT | 0.000 3 0.000
P2BOOK 0.109 9 0.654
P2BOOK_QUANT | 0.000 1 0.000
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Table 4: Descriptive statistics of periods of speculative bubbles by country and for 6 chronologies

Country Australia | France | Germany| Italy Japan | Netherlands | Spain Switzerland | UK USA All
1 Number of bubbles 10 4 8 8 5 4 4 5 4 6 58
HP, Average duration of | 7.0 7.3 5.5 6.5 8.4 8.0 10.3 8.2 16.3 11.7 8.4
bubble periods
o=0 Share of bubble periods | 0.44 0.31 0.26 0.31 0.25 0.29 0.28 0.27 0.39 0.42 0.32
11 Number of bubbles 3 1 4 5 3 1 1 1 4 2 25
HP, Average duration of | 5.3 10.0 5.0 4.0 6.3 14.0 9.0 15.0 6.0 11.5 6.8
bubble periods
¢ = Share of bubble periods | 0.10 0.11 0.12 0.12 0.11 0.13 0.06 0.10 0.14 0.14 0.11
111 Number of bubbles 2 1 2 2 2 1 0 1 2 1 14
HP, Average duration of | 3.0 5.0 6.5 2.5 7.0 11.0 NaN 12.0 2.0 11.0 5.8
bubble periods
¢ = 1.5 | Share of bubble periods | 0.04 0.05 0.08 0.03 0.08 0.10 0.00 0.08 0.02 0.07 0.05
v Number of bubbles 1 1 2 1 2 1 0 1 0 1 10
HP, Average duration of | 3.0 4.0 2.5 2.0 3.5 4.0 NaN 2.0 NaN 7.0 3.4
bubble periods
¢ =2 Share of bubble periods | 0.02 0.04 0.03 0.01 0.04 0.04 0.00 0.01 0.00 0.04 0.02
\Y% Number of bubbles 8 4 6 7 6 4 5 6 6 10 62
BB, Average duration of | 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
bubble periods
peak Share of bubble periods | 0.05 0.04 0.04 0.04 0.04 0.04 0.03 0.04 0.04 0.06 0.04
VI Number of bubbles 8 4 6 7 6 4 5 6 6 10 62
BB, Average duration of | 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0
bubble periods
peak+1 | Share of bubble periods | 0.15 0.13 0.11 0.13 0.11 0.11 0.10 0.12 0.11 0.18 0.13
Sample 1971ql- | 1987g3- | 1991q2- | 1981¢2- | 1969q2- | 1983ql- 1988ql- | 1973ql- 1969q2- | 1969q2-
201092 | 2010q2 | 20102 | 20102 | 2010¢2 | 2010q2 2010q2 | 2010q2 2010q2 | 2010¢2




Table 5: Estimation and diagnostic results for benchmark bubble chronology HP ¢ =1 (II)

qc

In-sample time out-of-sample cross-sectional out-of-sample

Var est |t | R? [ VQPS[ R* | VQPS| HMy | HM.1o | HM5 | VQPS| HMg | HM 19 | HM g5 | VQPS
X, x0) X; X, x0)

konst -4.040 | -12.18 | .554 231 - - 1.712 | 1.520 | 1.272 | .303 1.653 | 1.502 | 1.300 | .281
DLEND 0.076 | 0.704 | .538 .240 | .009 321 1.726 | 1.556 | 1.291 | .289 1.639 | 1.522 | 1.301 | .283
DM -0.160 | -1.417 | .556 .228 .000 340 | 1.724 | 1.583 | 1.353 | .297 1.667 | 1.529 | 1.313 | .273
RMMR 0.550 | 5.068 | .504 | .232 .000 334 | 1.709 | 1.530 | 1.385 | .308 1.698 | 1.544 | 1.255 | .284
SPREAD 0.064 | 0.425 | .55 231 017 331 1.712 | 1.576 | 1.302 | .306 1.671 | 1.518 | 1.300 | .280
CAB2GDP 0.219 | 3.763 | .533 234 .004 .335 1.738 | 1.538 | 1.892 | .293 1.631 | 1.473 | 1.282 | .291
DGDP 1.163 | 3.872 | .529 237 .025 315 1.697 | 1.547 | 1.275 | .309 | 1.659 | 1.496 | 1.312 | .280
GOV2GDP 0.162 | 1.779 | .549 233 .093 .304 1.686 | 1.529 | 1.276 | .302 1.647 | 1.477 | 1.359 | .288
SRET 0.303 | 5.789 | .492 | .250 | .043 313 1.707 | 1.544 | 1.356 | .302 1.635 | 1.474 | 1.250 | .298
SVOL 19.29 | 3.387 | .537 .239 .005 317 1.721 | 1.549 | 1.330 | .301 1.637 | 1.483 | 1.272 | .293
EAR2DIV -0.099 | -2.551 | .539 .236 120 312 1.714 | 1.542 | 1.337 | .282 1.646 | 1.486 | 1.333 | .278
IDIVY 6.247 | 2.883 | .540 .235 .220 .290 1.709 | 1.488 | 1.276 | .310 | 1.640 | 1.487 | 1.339 | .298
P2BOOK 2.278 | 5.792 | .435 | .260 | .277 | .286 1.645 | 1.516 | 1.328 | .310 | 1.633 | 1.423 | 1.232 | .296
P2EAR 0.102 | 4.155 | .535 .236 125 .305 1.728 | 1.533 | 1.310 | .285 1.646 | 1.477 | 1.320 | .288
monetary - - 484 .238 .019 344 1.690 | 1.580 | 1.350 | .289 1.668 | 1.582 | 1.327 | .282
macro - - .490 .246 .136 315 1.713 | 1.572 | 1.348 | .296 1.606 | 1.430 | 1.311 | .296
stock m. - - 491 .250 .062 311 1.733 | 1.597 | 1.388 | .299 1.635 | 1.466 | 1.252 | .298
fin. rat. - - .245 .307 381 .262 1.450 | 1.368 | 1.280 | .344 1.387 | 1.243 | 1.154 | .331
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Table 5: Estimation and diagnostic results for benchmark bubble chronology HP ¢ = 1.0 (II) (continued)

In-sample time out-of-sample cross-sectional out-of-sample

Var est |t | R? [ VQPS[ R* | VQPS| HMy | HM.1o | HM5 | VQPS| HMg | HM 19 | HM g5 | VQPS
X, x0) X; X, x0)

konst -3.192 | -12.98 | .403 .266 - - 1.698 | 1.545 | 1.408 | .326 1.541 | 1.432 | 1.278 | .303
DLEND -0.008 | -0.083 | .370 .282 .003 .322 1.639 | 1.586 | 1.427 | .333 | 1.538 | 1.413 | 1.257 | .313
DM -0.018 | -0.180 | .407 .263 .000 .338 1.694 | 1.596 | 1.431 | .31 1.565 | 1.433 | 1.281 | .298
RMMR 0.337 | 3.551 | .377 261 .000 .336 1.719 | 1.579 | 1.446 | .311 1.595 | 1.404 | 1.265 | .291
SPREAD 0.186 | 1.445 | .399 .265 .007 334 1.705 | 1.589 | 1.462 | .316 1.609 | 1.429 | 1.259 | .295
CAB2GDP 0.194 | 3.854 | .382 265 .008 .335 1.707 | 1.535 | 1.434 | .317 1.524 | 1.441 | 1.230 | .292
DGDP 0.873 | 3.394 | .382 273 017 317 1.709 | 1.527 | 1.406 | .325 1.524 | 1.410 | 1.281 | .312
GOV2GDP 0.152 | 1.982 | .396 265 .056 310 1.688 | 1.575 | 1.403 | .309 1.531 | 1.435 | 1.264 | .302
SRET 0.212 | 5.061 | .358 | .282 .022 314 1.696 | 1.579 | 1.387 | .330 | 1.469 | 1.337 | 1.184 | .320
SVOL 21.34 | 5.129 | .363 | .279 .010 315 1.681 | 1.579 | 1.387 | .325 1.533 | 1.353 | 1.201 | .313
EAR2DIV -0.167 | -2.648 | .381 271 .075 315 1.696 | 1.566 | 1.422 | .319 1.527 | 1.382 | 1.273 | .309
IDIVY 7.188 | 3.315 | .383 271 .140 .805 1.689 | 1.590 | 1.416 | .321 1.525 | 1.376 | 1.256 | .321
P2BOOK 1.273 | 4.007 | .329 | .285 A72 .309 1.669 | 1.543 | 1.397 | .326 | 1.470 | 1.372 | 1.236 | .316
P2EAR 0.106 | 2.919 | .391 .268 .087 | .310 1.705 | 1.561 | 1.408 | .321 1.520 | 1.392 | 1.281 | .308
monetary - - .342 274 .007 .346 1.655 | 1.632 | 1.534 | .324 1.576 | 1.456 | 1.322 | .299
macro - - .343 274 .089 324 1.700 | 1.582 | 1.412 | .306 1.557 | 1.382 | 1.258 | .300
stock m. - - .346 .286 .047 312 1.678 | 1.576 | 1.389 | .329 1.481 | 1.315 | 1.200 | .322
fin. rat. - - A71 .323 .258 .290 1.568 | 1.480 | 1.336 | .341 1.293 | 1.167 | 1.085 | .342
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Table 5: Estimation and diagnostic results for benchmark bubble chronology HP ¢ = 1.0 (II) (continued)

In-sample time out-of-sample cross-sectional out-of-sample

Var est |t | R? [ VQPS[ R* | VQPS| HMy | HM.1o | HM5 | VQPS| HMg | HM 19 | HM g5 | VQPS
X, x0) X; X, x0)

konst -2.878 | -13.04 | .321 .288 - - 1.606 | 1.538 | 1.468 | .353 1.418 | 1.308 | 1.197 | .342
DLEND -0.130 | -1.329 | .303 .302 .000 323 1.602 | 1.554 | 1.428 | .360 | 1.389 | 1.302 | 1.153 | .343
DM -0.054 | -0.561 | .325 287 .001 337 | 1.660 | 1.609 | 1.453 | .359 1.432 | 1.302 | 1.187 | .341
RMMR 0.296 | 3.235 | .299 287 .000 .338 | 1.600 | 1.607 | 1.472 | .343 1.410 | 1.328 | 1.180 | .331
SPREAD 0.283 | 2.296 | .311 .288 .004 .336 | 1.578 | 1.559 | 1.446 | .354 1.441 | 1.342 | 1.200 | .330
CAB2GDP 0.187 | 3.818 | .299 287 .015 .336 1.630 | 1.606 | 1.508 | .343 1.487 | 1.323 | 1.177 | .317
DGDP 0.688 | 2.900 | .305 291 .018 317 1.606 | 1.574 | 1.466 | .355 1.389 | 1.289 | 1.191 | .351
GOV2GDP 0.114 | 1.602 | .316 .288 .030 814 1.625 | 1.515 | 1.436 | .349 1.401 | 1.334 | 1.188 | .340
SRET 0.196 | 4.972 | .276 | .302 .018 814 1.625 | 1.531 | 1.498 | .360 | 1.330 | 1.247 | 1.123 | .347
SVOL 18.99 | 5.026 | .281 .300 .008 315 1.602 | 1.515 | 1.444 | .352 1.388 | 1.221 | 1.140 | .341
EAR2DIV -0.176 | -2.980 | .301 .293 .056 317 1.625 | 1.569 | 1.428 | .343 1.421 | 1.311 | 1.200 | .335
IDIVY 7.670 | 3.728 | .296 .294 .099 818 1.652 | 1.580 | 1.477 | .348 1.368 | 1.287 | 1.190 | .338
P2BOOK 1.031 | 3.346 | .252 | .302 A11 323 1.619 | 1.586 | 1.505 | .350 1.403 | 1.283 | 1.169 | .343
P2EAR 0.069 | 1.311 | .318 .289 .095 814 1.641 | 1.604 | 1.505 | .346 1.489 | 1.337 | 1.181 | .328
monetary - - 276 298 .003 347 1.616 | 1.604 | 1.500 | .344 1.417 | 1.285 | 1.176 | .329
macro - - .270 291 .066 .330 1.596 | 1.529 | 1.442 | .348 1.388 | 1.329 | 1.250 | .321
stock m. - - .264 .306 .039 312 1.598 | 1.498 | 1.443 | .357 1.349 | 1.201 | 1.115 | .346
fin. rat. - - 127 332 179 .309 1.560 | 1.471 | 1.422 | .349 1.233 | 1.128 | 1.078 | .350

The table documents in-sample (left hand side panels), time out-of-sample (middle) and cross sectional out-of-sample (right hand side) estimation
and diagnostic results (“est” refers to parameter estimates with ¢ statistics indicated by “¢”. Remaining diagnostics are introduced in Sections 4.2
and 4.3). Note that for reporting HMx the effective probability thresholds 7 are a data-driven functional of 4. Distinguished results are provided for
unrestricted logit designs (X), almost full models where single covariates are removed (X (g )) and logit regressions where the design matrix consists of
a constant and a single covariate (X;). The top line “konst” provides references results (R?, /QPS, HM3) for the fully unrestricted specification (X).
Bold entries indicate if a single covariate belongs to the three most fruitful/detrimental variables after inclusion into a model (X;) or exclusion from
a model (X (G )). Similarly, italic entries refer to the three least fruitful/detrimental covariates. The lower block reads in analogy to the lines for single
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covariates, “monetary”, “macro”’, “stock m”, and “fin rat” refer to models where respective sets of covariates are excluded from X or coupled with a
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constant. As an implication of unbalanced data availability within and across countries it happens that both in-sample and out-of-sample diagnostics
do not refer to logit designs with identical numbers of observations. Therefore, for instance, in-sample diagnostics must not necessarily diminish with
the removal of particular covariates. Notice that the direction of changes of out-of-sample diagnostics is a priori unspecified even if two compared

models have identical number of observations.
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Table 6: Selected diagnostic results for alternative bubble chronologies and summary measures

Var I 111 1A% A% VI I 111 v A% VI sum-4 sum- | gsum-4 gsum-
R? HM5, ¥ =0.10

konst 310 D47 623 084 107 | 1.363 1.416 1.598 1.090 1.120 | - - - -
DLEND 314 .555 588  .061  .072 | 1.352 1.377 1.678 1.054 1.071| 11.33 12.33 | 11.33 14.67
DM 311 551 625 079 097 | 1.374 1460 1.608 1.042 1.119 | 6.00 24.33 | 5.33  25.67
RMMR 303 485  .529 .072 .088 1.393 1.511 1.519 1.096 1.103 | 15.67 11.67 | 13.00 17.67
SPREAD 304 519 .606 083 106 | 1.384 1.424 1.473 1.117 1.124 | 9.00 13.00 | 10.00 9.67
CAB2GDP 302 .b37 620  .085  .102 1.404 1.528 1.601 1.108 1.107 | 6.33 16.67 | 7.67  23.00
DGDP .293 537 611 .058 .072 | 1.349 1.464 1.606 1.039 1.098| 20.33 2.33 | 7.67 6.00
GOV2GDP .296 536 615 .083 104 | 1.313 1.283 1.605 1.121 1.115 |4.33 11.67 | 22.67 8.33
SRET .245 519 .600 083 107 | 1.8392 1468 1.544 1.095 1.124 | 12.00 7.33 15.67 12.00
SVOL .300 41 609 082 100 | 1.355  1.466 1.551 1.090 1.122 | 0.67  9.67 | 12.00 6.00
EAR2DIV .309 .b21 H92 076 098 | 1.359 1.375 1.605 1.092 1.137 | 12.67 7.33 | 7.67  9.00
IDIVY .309 514 566 .083  .107 | 1.376 1.373 1.494 1.016 1.117 | 17.00 11.00 | 11.33 5.00
P2BOOK 271 509 .590 085 102 1.306 1.521 1.665 1.057 1.098| 22.00 8.67 | 17.00 3.00
P2EAR 310 .526 593 083 104 | 1.385  1.407 1.597 1.072 1.094| 7.00 833 | 2.67 5.33
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Table 6: Selected diagnostic results for alternative bubble chronologies and summary measures (continued)

Var I 111 1A% A% VI I 111 v A% VI sum-4 sum- | gsum-4 gsum-
R? HM5, ¥ =0.10

konst 144 483 436 .068  .079 | 1.273 1.626 1.602 0.979 1.142 | - - - -
DLEND 139 495 437  .039 .068 | 1.514 1.600 1.550 0.988 1.126 | 13.33 13.33 | 12.33 12.33
DM A48 484 432 065 077 1.335 1.710 1.599 1.006 1.140 | 6.00 24.33 | 9.33 22.33
RMMR 140 465 421 066 077 | 1.259 1.695 1.552 1.011 1.175]10.00 18.67 | 13.33 13.67
SPREAD 136 456 418 067 0 .079 | 1.312 1.606 1.586 0.987 1.155 | 10.00 13.33 | 12.00 12.67
CAB2GDP 140 470 430 .064 078 1 1.297  1.657 1.593  1.069 1.125 | 7.67  13.00 | 8.00  21.00
DGDP 139 460 397 .065 072 | 1.269 1.616 1.545 1.044 1.163 | 6.67  4.67 | 7.33 833
GOV2GDP 141 480 425 067 078 | 1.260 1.611 1.604 1.018 1.110| 5.00 14.00 | 18.33 13.00
SRET 129 465 431 .060 .061 | 1.261 1.638 1.539 0.961 1.101| 25.00 3.67 |9.67  7.00
SVOL 132 430 436 .062 075 1.259 1.631 1.555 0.967 1.151 | 11.33 6.33 12.67 8.67
EAR2DIV 142462 429 068 078 | 1.270  1.592 1.599 1.018 1.092| 10.00 9.33 | 7.00  9.00
IDIVY 142 456 428 064 077 | 1.264 1.611 1.599 0.975 1.144 | 14.00 6.67 | 6.67 7.33
P2BOOK 27 457 408 .056 073 | 1.196 1.67, 1.545 1.038 1.174 | 19.33 5.33 | 23.67 6.67
P2EAR 143 AT2 408  .068  .079 | 1.277 1.635 1.480 0.967 1.123 | 6.33 11.67 | 3.67  4.33
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Table 6: Selected diagnostic results for alternative bubble chronologies and summary measures (continued)

Var I 111 1A% A% VI I 111 v A% VI sum-4 sum- | gsum-4 gsum-
R? HM5, ¥ =0.10

konst 116 .396 388 .067  .07T1 1.152 1.645 1.414 1.029 1.093 | - - - -
DLEND 105 413 363 .07  .065 1.210 1.603 1.468 0.969 1.039| 16.33 11.33 | 10.67 15.67
DM 11 2399 373 .054 .060 | 1.223 1.622 1.438 1.025 1.091 | 8.00 17.67 | 10.00 19.533
RMMR 112 .382 383 064 .065 1.189 1.619 1.438 0.988 1.072 | 8.00 15.00 | 13.33 15.33
SPREAD .096 .378 387 0 .063 067 1.211 1.576 1.419 0.995 1.083 | 14.33 8.00 12.33  7.33
DGDP 113 .390 357  .050 .050 | 1.146 1.641 1.475 0.983 1.093 | 12.33 3.33 13.00 4.33
CAB2GDP 11 377 385 .064 .066 | 1.206 1.680 1.413 1.046 1.083 | 6.33 19.00 | 5.33 19.00
GOV2GDP 14 .8396 .386 061 069 | 1154 1.608 1.382 0.991 1.085 | 2.00 11.33 | 7.67  7.67
SRET 112 371 384 056 .057 | 1.173 1.597 1.372 1.045 1.069]| 19.33 6.00 10.33  11.00
SVOL .099 372 384 066 071 | 1.157  1.597 1.421 1.019 1.137 | 12.00 9.00 17.33 7.33
EAR2DIV 112 364 .360 .064 .068 |1.141 1618 1.476 0986 1.080 |7.00  7.67 | 7.33 13.33
IDIVY 115 .365 378 066 071 | 1.149  1.618 1.421 1.033 1.087 | 9.00 11.67 | 3.33 13.00
P2BOOK 107 .370 .374 061 .064 | 1.075 1.616 1.516 0.932 1.051|17.00 7.33 | 24.00 3.67
P2EAR 15 381 339  .062 .065 1.143 1.585 1.354 1.114 1.073 | 12.67 16.67 | 9.33  7.33

In-sample degree of explanation and HMj, v = 0.10, diagnostics for forecasting over the time dimension for chronologies I and III to VI. For further

notes see Table 5. Colums sum+ (sum-) provide weighted count statistics for single covariates belonging to the 3 most (least) fruitful/detrimental

covariates, i.e., sum+ and sum- count over bold and italic entries, respectively. The two rightmost columns provide corresponding count statistics,

where financial ratios enter the logit regressions after quantile-based transformation (see section on “Multicollinearity” in the Appendix).
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Table 7: Prediction

Time series prediction Cross-sectional leave-one-out prediction Overall
G [2 .10 .05 [.20 .10 .05[.20 .10 .05 [.20 .10 .05 [.20 .10 .05 [.20 .10 .05 |.20 .10 .05
Tip Tip—1 Tig—2 Tt Tig—1 Tip—2 ‘on average’
I. HP, ¢ =0

Gl | .60 .40 .27 |.b2 38 23 |.41 27 .18 | .38 23 .11 |.30 .19 .10 | .30 .15 .09 | 42 27 .16

G2 .90 96 97 |82 8 94 | .82 8 93 |93 98 99 |87 93 97 |84 92 95 | .86 .93 .96

G3 | .18 .11 .12 | .33 28 27 | .38 38 37 | .23 12 .08 | .41 36 .34 | .46 .47 46 | .33 .29 .27
I HP, ¢ = 1.0

Gl | .8 59 30 |.8 61 44 | .8 63 b2 | .78 b4 32 | .67 49 30 |.b7 .40 .25 |.76 .54 .35

G2 |87 93 97 |8 93 97 |.76 91 95 |8 96 98 | .87 95 98 |8 91 94 | .84 93 .96

G3 | 45 37 31 |49 36 28 |.61 .44 33 |49 29 25 |.b4 40 30 | .62 .58 .57 | .B3 41 .34
III: HP, ¢ = 1.5

Gl | .74 47 26 |8 70 53 | .81 .74 b1 |79 62 34 |.80 79 39 |8 .62 .33 |.80 .66 .39

G2 | .87 94 9 |80 93 97 |.76 91 94 |8 94 97 | .83 92 98 | .8 .90 .96 |.82 92 .96

G3 | .67 .57 .60 |.73 B3 42 | .76 .57 56 | .68 b4 49 | .72 b5 42 |.75 .67 .60 |.72 .57 .52
IV: HP, ¢ = 2

GlL | .78 .67 .50 |.72 67 50 | .67 .56 b6 | .81 .71 .57 | .79 .68 47 | .67 .50 .17 | .74 .63 .46

G2 |89 93 9 |.8 94 96 |.78 86 .92 |.79 &7 .93 | .78 88 94 | .79 89 .94 |.82 .90 .94

G3 |84 78 76 |8 77 73 .92 90 8 |90 .87 .81 |.92 & 82 |.93 90 .93 |8 .8 .81
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Table 7: Prediction (continued)

Time series prediction Cross-sectional leave-one-out prediction Overall
G |20 10 0520 10 .05 .2 .10 .05 [20 .10 .05 [.20 .10 .05 [.20 .10 .05 [.20 .10 .05
Tit Tig—1 Tit—2 Tit Tit—1 Tit2 ‘on average’
V: BB, peak

Gl |.20 .17 .10 (.21 .10 07 |24 14 10 .30 22 11 | .29 26 .23 | .33 24 .12 | .26 .19 .12
G2 [ .84 92 9 |8 88 92 |8 8 93 |8 90 95 .76 88 92 [ .78 90 95 | .80 90 94
G3 |94 90 90 |9 96 96 |.94 94 94 |93 90 91 |9 91 88 [.93 .90 90 | .94 92 .92

VI: BB, peak=+1

Gl | .28 .17 14 |31 23 17 |26 .17 14 |33 19 06 |.36 24 .17 |39 .17 .07 |.32 .19 .13
G2 |90 95 9 |84 91 95 |8 92 9 |8 92 95 80 90 93 [ .81 &8 93 |84 91 94
G3 |68 63 62 |76 70 65 .77 74 69 |74 71 8 | .78 w3 71 .76 8 8 |.75 .72 .73

“On average”

Gl | .58 .41 .26 | .8 45 32 | b4 42 34 | BT 42 25 | 54 44 28 | 51 .35 .17 | .BH 41 .27
G2 |8 94 9 |.83 91 9 |8 90 .94 |8 93 96 |.82 91 95 |8 90 .94 | .83 91 .95
G3 |63 .56 .55 | .68 60 .55 |.73 66 62 | .66 BT 56 | .72 64 B8 |74 72 .72 | .69 .63 .60

Note: The table provides detailed results for three loss measures, namely G1: The number of bubbles correctly predicted divided by the total
number of bubbles, G2: The frequency of no bubble periods correctly predicted divided by the total number of non bubble periods, G3: The frequency
of falsely predicted bubbles out of all forecast bubbles. The rightmost columns and lower lines provide unconditional averages of disaggregated
forecasting losses that obtain over the dimensions distinct timing of covariates (z; ;—p, p = 0,1,2) and alternative chronologies, respectively. Overall

average frequencies are documented in lower right cells.
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Table 8: Diagnostic results for unrestricted logit regressions

Var Sign I HP ¢ =0 II: HP ¢ =1 |III: HP ¢ =15 | IV: HP ¢ =2.0 | V: BB peak VI: BB +1
p=20 t LR t LR t LR t LR t LR t LR
konst -7.725 | - -12.18 | - -10.26 | - -6.528 | - -13.83 | - -13.65 | -
DLEND 0.351 | 0.128 | 0.704 | 0.479 | 1.452 | 2.112 1.454 | 2.144 | 0.523 | 0.273 | 0.265 | 0.066
DM -1.561 | 2.515 | -1.417 | 2.020 | -0.107 | 0.009 -0.402 | 0.167 | 0.680 | 0.499 | -0.084 | 0.002
RMMR + 2.909 | 8.947 | 5.068 | 29.01 | 4.810 | 26.42 3.683 | 18.99 1.205 | 1.548 | 1.888 | 3.765
SPREAD + 2.510 | 6.594 | 0.425 | 0.201 | 3.194 | 11.46 1.683 | 3.316 0.453 | 0.228 | 0.884 | 0.818
CAB2GDP 0.867 | 0.819 | 3.763 | 14.76 | 2.264 | 5.367 1.011 | 1.068 | -0.220 | 0.038 | -0.965 | 0.911
DGDP + 3.996 | 17.37 | 3.872 | 16.31 | 1.979 | 4.236 1.376 | 2.218 2.599 | 7.559 | 4418 | 2241
GOV2GDP + 3.694 | 14.77 | 1.779 | 3.468 | 2.029 | 4.427 1.175 | 1.481 0.513 | 0.305 | 1.323 | 1.913
SRET 7492 | 67.39 | 5.789 | 40.15 | 3.260 | 11.70 2.020 | 4.375 0.608 | 0.390 | -0.092 | 0.006
SVOL -2.938 | 9.752 | 3.387 | 11.09 | 1.613 | 2.381 -1.480 | 2.644 | -0.624 | 0.523 | -1.940 | 4.577
EAR2DIV 1.031 | 1.140 | -2.551 | 9.459 | -1.793 | 10.70 -1.335 | 6.048 1.517 | 2.426 | 2.236 | 5.816
IDIVY 1.009 | 1.116 | 2.883 | 8.898 | 3.054 | 13.71 2.715 | 10.91 -0.477 | 0.198 | -0.152 | 0.012
P2BOOK + 5.769 | 36.72 | 5.792 | 41.04 | 3.977 | 18.69 2.514 | 7.271 0.796 | 0.666 | 0.870 | 0.797
P2EAR -0.385 | 0.149 | 4.155 | 12.07 | 2.626 | 8.534 2.432 | 5.785 | -0.561 | 0.385 | -1.218 | 2.143
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Table 8: Diagnostic results for unrestricted logit regressions (continued)

Var Sign | LHP¢=0 | ILHP¢=1 |[ILHP ¢=15|1IV:HP ¢ =2.0| V:BBpeak | VI BB 1
p=1 t LR | ¢ LR | ¢ LR t LR t LR | ¢ LR
konst 5.961 | - 12.98 | - 10.71 | - 7.928 | - 12.94 | - _13.61 | -

DLEND 1.544 | 2.503 | -0.083 | 0.008 | 0.191 | 0.032 | -0.035 [ 0.000 | 1.978 | 3.863 | 0.308 | 0.093
DM 1.645 | 2.803 | -0.180 | 0.027 | 1.101 | 1.275 | 1.155 | 1.369 | 0.310 | 0.111 | 0.708 | 0.530
RMMR 1.301 | 1.817 | 3.551 | 12.86 | 2.497 | 6.179 | 1.700 | 2.717 | -0.086 | 0.007 | 0.141 | 0.025
SPREAD + 2.720 | 7.752 | 1.445 | 2.222 | 3.114 |10.94 | 1.686 | 3.136 | 0.415 |0.195 | 0.221 | 0.055
CAB2GDP + 1.927 | 4.041 |3.854 | 15.26 | 2.621 | 6.892 | 1.246 | 1.616 | 0.907 | 0.864 | 0.618 | 0.423
DGDP 2.021 | 4.416 | 3.394 | 12.50 | 2.832 | 8.989 | 2.438 | 6.908 | -0.909 | 0.821 | 1.958 | 4.159
GOV2GDP + 1.615 | 2739 | 1.982 | 4.263 | 0.991 | 1.069 | 1.370 | 1.996 | 0.488 | 0.267 | 0.809 | 0.707
SRET + 3709 | 14.99 | 5.061 | 27.73 | 2.667 | 7.320 | 0.889 | 0.789 | 1.485 | 2.346 | 3.248 | 11.22
SVOL 3204 | 11.76 | 5129 | 24.76 | 4.579 | 20.99 | 0.096 | 0.002 | -1.178 | 1.765 | -1.438 | 2.597
EAR2DIV “1.158 | 1.480 | -2.648 | 13.41 | -1.605 | 8.540 | -0.764 | 1.282 | 0.096 | 0.004 | 0.692 | 0.469
IDIVY + 1.372 | 2.110 | 3.315 | 12.35 | 2.723 | 10.58 | 1.131 | 1.480 | 0.962 | 1.038 | 1.044 | 1.215
P2BOOK 3.660 | 14.27 | 4.007 | 17.26 | 3.425 |13.09 | 2.220 | 5.668 |-0.164 | 0.025 | -0.415 | 0.162
P2EAR 0.646 | 0.470 | 2.919 | 7.457 | 1.915 | 4.370 | 1.773 | 4.901 | 0.242 | 0.077 | -0.218 | 0.028
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Table 8: Diagnostic results for unrestricted logit regressions (continued)

Var Sign | LHP¢=0 | ILHP¢=1 |[ILHP ¢=15|1IV:HP ¢ =2.0| V:BBpeak | VI BB 1
p=2 t LR | ¢ LR | ¢ LR t LR t LR | ¢ LR
konst 4793 | - 13.04 | - 210.65 | - 6.972 | - 12.81 | - _13.46 | -

DLEND -0.019 | -0.001 | -1.329 | 1.907 | -0.451 | 0.240 | -1.795 | 3.612 | 1.277 | 1.636 | -0.213 | 0.044
DM 2774 | 8.099 | -0.561 | 0.314 | 0.940 | 0.915 | 1.781 | 3.303 | -0.307 | 0.102 | -0.068 | 0.003
RMMR 1.603 | 2.758 | 3.235 | 10.74 | 2.584 | 6.611 | 0.500 | 0.218 | -0.951 | 0.948 | -1.125 | 1.278
SPREAD 4290 |19.75 | 2.296 | 5.626 | 2.517 | 6.823 |-0.251 | 0.073 | -0.995 | 1.017 | -1.633 | 2.746
CAB2GDP + 0.997 | 1.109 | 3.818 | 14.82 |3.040 |9.316 | 1.094 | 1.256 | 0.062 | 0.010 | 0.147 | 0.029
DGDP 1713 | 3.172 | 2.900 | 9.161 | 1.519 | 2.457 | 2.109 | 5.093 | 1.980 | 4.450 | 3.388 | 12.89
GOV2GDP 1.268 | 1.693 | 1.602 | 2.731 | -0.002 | 0.002 | 0.476 | 0.231 | -1.162 | 1.365 | -1.287 | 1.670
SRET + 1.856 | 3.845 | 4.972 | 26.72 | 3.050 | 9.737 | 0.814 | 0.681 | 1.627 | 2.807 | 2.884 | 8.757
SVOL 3.799 | 16.76 | 5.026 | 23.53 | 3.210 | 9.209 | 0.777 | 0.546 | -0.394 | 0.233 | -0.389 | 0.233
IDIVY 1.076 | 1.316 | 3.728 | 14.96 |3.251 | 11.99 | 1.107 | 1.654 | -0.329 | 0.091 | 0.148 | 0.035
EAR2DIV 1.814 | 3.964 | -2.980 | 11.84 | -2.774 | 12.42 | -1.159 | 4.644 | -0.728 | 0.669 | -1.287 | 2.033
P2BOOK 2.072 | 4.529 | 3.346 | 11.76 | 3.531 | 13.52 | 1.755 | 3.361 | -0.088 | 0.006 | -0.929 | 0.868
P2EAR + 1.024 | 1.218 | 1.311 | 1.802 | 2.471 | 5.985 | 2.400 | 8.158 | 1.090 | 1.259 | 1.739 | 3.476

The Table documents ¢-ratios for parameter estimates obtained for alternative bubble chronologies and unrestricted regression designs (x; +—,) with
p = 0 (top panel), p = 1 (medium) and p = 2 (bottom). Moreover, the table documents LR~statistics obtained from restricted model specifications
(X,), where single covariates are removed from the logit design. From result on the asymptotic relation between Wald and LR-tests one would expect
LR ~ t2. In the second column + indicates if a particular covariate yields a uniformly positive parameter estimate over all 6 chronologies with a least
one estimate being significant at level 5%.



Figure 1: Bubble chronologies IT (HP, ¢ = 1) and V (BB, peak) and the deviations of stock
prices from trend, 1969:q1-2010:q2
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Figure 2: In- and out-of-sample accuracy of forecasting the stock price bubbles, 1969:q1-
2010:q2
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Multicollinearity

Monetary and macroeconomic processes are known to be contemporaneously correlated.
Moreover, as diagnosed earlier the financial ratios are likely characterized by stochastic
trends. As a consequence, in-sample model estimation or the diagnosis of parameter sig-
nificance may suffer from potential collinearity within the full set of regressors. Estimation
results reported in Table 5 for the conditional modeling of the benchmark chronology HP,
¢ = 1.0 (II) show that most covariates exert a significant marginal impact on the emergence
of bubble periods. In particular, the stochastically trending financial ratios have parameter
estimates attached that are mostly nonzero with 5% significance. To guard against spurious
conclusions that can be attributed to multicolinearity we further consider LR-statistics for
testing the hypothesis that single model parameters are zero. LR-statistics obtain imme-
diately from log-likelihood comparisons for fully unrestricted model specifications (X) with
logit models where particular covariates are excluded (X)). As documented in Table 5,
apparently all (squared) ¢-statistics correspond to LR-statistics, which, therefore underpin
parameter significance diagnosed by means of t-ratios from fully unrestricted logit regres-
sions.
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Stochastic trends in financial ratios

Accounting for stochastic trends we take financial ratios not only in levels but also in trans-
formed them to obtain stationary processes. Let f;; denote some financial ratio observed
at market ¢ and in time t. We take the perspective of an analyst who tries to relate the
observation f;; to the historical context and determine an auxiliary financial variable as

=

1

fit ~ K I(fie > fia—r), 9)

0

=~
Il

where [(e) is an indicator function. Thus, the “probability” ;1 offers some quantification of
the current ratio in comparison with the most recent market history. For practical determi-
nation of f;; we set K = 8.5 To avoid the loss of to many observations at the beginning of
the sample period, initial estimates f5, fﬁ, e fg are determined within smaller windows of
available sample information. Applying panel unit root tests reveals that (panel) stochas-
tic trends can be rejected for the f;; processes at common significance levels. Thus, the
transformation in (9) successfully eliminates the non-stationarity (see Table 3).

When replacing observed financial ratios f; by transformed counterparts f; in the logit
regressions it turns out that the transformation in equation (9) involves some loss of both
explanatory and predictive content of the financial ratios. For example, modeling the refer-
ence chronology (II) with contemporaneous regressors, the replacement of f;; by fix involves
a shift of the in-sample pseudo R? (v/QPS) from 55.4% to 36.5% (23.1 to 28.0). There-
fore, we refrain from a detailed exploration of logit regressions specified with the quantile
measures fit. However, taking a view at the overall performance in terms of count statis-
tics documented in Table 7 we observe that P2BOOK quantiles are still among the most
helpful or least detrimental covariates. Reflecting potential multicollinearity of the quantile
processes the informational content of other (transformed) financial ratios is limited. As a
further result, we obtain that, except for P2BOOK, the set of most effective covariates in
explaining or predicting periods of excess stock valuation differs for model families specified
alternatively with raw ratios (f;;) or quantile transformations (fy).

5In order to check for robustness, other values of K were tried, namely 12 and 16. The resulting differences
are minor.
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