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Abstract

Biological development depends on the coordinated expression of genes in time and space.

Developmental genes have extensive cis-regulatory regions which control their expression. These

regions are organized in a modular manner, with different modules controlling expression at

different times and locations. Both how modularity evolved and what function it serves are open

questions. We present a computational model for the cis-regulation of the hunchback (hb) gene in

the fruit fly (Drosophila). We simulate evolution (using an evolutionary computation approach

from computer science) to find the optimal cis-regulatory arrangements for fitting experimental hb

expression patterns. We find that the cis-regulatory region tends to readily evolve modularity.

These cis-regulatory modules (CRMs) do not tend to control single spatial domains, but show a

multi-CRM/multi-domain correspondence. We find that the CRM-domain correspondence seen in

Drosophila evolves with a high probability in our model, supporting the biological relevance of

the approach. The partial redundancy resulting from multi-CRM control may confer some

biological robustness against corruption of regulatory sequences. The technique developed on hb

could readily be applied to other multi-CRM developmental genes.
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1. Introduction

The development of biological organisms requires the coordinated expression of numerous

genes. Cis-regulatory regions of genes are critical in maintaining expression at the right

levels, positions and times. Developmental processes such as segmentation of the body or

formation of the limbs can involve the coordinated expression of hundreds of genes. Gene

products can act as transcription factors (TFs) affecting the spatial and temporal expression

of target genes, giving rise to these gene regulatory networks (GRNs).1–3

Cis-regulatory organization in the targets can strongly modulate the effect of TFs. Mutual

co-activation, co-repression or quenching can depend on the relative proximity of bound

TFs. Medium-range TF clustering can support highly synergistic transcriptional effects. At

longer range, cis-regulatory modules (CRMs) tend to be present in many genes. These can

be regulatory regions of hundreds to thousands of base pairs (bp), separated by much longer

sequences unrelated to the target gene of interest. CRMs can operate semi-autonomously,

with distinct CRMs controlling particular temporal or spatial aspects of a gene’s expression.

This has been well-documented in a number of cases of body segmentation and neural

development in the fruit fly, Drosophila,4–8 and it appears that many, if not most,

developmental genes are regulated by multiple CRMs.9

How these long range organizational structures evolved and what function they serve are

still very open questions. Increasingly, studies are finding multiple CRMs which appear to

control overlapping or even identical spatio-temporal expression patterns.10–13 Such

redundancy may play a part in developmental robustness, such that an organism could

survive partial corruption of its regulatory sequences (e.g. Refs. 14 and 15). Or, the

redundancy may help to buffer development in extreme environments.16 For instance,

removal of one redundant CRM has been shown to produce more developmental defects in a

fluctuating temperature environment.17,18 It has also been suggested that synergy between

CRMs is used to interpret broad upstream gradients of TFs.19,20 CRM synergy has been

shown during regulation of the brk21 and slp122 genes in Drosophila, but it is likely that

there are a number of mechanisms for integrating the control of multiple CRMs.

Multiple CRMs may have arisen from duplications [e.g. Ref. 23], such as is documented for

coding regions of genes. This has the potential for disrupting the gene regulation controlled

by the original CRM, but formation of multiple CRMs also has the potential for adding

functionality while retaining the regulatory capabilities of the original CRM.

In this work, we focus on the hunchback (hb) gene in Drosophila, one of the first zygotic

genes expressed in early body segmentation. This gene has been very well characterized,

from its DNA structure, including the coding regions and several distinct CRMs, to high

resolution data on the spatial and temporal expression of its mRNA and protein. Recent

analysis of the hb regulatory region (RedFly database: http://redfly.ccr.buffalo.edu/

search.php) indicates numerous CRMs. Four CRMs have been studied extensively with

respect to spatial expression patterns: The proximal and distal enhancers and the oogenesis

element have long been characterized; a shadow element has been found more recently19,24

(Fig. 1). Recent Chip-Seq data reinforce the importance of the proximal, distal, and shadow
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enhancers in early segmentation.24 For further information, see the Web resource HOX

pro25,26 (http://www.iephb.nw.ru/hoxpro/hunchback.html).

We develop a model for the transcription of hb mRNA which depends on concentrations of

its known TFs and on the relative location and strength of the TF binding sites (BSs) (the

model is different from other published models of hb27–30). Strength is modified by

neighboring TFs, through short-range activation (cooperativity)31 or repression

(quenching).32 BS locations and strengths are altered with an evolutionary computation (EC)

approach, simulating evolution of the hb cis-regulatory region (see also Refs. 33–35). Spacer

sites in the cis-regulatory sequence allow for the evolution of distinct CRMs. We use the

model not to reproduce the fine-scale locations of the BSs, but to study how the longer-

range organization of multiple CRMs for a single gene might evolve and function.

Our computations produce thousands of cis-regulatory sequences which generate the

experimental hb mRNA expression patterns. These represent potential cis-architectures for

solving the developmental patterning problem. The results fall into a very few distinct

classes, which include the architecture seen in Drosophila hb. We find that multi-CRM

architecture evolves readily, as does the multi-CRM to multiple-domain correspondence

seen biologically. In particular, we find solutions with a CRM controlling the posterior

stripes of the expression pattern, corresponding to the Drosophila distal “stripe element”.24

Extraction of these biological features with our by multiple trajectories). We model hb cis-

regulation, but the approach should be generally applicable to spatial gene expression

controlled from multiple CRMs.

2. Methods and Approaches

The model starts from a calculation of transcriptional strength, with transcription rate

depending on binding strength and the location of the BSs (Sec. 2.1, Fig. 2). Transcriptional

strength is used as input to a reaction-diffusion model for hb transcription, decay and

transport (Sec. 2.2). Solutions of this model (hb mRNA concentration versus spatial

coordinate) are evaluated against experimental data for hb patterns (Sec. 2.3, Fig. 3). The TF

BS strengths and locations in the hb cis-regulatory region are altered by simulated evolution

(Sec. 2.3, Fig. 4). The presence of nonTF spacers allows separate CRMs to evolve. Multiple

generations of evolution produce optimized cis-regulatory sequences for fitting the hb

expression pattern. This generates a set of potential cis-architectures for hb. Characterizing

classes within these, and understanding where the biological solution falls, sheds light on the

evolutionary constraints of a developmental GRN at the cis-regulatory level. For a broader

overview of this evolution in silico or evolutionary design of GRNs approach, please see

Ref. 33.

2.1. Model for hb CRMs

The model incorporates TFs known to regulate hb: the maternal activators Bicoid (Bcd) and

Caudal (Cad); and the gap repressors Krüppel (Kr), Giant (Gt), Knirps (Kni), Huckebein

(Hkb), Tailless (Tll), and the head gap factor Empty spiracles (Ems). BSs for these factors in

the hb cis-regulatory region were coded as shown in Fig. 2. Each BS is represented by two

characters on the string representing the hb regulatory region: The first identifies the TF (the
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letter representations of these are shown in Fig. 2; computations used an octal

representation); the second represents the binding affinity of the site (set to 1 for all BSs in

this study). Transcription depends on both the TF binding strengths and their relative

positions (modeling TF cross-effects). The activation strength of the cis-regulatory region is

summed according to the number and strength of activator sites, the activator concentrations

and co-activation effects; as well as the number, strength and quenching radii of the

repressor sites, and the repressor concentrations [Fig. 2(c)]. Activation strength for each (ith)

BS is calculated according to

(1)

where Ai is the local concentration of the activator with strength ai; Ak is the local

concentration of the kth co-activator (with co-activation coefficient αi and strength ak),

summed over m neighboring activating BSs; and Rj is the local concentration of the jth

repressor (with strength rj), summed over l neighboring repressing BSs.

The cis-regulatory region was modeled as a string of length 104. Preliminary computations

showed this length to be appropriate for up to three CRMs (shorter strings took longer to

find good solutions; longer strings produced more redundant CRMs). The string was divided

into modules if BS sequences longer than a minimum threshold MinCRM were delineated

by spacers longer than the quenching radius (RadCRM). That is, CRMs were defined as sub-

sequences that were independent of short-range regulation from other CRMs. Appropriate

values on this string length were MinCRM = 5 and RadCRM = 3 (though larger values also

worked). A maximum of three CRMs were allowed per string.

The model balances treating biologically relevant regulatory aspects, such as TF co-action,

with speed of solution, in order to perform evolutionary scale simulations. For instance,

rather than modeling absolute distances (in nucleotides), with an associated high

computational cost, TF interactions are modeled for neighboring BSs on the string. Results

from evolutionary surveys with this simplified model could lead to testing of particular cases

with finer-scale (but slower) models of transcriptional regulation (e.g. the thermodynamic

models36). In general, we find our results to be fairly robust to changes in parameters. For

example, individual BS affinity is a tuneable parameter, but we find hb patterning can be

modeled with this affinity set to 1.

2.2. Additive and selective CRM strengths

A partial differential equation (PDE) was solved for the hb mRNA expression pattern

resulting from regulation, transcription, decay and diffusion. The strength of TF binding in

the hb cis-regulatory region [Eq. (1)] is a factor in the overall transcription rate in the PDE.

Two approaches were used for incorporating TF strengths: selective CRM action

(2)
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and additive CRM action

(3)

where C is hb mRNA concentration, activator strength S is summed over n activator BSs in

the CRMs, D is a diffusion coefficient, h represents regulatory input from ubiquitous factors,

and λ is a decay coefficient. Equations (2) and (3) were solved by Euler forward-

differencing in 100 cells representing the anterior-posterior (AP) axis of a fly embryo. In

additive CRM action, each CRM contributes to the transcription rate (typically in equal, 1/3,

measures). In selective CRM action, the strongest CRM (in a given cell) is the only one

contributing to the transcription rate. σ(x) is a sigmoid regulation-expression function

(4)

2.3. Evolutionary simulations of the CRMs

A set of initial parameters [for Eqs. (2) and (3)] was chosen for each evolutionary

experiment. Data on the spatial distributions of the TFs [Fig. 3(a)] were used as input to the

model.

Evolution of hb CRMs was simulated with an EC algorithm, shown schematically in Fig. 4.

Random candidate BS sequences comprised “individuals” in the initial population (36,000–

54,000 individuals; Fig. 4, upper left). Individuals were evaluated according to the closeness

of fit (squared differences) between the C pattern from Eqs. (2) or (3) and the data [Figs.

3(b) and 3(c); Fig. 4, lower left]. The best-fitting 33.33% of individuals were retained for the

next generation of the evolutionary algorithm (Fig. 4, lower right). In each new generation,

20% of individuals underwent crossover operations and 80% underwent point mutation to

alter the sequences (altering BSs, their positions, and the number of active CRMs; Fig. 4

upper right). Good fits to the data typically took between 100,000 and 4,000,000 generations

(cycles around Fig. 4), depending on the CRM approach used (additive or selective).

Goodness of fit was evaluated over the entire AP axis, divided into four expression sub-

domains observable in the mRNA data Figs. 3(b) and 3(c): domain 1, the broad far-anterior

peak; sub-domain 2, a fine stripe or shoulder just posterior of domain 1; domain 3, the mid-

embryo PS4 (parasegment 4) stripe; and domain 4, the posterior peak.

2.4. Model variations

We tested several variations on the model, including: (i) additive versus selective CRM

action (see Sec. 2.2); (ii) whether or not hb self-effects were allowed (whether Hb protein

acted as a self-TF or not); (iii) whether mature or immature posterior hb domains were fit

[Figs. 3(b) and 3(c); (iv) whether Hkb, Tll or Ems BSs were included in the model, and if

Ems BSs were present, whether they acted as activators or repressors. On the last item,

initial results indicated that Hkb and Tll are not crucial (especially with selective CRM
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action), while Ems and whether it acts as an activator or repressor is important for fitting

immature [Fig. 3(b)] or mature hb patterns [Fig. 3(c)], respectively.

3. Results

3.1. Additive CRM action

With additive CRM action, all CRMs in the hb regulatory region actively contribute to the

transcription rate. Biologically, this corresponds to all CRMs being available for TF binding

and either interacting directly with the promoter (region of the transcription start site) or

cooperating with other CRMs. We found this mode of regulation to have the richest variety

of biologically interesting features.

Of special interest was that for particular ranges of the R, h and λ parameters, [Eqs. (2) and

(3); especially R = [79, 109], h = [0.1, 1.1] and λ = 1] solutions commonly included a CRM

controlling the PS4 and posterior stripes [Fig. 5(a), CRM2; Fig. 5(b), CRM3).

This is analogous to the biological “stripe element”24 and indicates that the evolutionary

processes used in our model can efficiently capture the evolutionary trajectories of real

genes.

3.1.1. Dependence on overall regulation strength, R—How is the overall level of

expression controlled when there are redundant CRMs, i.e. with similar expression patterns?

For example, if one is deleted (as in a mutant), does the overall level of expression go down

(as is seen with Kr and Kni mutants37), or is it compensated?

In the model, the overall expression level depends on the R parameter. To test the effect of

expression level on CRM number, we ran a series of evolutionary simulations varying R

from 59 to 109, with λ(= 1) and h(= 1.1) held constant. Above R = 109, no solutions could

be found. Over this range of R’s, we see five dominant classes of outcomes (Fig. 6). As R is

raised, the proportion of solutions in different classes changes, with different dominant

patterns at different R values. Below R = 69, outcomes are dominated by a set of identical

patterns, which tend to express in all domains and not show the distinct anterior (classical

and shadow CRMs) and posterior (stripe CRM) expression seen in Drosophila.

A more biological “stripe” element becomes significant for R = 79 and above. For R = [79,

89], the 3rd class of outcomes [Fig. 6(c)], the closest to the biological classical/shadow and

stripe patterns, is most common. CRMs controlling one or two domains are more common at

high R; 3-domain CRMs are more common at low R (Fig. 7). As R increases, it takes longer

to fit the data profile (Table 1). This may correspond to the overall higher expression at high

R, causing difficulty in finding solutions with moderate or low expression levels. (For

example, at R = 109 the model maximum is twice that for the hb data [Figs. 3(b) and 3(c)].

High R values may bias the evolutionary search from picking up CRMs that all redundantly

produce complete (or nearly complete) profiles (since each such CRM would express at 1/3

maximum, on average), favoring CRMs that control pairs or single domains.
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3.2. Selective CRM action

With selective CRM action, only one of the CRMs is active in controlling the transcription

rate. This occurs biologically if some CRMs are not available for TF binding or interaction

with the promoter (e.g. they are tightly wrapped in the histone), or if there is competition

between CRMs for interaction with the promoter (e.g. there is some steric hindrance for

multiple CRM interaction with the promoter.

We computed 860 runs with a basic selective CRM action model: fitting to early (immature)

posterior hb; no hb self-activation; eight input TFs (Bcd, Cad, Tll, Ems, Kr, Gt, Kni, Hkb);

and Ems as a repressor. All runs successfully fit the data. Other variations with selective

CRM action had similar outcomes.

Most successful solutions had either 2 or 3 CRMs (with roughly equal occurrence). Single

CRM solutions producing all hb domains were much more rare (3–4%). Cases with one-to-

one domain-CRM correspondence were very rare: 3–4% of solutions showed a single CRM

controlling domain 1; and there were only two cases of a single CRM controlling domain 3

(see e.g. Sec. 3.1, R = 109). The two CRM solutions tend to show a recurrent motif, with one

CRM expressing in the anterior domains 1/2/3 (see e.g. the classical and shadow

enhancers25) and the other CRM expressing in domains 1/3/4 [Fig. 8(a)]. With three CRMs

there is more diversity of outcomes, including a common motif in which two of the CRMs

control domains 1/3, and the other CRM can be expressed in all domains [Fig. 8(B)].

Tests with other versions of the model indicate that the simpler the model (less TF BSs), the

faster the evolutionary search (Table 2). Selective CRM action produces substantially faster

computational searches than additive action (see e.g. Tables 1 and 2), but the results are less

relevant to the Drosophila CRM-domain relation.

4. Discussion

Nearly all simulations, with all tested versions, returned successful fits to the data (with a

very few exceptions). Most good solutions belonged to one or a few dominant classes with

respect to CRM-domain correspondence.

For additive CRM action, all three allowed CRMs usually evolved. We initially thought this

might reflect the particular R (production rate) and λ (degradation rate) parameters chosen: R

and λ were initially set such that each CRM produced about 1/3 of the total required hb

level. But we found that even with doubled R, the solutions still tended to have multiple

CRMs, indicating a more general effect. For selective CRM action, we see outcomes with

one, two, or three CRMs. Cases with one-to-one domain-CRM correspondence were

generally rare: A few percent of solutions showed a single CRM controlling PS4 (domain 3)

or the posterior domain (4) only. At some parameter limits (e.g. high R), we observed an

increase in the formation of one-to-one correspondence. But in general each CRM tended to

contribute to several domains, with each domain controlled by multiple CRMs.
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4.1. Stripe element evolution is robust

The main biological conclusion from the evolution in silico is that the stripe element, i.e. a

CRM driving expression in the PS4 and posterior peaks (domains 3 and 4), can readily

evolve. This was seen in particular for the basic model with additive CRM action, over a

broad range of parameters. In light of the simplicity of the gene regulation and the

evolutionary processes in our model, this suggests that stripe element evolution is quite

robust and reproducible, i.e. it is represented by many evolutionary trajectories and is

relatively insensitive to the details of the evolutionary process. We plan to test the generality

of these findings on other types of models for multiple CRM control in other genes.38–40

4.2. Redundant CRMs evolve readily

Across the different versions of our evolutionary simulations, partial or even nearly

complete redundancy of CRMs (multiple CRMs having the same expression patterns)

appears to be common. For instance, at R = [39, 59] (h = 0.1, 1.1) the dominant case

displayed nearly complete redundancy of CRM-domain correspondence, with all three

CRMs controlling complete or nearly-complete pattern [Fig. 6(A)]; and several percent of

the cases have two redundant CRMs controlling anterior patterning [domains 1/2/3; Fig.

5(b)].

R = 69(h = 0.1; 1.1) was the richest case for redundant solutions, with more than 2/3 of all

solutions having either two or three CRMs controlling complete or nearly-complete patterns,

and about 1/10 of solutions having two CRMs controlling anterior (domain 1/2/3)

patterning.

Redundancy appears lower at higher R. For R = [79, 99](h = 0.1; 1.1) we observed only a

few percent of solutions with two CRMs redundantly controlling domains 1/2/3. At R = 99,

we see about 5% of cases with two (not three) redundant CRMs controlling a complete or

nearly-complete pattern.

Overall, the simulations indicate that evolution of multiple CRM control of the domains

occurs readily, and that the CRM-domain correspondence can be repeated by multiple

CRMs. We have focused on the three Drosophila CRMs studied with respect to

segmentation patterning. The RedFly database (http://redfly.ccr.buffalo.edu/search.php)

predicts many more hb CRMs (though with uncharacterized functionality) — our

simulations indicate that such high redundancy is readily evolvable. This redundancy may

contribute to robustness by making particular sequences nonessential for proper gene

expression. Even with the simple model for the evolution and regulation of hb, the

redundancy of regulatory elements is common. This likely reflects a general evolutionary

trend which could be observed across developmental genes.

4.3. TFs active in the stripe element

The TFs found in our computed “stripe element” CRMs correspond to the TFBSs found

experimentally. We generally find the canonical gap genes (Gt, Kni, Kr) strongly

represented24,41 as repressors, and maternal factors Bcd and Cad well represented as
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activators.41,42 In many solutions, Hkb appears as a repressor, Tll as an activator, and Hb

appears as a self-effector; these factors have all been reported in the stripe element.24,41

TF binding in the model stripe element suggests that a minimum of two activators is needed.

We observe that the activators tend to pair or form small clusters — short-range homotypic

clusters which are related to the cooperative interaction of the sites.43 Repressor binding

agrees with experimental conclusions, that domain 3 (PS4) is repressed by Kr and domain 4

(posterior peak) is repressed by Kni and Gt.24 If Hb binding is allowed in the computations,

it tends to be seen in good solutions, corroborating the self-binding observed

experimentally.44,45

In general, TF cooperativity and co-action is an active area of discussion in Drosophila

segmentation. We hope that our computed CRMs might aid in guiding experimental

elucidation of these effects.

4.4. Conclusion

i. Partial or even nearly-complete redundancy of CRMs, one of the key features of

the regulatory design for many developmental genes, is typical and common across

the various evolutionary simulations presented here for hb, one of the most studied

Drosophila segmentation genes.

ii. The key CRM responsible for mature PS4 and posterior domain formation (the

“stripe element”) evolves easily and reproducibly at a broad range of model

parameters. CRMs controlling pairs of domains have also been reported in the pair-

rule class of segmentation genes,46 with similar design to the hb stripe element.24

This suggests a general applicability of our evolutionary approach to study the cis-

architecture of developmental genes.

iii. Our computations suggest that the evolution of GRNs with one-to-one CRM-

domain correspondence is very rare. If evolution of multiple CRMs is possible (as

with hb, biologically), it is much more likely to have domains which depend on

several CRMs (with each CRM contributing to multiple domains).
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Fig. 1.

Organization, pattern and regulation of the Drosophila segmentation gene hb. (a)

Organization of the hb regulatory region, with four separate autonomous regulatory

elements (CRMs). (b) Mature hb expression pattern with four sub-domains in the early fruit

fly embryo: One-dimensional spatial expression profile of fluorescence intensity

(proportional to mRNA concentration) plotted along the main head-to-tail embryo axis (data

from BID DB, BDTNP: http://bdtnp.lbl.gov/Fly-Net/bioimaging.jsp). Blue arrows indicate

that each CRM is expressed in distinct sub-domains.
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Fig. 2.

Representation of hb regulatory region. (a) Schematic of two of the four hb CRMs, showing

BSs for specific TFs (visualized with Genamics Expression software). (b) Representation of

the TFBS (Bcd – B, Cad – C, Ems – E, Gt – G, Hb – H, Kr – K, Kni – N, Tll – T, etc.) as

strings of characters, neglecting distance along the DNA between BSs. Asterisks denote
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spacers (nonBS DNA) separating CRMs. (c) Strength of an activating BS is calculated by a

3-step algorithm which sums activation (including co-activation) and repression (quenching)

strengths dependent on neighboring TFs (a short action radius of three BSs is used): (1) local

activation strength is tallied; (2) neighboring activation is added; (3) neighboring repression

is added.
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Fig. 3.

Data used for evolutionary model fitting. (a) Experimental spatial patterns of hb regulatory

TFs in mid nuclear cleavage (NC) cycle 14, from FlyEx (urchin.spbcas.ru/flyex). Vertical

axis: fluorescence intensity, proportional to protein concentration; horizontal axis, AP

position, in percent egg length (%EL) Early, immature (b) and late, mature (c) NC14 AP

“target” profile used to test goodness of fit for the evolutionary computations (ECs) (derived

from averaged hb mRNA data from BID BDTNP [http://bdtnp.lbl.gov/Fly-Net/

bidatlas.jsp]).
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Fig. 4.

A cycle of the evolutionary simulation. Top left: Initial conditions are applied to an initial

population of individuals (strings of random BS sequences). These sequences are used to

solve spatial patterns according to Eqs. (1)–(3) (lower left). Computed patterns are scored

for fit to experimental data (lower center). Lowest scoring individuals are selected out of the

population (lower right). The remaining individuals undergo mutation and crossover (upper

right), establishing the population for the next generation (iteration of the evolutionary

cycle).
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Fig. 5.

Evolutionary simulation results with multiple hb CRMs. (a) Predominant expression patterns

for each CRM at low R. (b) A case with clearer AP distinction between the CRMs, as seen

biologically.
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Fig. 6.

Frequencies of the main classes of successful solutions change as R is varied. Histograms

(top) of common dominant classes, illustrated in A–E. As R is increased, solutions shift from

completely redundant (Class A, all three CRMs each control all domains), to increasing

diversity (with a prevalence of CRMs controlling pairs of domains), and the emergence of

single-domain CRMs (Class D).
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Fig. 7.

Frequencies of expression patterns driven by single CRMs change as R is varied.

Histograms (top) of common single-CRM expression patterns, shown below in red. Low R

favors Pattern 1, with a CRM controlling all domains; high R favors Pattern 5, a single-

domain CRM. At intermediate R values, CRMs controlling pairs of domains are common,

with the stripe element (Pattern 3) dominant for R = [79, 99].
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Fig. 8.

Selective CRM action. Common outcomes for hb expression controlled by (a) two CRMs,

and (b) three CRMs.
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Table 1

Efficacy of evolutionary search for additive CRM action (mean number of solutions tested before success).

R Efficacy

59 647, 085.7 ± 67, 360.3

69 1, 346, 888.7 ± 170, 803.0

79 1, 737, 514.3 ± 212, 023.8

89 1, 877, 451.8 ± 229, 023.4

99 2, 059, 735.7 ± 249, 811.2
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Table 2

Efficacy of evolutionary searches with selective CRM action (mean number of solutions tested before

success).

Evolutionary test Efficacy

No hb self-activation, 7 TFs, repressive Ems 80, 171.5 ± 34, 969.3

No hb self-activation, 8 TFs, repressive Ems 146, 365.8 ± 45, 401.6

No hb self-activation, 9 TFs, repressive Ems 238, 863.7 ± 65, 308.7

No hb self-activation, 9 TFs, activating Ems 1, 451, 041.0 ± 218, 555.9

hb self-activation, 9 TFs, repressive Ems 1, 208, 207.8 ± 141, 947.8

J Bioinform Comput Biol. Author manuscript; available in PMC 2015 April 01.


