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ABSTRACT

In recent years, profiling floats, which form the basis of the successful international Argo observatory, are

also being considered as platforms for marine biogeochemical research. This study showcases the utility of

floats as a novel tool for combined gas measurements of CO2 partial pressure (pCO2) and O2. These float

prototypes were equipped with a small-sized and submersible pCO2 sensor and an optode O2 sensor for high-

resolution measurements in the surface ocean layer. Four consecutive deployments were carried out during

November 2010 and June 2011 near the Cape Verde Ocean Observatory (CVOO) in the eastern tropical

North Atlantic. The profiling float performed upcasts every 31 h while measuring pCO2, O2, salinity, tem-

perature, and hydrostatic pressure in the upper 200 m of the water column. To maintain accuracy, regular

pCO2 sensor zeroings at depth and surface, as well as optode measurements in air, were performed for each

profile. Through the application of data processing procedures (e.g., time-lag correction), accuracies of

floatborne pCO2 measurements were greatly improved (10–15 matm for the water column and 5 matm for

surface measurements). O2measurements yielded an accuracy of 2 mmol kg21. First results of this pilot study

show the possibility of using profiling floats as a platform for detailed and unattended observations of the

marine carbon and oxygen cycle dynamics.

1. Introduction

Accurate knowledge of the interaction of atmosphere

and ocean through air–sea gas exchange plays a key role

in understanding the past and present states of the global

carbon cycle and predicting its future (Takahashi et al.

2009). The ocean’s source–sink function for CO2 can be

investigated by measuring the differences of the CO2

partial pressure (DpCO2) between surface ocean and

atmosphere, which is the thermodynamic driving force

of the net air–sea exchange (Boutin and Merlivat 2009;

Dore et al. 2003; Körtzinger et al. 2008). For many years

now, modern observational networks, such as time se-

ries and voluntary observing ships (VOSs), have con-

tributed high-quality data to the global assessment of

DpCO2 (e.g., Takahashi et al. 2009; Watson et al. 2009).

The most comprehensive dataset has recently been

published in the Surface Ocean CO2 Atlas (SOCAT),

which contains nearly 7 million shipborne underway

measurements of CO2 in the surface ocean (Pfeil et al.

2012). Despite the growing database, the present global

uptake rate of the World Ocean for anthropogenic CO2

still has an uncertainty of 50% (12.0 61.0 Pg C yr21;

Takahashi et al. 2009), which to a major extent is due to

limited temporal and spatial coverage of large parts of

the oceans, for example, the Southern Ocean.
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Dissolved CO2 in the ocean is not only influenced by

physical processes (e.g., warming/cooling, mixing) but

also by biological processes (e.g., photosynthesis, bac-

terial oxidation of organic matter) and thus strongly

linked to dissolvedO2. The exchange of both gases at the

ocean–atmosphere interface is rather decoupled from

each other due to complex processes in the ocean, such

as the chemistry of the carbonate system (Keeling et al.

2010) and their markedly different equilibration time

scales. Knowledge of combined air–sea fluxes of O2 and

CO2 can help to better understand and constrain at-

mospheric and oceanic tracers such as atmospheric po-

tential oxygen (Stephens et al. 1998) and ocean potential

oxygen (OPO) or C* (Keeling et al. 2010; Gruber et al.

1996). Besides the above-named gas exchange processes

at the air–sea interface, dynamics at the boundary of

the mixed layer and the subsurface layer (e.g., entrain-

ment of respiratory signals from subsurface waters into

the mixed layer) play an important role in the under-

standing of carbon cycling (Gruber et al. 2010b). To

investigate these processes, combined measurements

of CO2 and O2 throughout the entire upper-water col-

umn (including the thermocline) are needed. Existing

autonomous methods focus either on the ocean surface

layer (VOS, buoys) or are performed at fixed locations

and water column depths (moorings) and therefore are

not capable of operating at high vertical resolution and

in remote areas. While mixed layer and subsurface dy-

namics cannot be observed by these approaches at the

desired resolution in space and time, profiling floats and

gliders as new observation platforms have started to fill

this gap.

The most sophisticated and ambitious project of the

international research community to enhance spatio-

temporal resolution of observations is the Argo net-

work, consisting of .3000 autonomous profiling floats

distributed over the oceans (Roemmich et al. 2009).

Nowadays, this physical oceanographic observatory is

used more and more by biogeochemists since novel

sensors for the measurement of biological and chemical

parameters have started to meet the requirements of

deployment on profiling floats (e.g., low power con-

sumption, small size, high accuracy, and long-term sta-

bility). Early pilot studies for O2 measurements from

this platform (Körtzinger et al. 2004; Riser and Johnson

2008) have demonstrated the utility of floats for bio-

geochemical studies and thus pushed forward the effort

to augment the Argo float observatory with oxygen

measurements (Gruber et al. 2010a). Other pilot studies

have further demonstrated a broad range of measure-

ments on floats, such as gas tension, turbidity, fluores-

cence, and nitrate (Johnson et al. 2010; Boss et al. 2008;

D’Asaro and McNeil 2007; Bishop et al. 2004).

In contrast to these developments, accurate and precise

measurements of pCO2 have for a long time been re-

stricted to relatively large experimental setups (Körtzinger

et al. 1996; Pierrot et al. 2009). The first operational

sensor for autonomous in situ pCO2 measurements

(DeGrandpre et al. 1995; Moore et al. 2011) has been

used primarily in long-term observations on buoys

and moorings at various fixed depths. Because of its

semicontinuous measurement principle and rather long

equilibration time scale, however, this instrument is

not suitable for profiling applications on conductivity–

temperature–depth (CTD) rosette water samplers, floats,

and on other profiling platforms.

The demand for a new generation of pCO2 sensors

that can extend the present high-quality observations in

time and space has fostered many recent developments

within the scientific community (Byrne et al. 2010). One

of the first small-sized in situ sensors is the HydroC

sensor (CONTROS GmbH, Kiel, Germany), which

can be deployed at pressures up to 6000 dbar. Power

consumption and response time of the instrument as

well as size and design of its housing enable this sen-

sor to be deployed on autonomous platforms with

limited space and energy availability, such as moor-

ings, floating buoys, or profiling floats (Fietzek et al.

2011).

Here, we present results from an extensive field

evaluation of a newly developed profiling float that for

the first time was equipped with both an O2 and pCO2

sensor. First, we introduce instrumentation design, op-

erational modes, and data processing. Then, we present

sensor performance and assess the consistency and re-

liability of the obtained pCO2 data. Finally, we examine

the possibility of drift control and in situ calibration of

the optode data by atmospheric measurements.

2. Methods

a. Float platform

A Navigating European Marine Observer profiling

float (NEMO; Optimare GmbH, Bremerhaven, Germany)

was used as a sensor carrier for this investigation (Fig. 1).

This float’s main design is based on the Sounding Ocean-

ographic Lagrangian Observer float (SOLO; Davis et al.

2001). As typical for the Argo network, the NEMO float

is equipped with a CTD unit (SBE 41, Sea-Bird Elec-

tronics Inc., Bellevue, Washington), Argos telemetry,

and an oil and air bladder for buoyancy control. The

latter is inflated when the float approaches the surface,

thereby further significantly increasing the float’s buoy-

ancy and pushing the top cap, including sensors and te-

lemetry, above the water level.
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The float underwent several modifications for en-

abling it to carry further sensor payload and functionality.

Argos and Iridium (including GPS) telemetry for bi-

directional communication between operator and in-

strument as well as underway software adaptations

ensured full remote control during operations in the

field. AnO2 sensor (model 4330 optode, Aanderaa Data

Instruments AS, Bergen, Norway) was mounted next to

the CTD. The optode sensor was chosen because of its

small dimension, low energy consumption, and long-term

stability. It has been used successfully in former studies

on autonomous platforms (Körtzinger et al. 2005;

Tengberg et al. 2006; Johnson et al. 2010).

Additionally, a HydroC pCO2 sensor (CONTROS)

fitted with a pump (SBE 5M, Sea-Bird Electronics) and

a depth rating of 2000 dbar was attached to the side of

the float with a vertical distance of 1 m to the sensor

package described above. This sensor features a planar

membrane interface fitted with a flow-through head that

is continuously flushed with ambient seawater during

measurement. CO2 along with other dissolved gases as

well as water vapor permeates the membrane and

equilibrates with the inner pumped gas circuit, where it

is quantified by a temperature-stabilized, single-beam,

dual-wavelength nondispersive infrared (NDIR) detector.

For zeroing [zero-point measurement (ZP)] of the NDIR

detector, a CO2-free gas stream can be produced by

passing the air through an internal soda lime cartridge

that scrubs the CO2. The ZPs represent a measure of the

actual sensor’s performance and are used to account for

a zero drift, which is a common and the dominant cause

for response change in NDIR instruments (Eckles et al.

1993; McDermitt et al. 1993; P. Fietzek et al. 2013, un-

published manuscript). All ZPs obtained over the

course of deployments are considered during post-

processing, and the sensor’s ZP at any point in time is

derived through linear interpolation of the initial ZPs.

Furthermore, the signal recovery to ambient pCO2 levels

after a ZP interval is used to derive the actual response

time of the sensor, as discussed later in more detail.

To provide energy to the HydroC and the water pump

as well as to maintain sufficient buoyancy for the whole

float, a battery container was mounted on the side of

the float above the HydroC (see Fig. 1). A total of 16

FIG. 1. (left) Depth profiles recorded by the profiling float for (top) temperature and (bottom) salinity during all four deployments.

Water masses in the study area were affected by submerged waters originating in the North Atlantic subtropical gyre, as indicated by

pronounced subsurface maxima of salinity (Stramma and Schott 1999). (middle) Map shows float trajectories for deployments D4–D7

carried out between November 2010 and June 2011 near the Cape Verde Islands off the coast of Mauritania. Black symbols indicate the

location of the CVOO (3) as well as the CVAO (1). Gray contour lines show the ocean bathymetry obtained from the General

Bathymetric Chart of the Oceans (GEBCO) dataset. The inset shows the location of the islands with regard to the African mainland.

(right) Drawing shows Argo-type profiling float (Optimare GmbH) equipped with a HydroC pCO2 sensor (including SBE 5M pump), an

extra battery container above, an optode sensor, and Iridium and Argos telemetry.
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primary lithium battery cells with an overall nominal

capacity of 749 Wh were placed in the container, yield-

ing sufficient energy for 39–44 pCO2 profiles, depending

on environmental conditions and configuration. Design

and payload of this container result in positive buoyancy

and thereby stabilize the vertical orientation of the float.

Battery capacity for the remaining components (telem-

etry, buoyancy control, CTD, and optode) was designed

for 150 profiles (1152Wh in total) and placed in themain

pressure housing of the float according to a configura-

tion used for standard Argo floats.

b. CO2 and O2 sensor calibration

Prior to the first deployment, the HydroC and optode

sensors were thoroughly calibrated in the laboratory.

For this purpose, the HydroC sensor was submerged into

a thermally insulated and closed water bath, wherein am-

bient pCO2 values were varied at different temperatures

between 200 and 800 matm by changing the carbonate

system in the bath (P. Fietzek et al. 2012, unpublished

manuscript). A high-precision, classical, equilibrator-

based pCO2 system (Körtzinger et al. 1996), equipped

with a CO2 sensor (model 6262, LI-COR Inc., Lincoln,

Nebraska) calibrated regularly against National Oceanic

and Atmospheric Administration (NOAA)-certified stan-

dard gases, served as a reference system for the tank’s

pCO2, thus providing an accuracy of 2–3 matm, which is

typical for these instrumental setups (Pierrot et al. 2009).

The optode sensor was calibrated with a recently de-

veloped high-accuracy electrochemical calibration setup

for O2 sensors (Bittig et al. 2012). Calibrations were

done at stable and well-defined electrochemically gen-

erated dissolved O2 concentrations in a flow system

where the sensor was submerged into a thermally in-

sulated water bath and the sensor head was attached to

a miniaturized flow-through cell. Calibration was per-

formed covering a temperature range from 88 to 258C.

Overall, seven calibration points between 129 and

317 mmol kg21 O2 were recorded and triplicate Winkler

samples used as reference. Additionally, three zero ox-

ygen measurements using sodium sulfite were per-

formed within the calibration’s temperature range. The

optode’s batch foil coefficients were refitted after

Uchida et al. (2008), and all 10 laboratory calibration

points were used for the raw phase calibration. Instead

of the standard linear correction [Eq. (1)], Eq. (2) was

used, resulting in an overall sensor accuracy of

1.2 mmol kg21 (rmse) from the laboratory calibration,

defined as

CalPhase5A1B3TCPhase, (1)

CalPhase5A1B3TCPhase1C3Topt , (2)

whereA,B, andC are fitting parameters, TCPhase is the

raw sensor signal,Topt is the sensor’s temperature probe,

and CalPhase is the laboratory-calibrated sensor signal.

c. Float operations

Unlike the common method of using an Argo float as

a disposable device, we pursued an approach that in-

cluded instrument recovery at the end of each mission.

For the purpose of this study, we thereby achieved the

following advantages: (i) the regular exchange of bat-

teries enables the float to carry a sensor payload with

enhanced power consumption and record data at a

higher sampling rate; (ii) internally stored high-resolution

data can be downloaded after each mission and are

valuable for accurate postprocessing (e.g., profile hys-

teresis correction); (iii) identified suboptimal perfor-

mance and (peripheral) malfunctions occurring during

one deployment can potentially be fixed immediately,

either via remote control access or rapid recovery; (iv)

the instrument can be kept in the area of prime interest

by timely recovery and subsequent redeployment; and

(v) most importantly, sensor drift, and thus accuracy,

can be monitored and corrected for properly with pre-

and postdeployment calibrations.

The float with the sensor package described abovewas

deployed 4 times between November 2010 and June

2011. During all of these deployments, this setup per-

formed successfully and allowed for a detailed analysis

of both the platform’s and the sensor’s performance

(Table 1). All deployments were conducted in the vi-

cinity of the Cape Verde Ocean Observatory (CVOO;

17.5898N, 24.2528W; http://cvoo.geomar.de) in the east-

ern tropical North Atlantic (ETNA) in close proximity

to the Cape Verde Atmospheric Observatory (CVAO;

16.8648N, 24.8678W), which is located downwind of the

study area (Fig. 1). Vertical profiles of salinity, tempera-

ture, hydrostatic pressure, pCO2, and O2 for the upper

200 m of the water column were measured every 31 h

during upcasts with a mean ascent speed of 0.06 m s21

and a vertical resolution of 5 dbar [low-resolution (LR)

data]. Further, pCO2 data were recorded in 5-s intervals

during upcasts that correspond to a vertical resolution of

;0.3 dbar [high-resolution (HR) data]. At the parking

depth of ;250 dbar and immediately before each pro-

file, the float initializes a warm-up phase for the HydroC

followed by a ZP. Directly after profiling to the surface,

a second ZP is carried out. During the time of the

second ZP, O2 measurements are conducted, first in

water and then in air. Measurements in air for in situ

postcorrection of O2 data (section 3c) were done after

the float had inflated an air bladder and thus pushed the

optode sensor, CTD, and telemetry–GPS antenna above

water level. Once measurements were finished, LR data
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and GPS location were telemetered to shore via the

Iridium network. The dwell time at the surface was less

than 1.5 h. Float missions are typically designed for

durations of 2 months, but they can be extended de-

pending on sampling frequency and sensor–battery

payload.

d. Data processing

Calibrations described in section 2b were applied on

recorded raw pCO2 and O2 sensor data. Sensor drift was

taken into account for each profile by using the in-

formation from pre- and postprofile ZPs for the HydroC

and atmospheric O2 measurements for the optode, re-

spectively. Oxygen concentration was derived from

raw phase measurement (TCPhase), CTD temperature

(TCTD), and atmospheric pressure (recorded at nearby

CVAO) using the laboratory calibration. For computa-

tion of O2 measurements in air, values of the optode’s

temperature probe (Topt) were used since these showed

a lower noise level in air than TCTD. In absence of steep

temperature gradients, both temperature probes, Topt

and TCTD, have shown no detectable deviation of each

other (,0.018C). Subsequently, all LR data were merged

in the time domain onto the HydroC HR grid by linearly

interpolating O2, salinity (S), TCTD, and pressure (P).

The response time of membrane-based sensors is

amajor constraint for profiling platforms (Edwards et al.

2010; Miloshevich et al. 2004). Although the float plat-

form of this study is a rather slow profiling device, the

HydroC response time is causing an appreciable hys-

teresis in obtained vertical pCO2 profiles. Laboratory-

and field-based experiments with the HydroC sensor

have shown pronounced changes in sensor response time

that linearly depends on water temperature (P. Fietzek

et al. 2013, unpublished manuscript). Pressure ves-

sel tests under different isothermal conditions have

shown no significant effects of hydrostatic pressure up

to 2000 dbar on sensor response time (data not shown

here). Sensor response time in pumped mode further

depends on the water flow rate provided here by an

SBE 5M pump. The actual in situ response time of the

HydroC was determined by making use of the signal

recovery after a ZP directly before (at depth) and after

(at surface) each profile. Since the major volume of the

inner gas stream is flushed with zero gas during ZP, the

sensor needs a distinct time to fully reequilibrate to

ambient pCO2 afterward. Following the initial change

after a ZP, which is mostly due to the mixing of the

internal gas volumes (zero gas and equilibrated gas

behind the membrane), the pCO2 increase within the

inner volume is determined only by the permeation of

CO2 from the water through the membrane layer. The

time required for the mixing process is much shorter

than the time constant of the permeation process that

essentially follows first-order kinetics. Therefore, sensor

response time can be assessed by applying an exponen-

tial fit to the signal increase following the short mixing

interval after a ZP using Eq. (3), given as

signal(t)5 (a2 b)e2Dt/t
1 b , (3)

where a is the sensor signal for the well-mixed internal

gas volume during ZP, b is the sensor signal after the

measurement has reequilibrated with ambient pCO2

levels, t is the reciprocal e-folding response time, and Dt

is the relative time domain between a and b. Next, a, b,

and t are derived as fitting parameters by an exponential

fit (nonlinear least squares). This approach provides a

sensor response time for every single measurement

during an upcast, based on the two in situ determi-

nations of the response time in combination with its

determined linear dependence on water temperature.

Further, this approach also accounts for other effects

on sensor response time, such as potential biofouling,

changes in water flow to the membrane, or other phys-

ical effects (e.g., pressure conditioning) on the mem-

brane’s structure that may develop during the course

of a deployment.

A time-lag correction algorithm (Miloshevich et al.

2004) has been applied on carefully smoothed vertical

TABLE 1. Field campaigns conducted and data obtained during 2010 and 2011 that form the basis of this study. Former deployments

(D1–D3) were disregarded, since these were performed with a different float setup, that is, a different pCO2 sensor that showed com-

paratively poor performance and did not allow for the measurement of continuous pCO2 profiles. Duration of and gaps between con-

secutive deployments varied because of limited ship resources on site. The asterisk (*) indicates that the instrument got lost during

deployment for unknown reason and thus no HR data are available for D7.

No. of individual measurements

ID Deployment time No. of profiles Duration (days) T, S, P O2 pCO2

D4 Nov 2010–Jan 2011 44 56 2200 2200 31 223

D5 Jan–Feb 2011 16 21 800 800 17 489

D6 Mar–May 2011 51 65 2550 2550 42 253

D7 May–Jun 2011 12 14 600 600 600*

Total 123 156 6150 6150 91 565
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HR profiles of pCO2 that takes varying response times

of the HydroC with ambient conditions into account. By

knowing sensor behavior and the exact time stamp for

each measurement, one can apply the following model

sequentially to time-lagged data:

UC(t1)5
U

M
(t1)2 [U

M
(t0)e

2Dt/t]

12 e2Dt/t
, (4)

whereUM(t0) is themeasured value at the first time stamp;

UM(t1) is the measured value at the following time stamp;

Dt is the time between t0 and t1; andUC(t1) is the time-lag-

corrected (TLC) measurement at t1, referred to as TLC

data. Tomeet the requirements for the application of such

a correction algorithm, one has to provide a sufficiently

small sampling rate Dt relative to the response time and

expected gradients (Miloshevich et al. 2004). HR data for

pCO2 fulfill these conditions and thus allow a careful

application of this algorithm in order to examine the

performance of pCO2 measurements properly.

Response time of the optode sensor is about an order

of magnitude faster than the HydroC as deployed here

and laboratory experiments also show a distinct de-

pendence of the response time on water temperature

in a stationary setup (H. C. Bittig et al. 2013, un-

published manuscript). However, since an in situ de-

termination of optode response times was not feasible

and the originally recorded optode data (LR data) pro-

vide only an insufficiently short sampling interval, no

TLC data could be derived from these measurements

(refer to section 3c for further details).

e. Reference data

For validation of sensor accuracy and data processing

described in section 2d, independent observations such

as shipborne field tests in case of the HydroC sensor,

hydrocast data in close proximity to float operations,

and a global climatology have been used.

First, a similar HydroC sensor setup was tested during

a hydrographic survey in the equatorial Atlantic in order

to validate the applied correction algorithm on sensor

output. The device was mounted on a CTD rosette

equipped with an O2 sensor (SBE43, Sea-Bird Elec-

tronics Inc.) and multiple upcasts and downcasts were

performed. During the final upcast, discrete water

samples for dissolved inorganic carbon (DIC) and total

alkalinity (TA) were collected. Analysis of these sam-

ples was carried out immediately after sampling by using

automated high-precision analyzing systems [single-

operator multimetabolic analyzer (SOMMA) for DIC,

Johnson et al. (1987); versatile instrument for the de-

termination of titration alkalinity (VINDTA) for TA,

Mintrop et al. (2000)]. Accuracy and precision of these

discrete measurements were assured by regular analysis

of certified reference material (CRM; A. Dickson,

Scripps Institution ofOceanography, La Jolla, California;

Dickson 2010) and duplicate samples, respectively. DIC

(60.9 mmol kg21) and TA (61.9 mmol kg21) measure-

ments were converted into pCO2 for comparison pur-

poses, using the carbonic acid dissociation constants of

Mehrbach et al. (1973) refit by Dickson and Millero

(1987). Because of uncertainties in the used set of con-

stants and in the DIC and TA measurements, the un-

certainty of derived pCO2 reference values is estimated

to be 610 matm (Millero 2007). Additionally, a fully au-

tomated pCO2 measurement system [General Oceanics

(GO),Miami, Florida] based on a spray head equilibrator

and a CO2 analyzer (model 6262, LI-COR Inc.) was op-

erated in parallel during CTD tests. Data reduction

procedures were applied after Pierrot et al. (2009).

Second, for comparison purposes, DIC, TA, and O2

(Winkler method) data from ship expeditions in the vi-

cinity of the study area were used. Furthermore, refer-

ence samples were taken immediately prior to the fourth

and seventh deployment of the float (D4 and D7, re-

spectively) in a distance of less than 100 m to the point of

deployment. DIC and TA samples (500 mL) were pre-

served by poisoning with 100 mL of saturated mercury

chloride solution, and onshore analysis was conducted

following the procedures described above.

Third, float pCO2 data obtained at the surface were

compared with a global climatology (Takahashi et al.

2009) for a qualitative assessment of data reliability for

the respective region and time of year. Climatology data

were extrapolated to the time of float operations while

taking into account an annual mean pCO2 increase of

1.8 matm in the mixed layer in this particular region.

3. Results and discussion

a. CO2 sensor performance

The HydroC CO2 sensor is a newly developed device

that has recently become available for diverse marine

research applications (Fietzek et al. 2011). Hence, this

work provides some of the first field data acquired with

this sensor, being deployed on a demanding platform.

Other field surveys with this sensor (e.g., shipborne un-

derway measurements) demonstrate an overall accuracy

of about 5 matm (P. Fietzek et al. 2013, unpublished

manuscript). In case of measurements at nonequilibrium

conditions caused by, for example, fast and large changes

in water temperature or dissolved gas composition, as

commonly present during profiling applications, accu-

racy might differ and has to be specified for each plat-

form explicitly.
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The use of a membrane-based NDIR sensor on au-

tonomous profiling devices is a rather challenging task in

terms of measurement stability and reliability under the

tight constraints of limited energy resources and steep

temperature gradients that are encountered during verti-

cal profiling. Zero values show only a small and compre-

hensible drift over the course of each deployment, with a

maximum drift rate of 0.15 matm day21, indicating that

the sensor behaves in a stable and rather predictable way

(Fig. 2). Even between consecutive deployments (in-

cluding several weeks of storage without operation), no

major change in the drift behavior was found. Also, for

individual upcasts, the NDIR sensor signal was not

subject to any significant drift. The latter finding is quite

remarkable since during upcasts, the sensor experiences

major changes in temperature and pressure over a very

short time interval (;1.5 h), including a cold start and

warm-up phase prior to each profile. This consistency of

ZPs at surface and depth illustrates a high degree of

sensor robustness and reliability under the encountered

conditions. Temporal stability of the sensor response

slope (span drift) could not be quantified in this study

because of the lack of a postdeployment calibration.

However, a comparison with reference samples shows

no indication for a pronounced drift in the sensor re-

sponse slope (section 3b).

The float enters the euphotic zone several times dur-

ing a deployment. However, it spends about 80% of its

full cycle time beneath it until the next profile starts.

Although such an observational approach is not prone

to major biofouling, adverse effects of this cannot be

fully ruled out. For instance, a growing film of organic

matter on the membrane interface would first and

foremost decrease the membrane’s permeability and

thus slow down the sensor’s response time. In addi-

tion, pCO2 data could be biased because of biological

production/respiration processes in this film. To account

for the former process, in situ sensor response time was

derived after every ZP. Figure 2 presents the observed

in situ response times after each profile at the surface

(black symbols, ks) and prior to each upcast at depth

(gray symbols, kd). At the beginning of D4, this CO2

sensor was deployed in the field the first time and thus

experienced its first cycles of rapid temperature and

hydrostatic pressure changes. The observed decreasing

trends during D4 in both kd and ks seem to be indicative

of a membrane conditioning phase, which has been

observed for membrane-based instrumentation dur-

ing former studies (Marin et al. 1992; Baudot et al. 1999;

McNeil et al. 2006). The elevated scattering of kd (rmse:

21.7 s) compared to ks (rmse: 2.6 s) during D4 is due to

a variable float depth during ZPs. These biased values

have been flagged, and interpolated data points were

used instead for later data processing. At the end of D4,

values of kd and ks approach 230 and 161 s, respectively,

which is the same for the following deployments until

the end of D7.

In contrast to the obvious trends of kd and ks during

the conditioning period, less pronounced trends are

found afterward. Since no overall trend of kd and ks is

observed, the development of a significant organic film

impeding CO2 permeation can be ruled out. The general

FIG. 2. (top) CO2 sensor performance in terms of signal stability

derived from regular ZPs referred to the first ZP signal (being set to

0 matm). The ZPs were carried out for a postcompensation of

sensor drift that had occurred during the course of deployments.

(bottom) In situ response times determined from ZPs. Note: Op-

eration of the CO2 sensor at the beginning of every profile was

slightly changed after D4; therefore, systematic differences be-

tween surface and depth ZPs have slightly changed between D4

and the remaining deployments. Further, data at depth for D7 are

missing because of the loss of the float.
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difference between kd and ks also must be explained in

order to understand CO2 sensor behavior under differ-

ent environmental conditions. Since the kinetic response

time depends first and foremost on the membrane’s

permeability, a distinct temperature dependence as

found for membrane inlets in other studies (McNeil

et al. 2006; Prabhakar et al. 2005) was expected. Indeed,

values for kd and ks from D5 to D7 show a temperature

dependence with ambient water temperature that in-

dicates a linear dependence (Fig. 3). This finding is being

corroborated by laboratory tests performed at various

water temperatures (data not shown here). Data ob-

tained during the D4 conditioning phase initially fall off

this dependency but converge toward and eventually

coincide with it too.

b. CO2 data consistency

Determined in situ response times described in sec-

tion 3a are of a magnitude that causes a pronounced

hysteresis in the recorded raw sensor data. Using its

observed temperature dependence, the sensor’s response

time can be explicitly calculated for each particular

measurement, such that the time-lag correction algo-

rithm described in section 2d can be applied (Fig. 4, right

panel). Raw data are carefully smoothed in the time

domain according to Miloshevich et al. (2004) without

sacrificing much vertical structure (black solid line).

TLC data (red solid line) represent the ambient pCO2

profile.

For the purpose of this study, shipborne field tests

were conducted to demonstrate the feasibility of using

this sensor in a profiling approach in general and to

validate the applicability of the TLC algorithm used.

Figure 4 (left and middle panels) shows the results of

a HydroC sensor, identical to the unit deployed on the

float, being mounted on a CTD rosette sampler while

profiling through the upper 500 m of the water column

with ascent and descent rates of 0.5 and 0.3 m s21, re-

spectively. In contrast to the float’s measurement rou-

tine (right panel, mean ascent rate of 0.06 m s21) where

only upcast data are available, hydrocast data provide

both upcasts and downcasts and therefore allow more

detailed analysis of the sensor’s hysteresis. Recorded

raw data (Dt 5 2s) have been treated similarly to data

obtained by the float, and TLC data were compared for

internal consistency between upcasts and downcasts as

well as with a set of reference samples collected during

the upcasts. Remaining differences between time-lag-

corrected upcasts and downcasts are being amplified in

case of high ascent and descent rates (up to 60 matm, left

panel) and mainly result from (i) an inadequate mod-

eling of the apparent sensor response time (only very

few determinations of ks and kd are available) and (ii)

a relative decrease of the measurement interval Dt

(section 2d) at higher profiling rates. However, slowing

down these rates to 0.3 m s21 (middle panel) already

produces corrected data that have no systematic offset

between upcast and downcast, although deviations still

remain significant (particularly in areas of steep gradi-

ents). Averaged offsets (6rmse) of TLC data between

upcasts and downcasts for both CTD tests were found

to be 10 612.4 matm (0.5 m s21) and 7.9 612 matm

(0.3 m s21), respectively, which provides a significant

improvement compared to non-TLC data (69.8 675.7

and 78.3 682.9 matm, respectively). The observed

overall consistency for upcasts and downcasts after TLC

therefore provides a measure of the quality of data

processing procedures and further indicates an in-

creasing precision with slowing ascent and descent

rates. In case of floatborne pCO2 profiles with very slow

and varying ascent rates and a well-modeled sensor re-

sponse time, the above observed deviations are assumed

to become almost negligible relative to the measure-

ment accuracy.

The assessment of overall pCO2 data accuracy turned

out to be a rather complicated issue. In contrast to un-

derway measurements at the surface, and therefore the

given opportunity to apply established high accuracy

methods as a reference (e.g., Körtzinger et al. 1996;

Pierrot et al. 2009), no direct and in situ reference

FIG. 3. Observed temperature dependence of sensor response

time (ks and kd) during all deployments. Gray open circles highlight

D4 values, since these deviate significantly from the overall de-

pendence observed during remaining deployments. Inadequate

values for kd (D4) due to variable float depth during ZP were ne-

glected. The equation for the straight line and the correlation co-

efficient are given in the lower left.
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measurements with the required accuracy are available

for in situ measurements in the water column. Even

pCO2 values derived from discrete (ex situ)DIC and TA

measurements during CTD tests (upcast) still carry an

estimated uncertainty of 10 matm. Further, deviations

between these measurements at the surface and an op-

erated underway system (GO) during CTD tests are

even above this threshold (Fig. 4, middle panel), pointing

at the inadequate matching of these measurements (in

space and/or time) and thus indicating an insufficient re-

liability for this in situ assessment. Despite these con-

straints, a good overall agreement of TLC data (upcast)

with reference samples was found for both hydrocasts in

areas of flat gradients (212.1 65.7 matm, n 5 10). Ad-

ditionally, fully equilibrated pCO2 sensor data at the

surface directly after an upcast (Fig. 4, middle panel) are

in good agreement with the underway system (within 3

matm). Because of the above-described limitations, ox-

ygen measurements [converted to apparent oxygen

utilization (AOU)] conducted during CTD tests and

float profiles were used to serve as an independent and

qualitative proxy of obtained pCO2 data reliability. In

all three cases (Fig. 4), a strong anticorrelation between

both gases beneath the mixed layer was found even in

the fine vertical structure. These results point at the

validity of the applied algorithm as a robust tool for

postprocessing of obtained float data.

Postprocessing of time-lagged sensor data removed

most of the hysteresis effects; however, other effects on

a different time scale still remain in recorded profiles. In

particular, TLC data within the mixed layer after an

upcast still deviate from final equilibrated values at the

end of each upcast (Fig. 4, middle and right panels). This

effect could not be fully compensated for by time-lag

corrections for pCO2, and thus it must be caused by

other effects on a different time scale. Such effects on

measurements could be due to remaining physicochemi-

cal influences, such as changes in internal headspace gas

FIG. 4. TLC and original vertical pCO2 profiles recorded during the hydrographic survey of research vessel (R/V) Maria S. Merian

(MSM-18/3) with descent rates of (left) 0.5 and (middle) 0.3 m s21. HydroC was mounted on a CTD rosette sampler, reference samples

for pCO2 (DIC and TA) were taken during the upcast, and surface pCO2 measurements were performed with a GO underway system

(pCO2, black crosses). Sensor configuration and ascent and descent rates were changed between the casts (see panels). (right) Float

upcast recorded during D6 with raw and TLC data. AOU data (blue lines, all panels) represent a qualitative consistency check for the

TLC HydroC data. Fully equilibrated (stationary) HydroC sensor signals (red squares, all panels) were achieved after ZPs.
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temperature and pressure during an upcast or a varying

gas matrix composition. The latter might be triggered by

steep O2 gradients in the water column that the sensor

experiences during the ascent. Oxygen shows a fivefold

reduced permeability for polydimethylsiloxane (PDMS)-

type membranes compared to CO2 (Merkel et al. 2000),

and this difference in permeabilities between both gases

may result in transient pressure disequilibria that also

affect the CO2 mole fraction during the matrix re-

equilibration phase. While equilibration of CO2 occurs

faster than the remaining part of the gas matrix, the

measured CO2 mole fraction xCO2 might be affected by

the slow response of O2 equilibration. This effect could

potentially explain observed deviations in the mixed layer

(after the float has passed the oxycline) toward an in-

creased xCO2 in the sample gas. These dynamic processes

at the membrane interface are not fully understood yet,

and further experiments in the laboratory and the field

are needed to fully understand these transient processes.

All recorded pCO2 data during D4 and D7 were

postprocessed following the validated procedures de-

scribed in section 2d. Final data (Fig. 5) were found to be

tightly anticorrelated for the subsurface and most parts

of the surface layers. Some features toward the end of

D7, however, show some decoupling in the surface layer.

High frequency profiling of the float (every 31 h) al-

lowed to resolve dynamic features in the water column,

such as the ventilation of the subsurface layer with low

pCO2 and enhanced O2 concentrations during D4 or en-

hanced supersaturation forO2 and pCO2 at the end ofD7.

To validate TLC pCO2 data at deployments, pCO2

reference data (see section 2e) collected either next to

FIG. 5. Final (top) pCO2 and (bottom) O2 data collected in the vicinity of CVOO. Time series for both parameters are strongly

complementary to each other. Blank areas indicate times when the instrument was refurbished on land–ship for the next deployment.

Note: Rapid change in water column properties between D6 and D7 results from the large distance (;280 nm) between recovery and

redeployment (see Fig. 1).
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the float deployment sites or in the vicinity of CVOO

have been used for comparison purposes. Figure 6 shows

pCO2 data from all four deployments for the surface

layer (;1 dbar, top panel) and for a density layer (26.55

isopycnal, bottom panel) along the float trajectories.

Because of limited sampling capabilities during con-

secutive deployments and recoveries, no highly resolved

vertical profiles for reference samples could be con-

ducted next to float positions. Therefore, only a small

number of surface samples and an even smaller set

of samples from depth are available for comparison.

However, despite lateral displacement all reference

samples, both at the surface and at depth, show a good

agreement with floatborne observations to within the

uncertainty of the calculated pCO2 (610 matm). Fur-

thermore, climatology data for this particular region and

time of year fit well with the seasonal cycle observed by

the float. Minor differences could be due to both ex-

trapolation errors of climatology data (from the refer-

ence year 2000 to the present) and nonclimatological

situations in the field data. Further evidence for robust

measurements over the course of all four deployments is

given by ZPs illustrated in Fig. 2 (top panel) that fol-

lowed a very consistent drift pattern. Even though no

postdeployment calibration could be realized, the overall

agreement with the above named references points at a

consistent signal drift even for the response slope.

Therefore, ZPs provide an appropriate basis for post-

correction of the signal drift encountered during this

study.

In summary, all available reference sources provide

the evidence for reliable pCO2 measurements conducted

by a profiling float for the first time. The estimated ac-

curacy ranged from 10 to 15 matm for the water column

and 5 matm for surface measurements.

c. O2 data consistency

Laboratory-calibrated optode data were treated ac-

cording to the methods described in section 2d but could

not be considered for TLC processing because of in-

adequately coarse (given the sensor’s rather short re-

sponse time) temporal resolution of measurements.

However, the response times of the used optode sensor

(18–23 s) observed during laboratory experiments are

an order of magnitude faster than the HydroC ones.

Thus, an applied time-lag correction would have only an

impact of,2 mmol kg21 on oxygen float data in areas of

steepO2 gradients, as being encountered duringD4–D7.

In absence of such dynamic processes, calibrated optode

measurements at the surface did show, however, a dis-

crepancy in reference samples (see below). Therefore,

the results of the newly developed approach for an in

situ offset correction of biased optode data are being

discussed in the following.

The demonstrated long-term stability of optode-based

O2 measurements on unattended platforms is a major

advantage of this method, although on most autono-

mous applications, such as Argo floats, the long-term

stability of a given sensor cannot be proven easily. As

proposed by Körtzinger et al. (2005), the possibility to

measure atmospheric O2 with the optode sensor can be

used as a means of drift control. In this study, five O2

measurements (quintuplicates) were performed at 90-s

intervals in the surface ocean and the overlying air

FIG. 6. Floatborne pCO2 observations at CVOO for the (top)

surface ocean (;1 dbar, black solid line) and (bottom) 26.55 sigma-

theta isopycnal. Discrete reference samples for pCO2were derived

from DIC and TA measurements taken in the vicinity of the study

area. Climatological pCO2 values were derived from Takahashi

et al. (2009).
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(typically 30 cm above and below the air–sea interface).

The resulting precision (rmse for quintuplicates) was

found to be 3.2 mmol kg21 for O2,air and 0.3 mmol kg21

for corresponding oxygen measurements in the water

(O2,water). Weighted means of these measurements are

shown in Fig. 7. The elevated noise level of atmospheric

O2 is probably due to rough sea conditions and therefore

occasional submersion of the sensor by waves and/or

due to a drying sensor foil while measuring in air.

However, neither a systematic warming of the sensor in

air (due to sunlight) nor a significant cooling (due to

evaporation) has been observed (Fig. 7, top panel). The

detected mean temperature difference for the optode

temperature probe between the surface ocean and at-

mosphere (1.02 60.628C) is therefore assumed to be

real, which is corroborated by land-basedmeasurements

at CVAO.

Calibration-based O2 measurements in air (O2,air)

underestimate calculated O2 levels in air at the sea

surface (O2,air-calc after Garcı́a and Gordon 1992), using

an O2 mixing ratio of 0.20946, and atmospheric pressure

and relative humidity, both measured at CVAO. In case

no atmospheric in situ data from nearbymonitoring sites

are available, one could alsomake use of National Centers

for Environmental Prediction (NCEP) reanalysis data

(Kanamitsu et al. 2002). However, reported uncertainties

in NCEP data (Padin et al. 2007) could negatively affect

the accuracy of computed O2,air-calc and thereby limit this

approach. The offset (DO2) between O2,air and O2,air-calc

over time was then used to postcorrect O2,water, thereby

removing an offset of 25.4 to 26.4 mmol kg21 (rmse:

1.2 mmol kg21) that slightly varied between consecutive

deployments (Fig. 7, middle panel). The change in this

offset is very small and not significant. However,

FIG. 7. Temperature and O2 measurements at the ocean–atmosphere boundary from all four de-

ployments. Shaded areas in all panels give the standard error of the respective property. (top) Tem-

perature readings of the optode sensor in seawater and air as well as air temperature measurements

conducted at CVAO. (middle) Differences between measured O2,air and computed O2,air-calc (see text).

Gray lines indicate mean offset for each deployment. (bottom) Calibrated and drift-corrected O2 satu-

ration levels in the atmosphere (red lines) and in the surface ocean (black lines) with the changing degree

of supersaturation. ReferenceWinkler data (1) were in agreement with corrected optodemeasurements.
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a similar magnitude, sign, and variability of such an

offset between deployment and (re) calibration has been

observed already during other investigations (Bittig

et al. 2012). Taking into account uncertainties of mea-

surements, derived O2,air-calc, and observed stepwise

sensor offset, we estimate an overall accuracy of

2 mmol kg21 for floatborne O2 concentrations in ab-

sence of dynamical effects (e.g., time lag). Derived O2

saturation levels for the topmost part of the mixed layer

match well with independent O2 reference samples (see

Fig. 7, bottom panel). Thus, atmospheric measurements

during the entire float lifetime appear to provide

a valuable tool for in situ drift correction.

Observed O2 disequilibrium at the ocean–atmosphere

interface throughout the deployments (Fig. 7, bottom

panel) points at a variability of O2 that follows a seasonal

pattern and a pronounced variability on shorter time scales

(e.g., days). Slightly supersaturated waters around CVOO

are quite common for this region and even enhanced su-

persaturation (at the end of D7) can be caused by more

productive filaments that are being transported offshore

from the Mauritanian upwelling (Fischer et al. 2009).

4. Conclusions

With a new generation of pCO2 sensors that feature

small dimensions and power requirements as well as

sufficient precision and accuracy, autonomous pCO2

measurements become feasible for autonomous pro-

filing applications. In this study we demonstrated the

capability of such a sensor being mounted on an Argo-

type profiling float for reliable pCO2 measurements in

midterm deployments. First results point at good sta-

bility of measurements, absence of biofouling issues and

reasonably good agreement with reference data (esti-

mated accuracy: 5 matm for surface measurements and

10–15 matm in profiling mode). Because of the slow

sensor response time, a postprocessing of profiling pCO2

data is crucial for obtaining unbiased profiles. Such

a correction algorithm was validated by extended field

tests of the HydroC sensor on a water sampling rosette

and applied successfully to reconstruct ambient pCO2

profiles from time-lagged sensor data. Optode-based O2

measurements made directly at the ocean–atmosphere

boundary provide valuable results for an accurate drift

correction of optode data (within 2 mmol kg21 in ab-

sence of dynamic effects) and therefore enable precise

air–sea gas exchange studies.

Future improvements of the pCO2 sensor, as well as

increasing the pumped water flow on the float platform

by a stronger pump (SBE 5P pump, ;5.4 W instead of

SBE 5M, ;1.8 W), clearly have the potential to further

reduce the sensor’s response time and hence minimize

the magnitude of time-lag correction. Thus, accuracy

and precision of measurements from profiling or moving

platforms can likely be further improved.

Adaption of the presented measurement approach

toward an Argo-like mission without redeployments

could be made possible in the future. The conducted

midterm deployments have demonstrated reliable pCO2

measurements with a comprehensible drift pattern that

could be monitored and accounted for. In addition,

promising ongoing developments of the HydroC toward

reduced sensor size and energy consumption could sig-

nificantly extend possible deployment times. Further

improvements of the NEMO platform, such as higher

battery or sensor payload capacity, also help increase

deployment duration and thereby enable long-term

deployments for this sensor suite. A fair balance be-

tween deployment duration, sampling interval, energy

consumption, and accuracy demands has to be assessed

for future deployment needs.

The feasibility of combined pCO2 and O2 measure-

ments on an autonomous profiling platform has suc-

cessfully been shown within this work, even though new

methodological questions for future investigations have

to be addressed (e.g., potential gas matrix effects on

pCO2 data). However, these results demonstrate the

potential for this type of measurement for future detailed

autonomous investigations of O2 and carbon dynamics

in both the ocean’s interior and the ocean–atmosphere

boundary layer.
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