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ABSTRACT

The initial velocity dispersion of newborn stars is a major unconstrained aspect of star formation theory. Using
near-infrared spectra obtained with the APOGEE spectrograph, we show that the velocity dispersion of young
(1–2 Myr) stars in NGC 1333 is 0.92 ± 0.12 km s−1 after correcting for measurement uncertainties and the
effect of binaries. This velocity dispersion is consistent with the virial velocity of the region and the diffuse
gas velocity dispersion, but significantly larger than the velocity dispersion of the dense, star-forming cores, which
have a subvirial velocity dispersion of 0.5 km s−1. Since the NGC 1333 cluster is dynamically young and deeply
embedded, this measurement provides a strong constraint on the initial velocity dispersion of newly formed stars.
We propose that the difference in velocity dispersion between stars and dense cores may be due to the influence of a
70 µG magnetic field acting on the dense cores or be the signature of a cluster with initial substructure undergoing
global collapse.

Key words: ISM: kinematics and dynamics – stars: kinematics and dynamics – stars: pre-main sequence –
stars: protostars
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1. INTRODUCTION

The initial velocity of a newborn star is one of a few
fundamental stellar properties set by the star formation process;
as such, it can provide powerful constraints on theories and
simulations of star formation. The three-dimensional velocities
of young stars can be assessed by measurements of radial
velocities or proper motions, either of which allows an estimate
of the stellar velocity dispersion, as well as, in principle,
global motions such as expansion/contraction and rotation. The
radial velocities of young stars are particularly useful as these
velocities can be directly compared to the (radial) velocity of
the molecular gas in which they are embedded.

Previous work has shown that dense gas cores (both starless
and hosting protostars) have a lower velocity dispersion than
the diffuse gas in which they are embedded and out of which
these dense cores presumably formed (Walsh et al. 2004;
André et al. 2007; Kirk et al. 2007, 2010; Rosolowsky et al.
2008). In regions that form predominantly low-mass stars, the
dense cores have a typical one-dimensional velocity dispersion
of 0.4–0.5 km s−1.

Studies of the radial velocity of stars in optically revealed
star-forming regions also find that the velocity dispersion of

14 Current address: Department of Physics and Astronomy, Western
Washington University, 516 High Street, Bellingham, WA 98225, USA.

the stars is lower than the diffuse gas in the same region. For
instance, in the Orion Nebula Cluster (ONC) and NGC 2264,
the one-dimensional velocity dispersion of stars is 3–4 km s−1

(Fűrész et al. 2006, 2008; Tobin et al. 2009).
There are important distinctions between the young stellar

velocities measured in the ONC and NGC 2264 and the dense
gas core velocities in nearby low-mass regions. First, the ONC
and NGC 2264 are significantly more massive and have a larger
virial velocity dispersion. Second, the dynamical time in these
regions is short, so although the stars are only 1–3 Myr old, their
velocities may have evolved over 4–12 dynamical times (Tan
et al. 2006). Finally, the fact that one is able to observe these stars
in the optical suggests that they have significantly dispersed their
natal gas, which can profoundly affect the stellar dynamics (e.g.,
Moeckel & Bate 2010). For these reasons the measurements
in optically revealed clusters do not directly reveal the initial
velocity dispersion of new stars.

Covey et al. (2006) used near-infrared spectra of Class I
and flat-spectrum objects within a number of nearby star-
forming regions to show that these young stars have velocity
dispersions similar to, or slightly larger than, the gas in which
they are embedded. The velocity dispersions measured by Covey
et al. (2006) were comparable to the 1.5 km s−1 radial velocity
precision of their observations, however, and thus provide only
an upper limit on the true velocity dispersion of these protostars.
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In a companion paper to this one, Cottaar et al. (2015)
show that the 2–6 Myr old, optically revealed cluster IC 348
has a velocity dispersion of 0.6–0.7 km s−1, which is slightly
supervirial.

Simulations of the dynamical evolution of young clusters
(e.g., Proszkow et al. 2009; Moeckel et al. 2012; Parker & Meyer
2012; Girichidis et al. 2012; Kruijssen et al. 2012) show that the
cluster’s initial conditions can be quickly erased by dynamical
evolution. In Proszkow et al. (2009), for example, two simula-
tions are compared, starting the stars with either a subvirial or a
virial velocity distribution. The subvirial distribution collapses
in size and increases its velocity dispersion within 1.5 Myr.
Stars this young are normally still embedded, so near-infrared
spectroscopy is necessary to measure their stellar properties
and velocities.

Obtaining these high-resolution near-infrared spectra is the
goal of the INfrared Spectra of Young Nebulous Clusters
(IN-SYNC) project (Cottaar et al. 2014), which is measuring
stellar velocities with a precision of ∼0.3 km s−1 for IC 348
(Cottaar et al. 2015) and NGC 1333 in Perseus, as well
as the more massive regions NGC 2264 and Orion A (N.
Da Rio, in preparation). IN-SYNC is an ancillary science
program of the Apache Point Observatory Galactic Evolution
Experiment (APOGEE; Zasowski et al. 2013; S. R. Majewski, in
preparation), part of the third Sloan Digital Sky Survey (SDSS-
III; Gunn et al. 2006; Eisenstein et al. 2011).

The cluster NGC 1333 in Perseus presents us with an excellent
location to compare the velocity dispersion of dense cores and
young stars within a single region. NGC 1333 is young enough to
contain both dense cores and young stars (∼1 Myr; Arnold et al.
2012, and references therein), near enough to resolve the dense
gas cores (∼250 pc; Hirota et al. 2008; Bell et al. 2013; Plunkett
et al. 2013), yet not so massive that the embedded pre-main-
sequence population is rendered inaccessible by dust extinction
even in the near-infrared. NGC 1333 therefore affords us the
opportunity to build a full picture of the velocities of the diffuse
gas, the dense cores, and the young embedded stars within a
single cluster.

2. OBSERVATIONS

2.1. Stellar Data

Spectra were obtained using the APOGEE multiobject spec-
trograph (Wilson et al. 2012). The details of the data reduction
and spectral fitting are presented in Cottaar et al. (2014). In
brief, model spectra from BT-Settl (Allard et al. 2012) spanning
a range of properties are convolved to the resolution of the re-
duced IN-SYNC spectra. The main parameters that are allowed
to vary in fitting the models to the observed spectra are the effec-
tive temperature (Teff), the veiling (rH), the rotational velocity
(v sin i), the surface gravity (log(g)), and the radial velocity (vr )
of the star. Initial parameter uncertainties are estimated from the
Markov Chain Monte Carlo fitting process, although these un-
certainties are then inflated to match the actual epoch-to-epoch
variability seen in the parameters.

IN-SYNC targets in NGC 1333 were chosen from the Cores
to Disks (c2d) Spitzer survey of Perseus (Jørgensen et al. 2006;
Rebull et al. 2007), supplemented with focused surveys of
NGC 1333 (Getman et al. 2002; Gutermuth et al. 2008; Winston
et al. 2009, 2010) and candidate members selected based on
their mid-IR variability from a preliminary analysis of the light
curves obtained in NGC 1333 by the Spitzer YSOVAR program
(Rebull et al. 2014).

Stars from all input surveys were given equal weight when as-
signing targets, and the primary selection criterion was H mag-
nitude. Since the APOGEE spectrograph has a fiber collision
limit of 71′′, we used three distinct plates in order to achieve
nearly complete coverage of bright stars in the center of the
cluster. We prioritized assigning fibers to stars with 7.5 mag <
H < 13.5 mag; this was limited at the faint end by signal-to-noise
ratio (S/N) considerations and at the bright end by the potential
for flux bleeding. Sources with H < 12.5 mag were considered
highest-priority targets, and then fainter sources were used to
fill up a plate. A faint source that was selected for one plate was
prioritized on subsequent plates so as to build up the S/N of
faint stars.

This fiber assignment scheme ensured that only five
NGC 1333 candidate members with H < 13.5 mag were not
assigned a fiber on any of the NGC 1333 fiber plug plates. Oth-
erwise, 141 likely NGC 1333 members with H < 13.5 mag were
assigned fibers on at least one NGC 1333 plate; of these, 107
were assigned fibers on 2 or more plates, with 79, 61, and 58
members assigned at least 3, 4, or 5 fibers across both observing
seasons. The observations are therefore close to complete for
the bright stars in NGC 1333 but are significantly incomplete at
fainter magnitudes and biased against faint stars in the densest
portions of the cluster.

These magnitude limits do not correspond to simple limits
on stellar mass, as the intrinsic H-band luminosity of a star in
NGC 1333 may be significantly affected by extinction, either
local (the envelope around a very young star) or global (from
substructure within the dust and gas in the cluster as a whole).
The former constraint limits the IN-SYNC sample to relatively
older stars. Thus, the vast majority of IN-SYNC stars with a
Gutermuth et al. (2008) classification from Spitzer are Class II
rather than Class I stars simply because local extinction around
Class I stars renders them very faint in H. For the typical 1 Myr
old star in the sample, the H-band magnitude limit of 13.5
corresponds to roughly 0.1 M⊙ (see Section 2.4).

IN-SYNC observations of NGC 1333 include observations of
stars in the “West-End” of Perseus well outside of NGC 1333.
We use a minimal-spanning tree (MST; Gutermuth et al. 2009)
on the positions of candidate protostars in the region to define
a boundary for the cluster. This method shows a break in
the cumulative distribution of span length at 0.◦15, or 0.65 pc.
Cutting the MST at this span length produces a cluster boundary
that corresponds well to what a by-eye identification of the
cluster would provide and corresponds to all stars within the
boundary of the box 51.◦8 < R.A. < 52.◦5 and 31.◦15 <
decl. <31.◦6. Table 1 presents the full list of candidate members
in NGC 1333 used in this survey, not all of which were observed.

2.2. Gas Data

To compare with our stellar velocities, we measure the veloc-
ity and velocity dispersion of the local gas with a combination of
different tracers. These include the 12CO (1–0) and 13CO (1–0)
transitions, which trace relatively low volume-density gas; we
use the data from the COMPLETE Survey (Ridge et al. 2006). In
addition, we use maps from higher critical density transitions in
the central region of the cluster. These maps were obtained from
the James Clerk Maxwell telescope (JCMT) archive and include
12CO, 13CO, and C18O (3–2) from Curtis & Richer (2011). The
velocities of dense cores within NGC 1333 are drawn from the
N2H+(1–0) observations of continuum sources from Kirk et al.
(2007).
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Table 1

Candidate Young Stars in NGC 1333

ObjID 2MASSID R.A. Decl. J H K

(deg.) (deg.) (mag) (mag) (mag)

1 2M03274053+3115392 51.9189 31.2609 8.88 8.68 8.60

2 2M03281101+3117292 52.0459 31.2915 12.44 11.46 11.03

3 2M03281518+3117238 52.0633 31.2900 16.56 15.71 15.19

4 2M03282206+3110429 52.0919 31.1786 13.87 12.61 11.86

5 2M03282839+3116273 52.1183 31.2743 14.62 13.93 13.62

(This table is available in its entirety in machine-readable form.)

2.3. Dust Column Density Map

We have used the publicly available (André et al. 2010)
Herschel data for NGC 1333 to construct a map of the dust
column density over NGC 1333. This map was created from
fitting the Herschel 160–500 µm data with a single-temperature
modified blackbody where the dust opacities at each wavelength
are given by the opacities in Ossenkopf & Henning (1994) for
dust grains with thin ice mantles, rather than assuming a simple
power-law modification of the blackbody spectrum (i.e., taking
a single value of β). Choosing instead to use β = 2, normalized
at 230 GHz (a typical assumption; see Schnee et al. 2010),
produces a dust mass that is 10% greater. For the Ossenkopf
& Henning (1994) model the opacity at 500 µm κ500, is
0.05 cm2 g−1; we assume a gas-to-dust ratio 100:1.

To account for large-scale gradients present in the Herschel
data, the zero point of this map was set by matching the
column densities obtained around the edges of NGC 1333 with
the COMPLETE (Ridge et al. 2006) extinction map based
on Two Micron All Sky Survey (2MASS) photometry. The
COMPLETE extinction map is lower resolution than our new
Herschel column density map (2.′5 versus 36′′), missing structure
evident in the Herschel column density map. Additionally, the
extinction map is also significantly biased at the position of
the cluster by the presence of many embedded red stars. The
Herschel dust column density map, anchored by the reliable (i.e.,
noncluster) portions of the extinction map, therefore provides
the best available tracer of the dust (and therefore gas) mass in
NGC 1333. For comparison, the total mass of the cluster gas
is 20% lower when estimated from the COMPLETE extinction
map rather than the Herschel-derived column density map.

The column density map derived from Herschel is shown in
Figure 1, along with all the stars in the IN-SYNC target catalog;
the stars observed by IN-SYNC are a subset of these objects.

2.4. Selecting a Sample of Stars for Analysis

Table 2 shows the best-fit stellar parameters for all APOGEE
spectra obtained in NGC 1333. For this analysis we have applied
quality criteria to these fits. Specifically, we exclude all spectra
with an S/N < 20 and stars for which the reduced χ2 of the best
model fit was >10, as these spectra lead to unreliable parameter
determinations.

We then trim stars with very low or high rotational velocity
(v sin i < 5 km s−1 or v sin i > 75 km s−1). The former cut
removes only one star, 2M03291184+3121557, which is near
the edge of the cluster and has a velocity far from the cluster
mean; this is likely a contaminating field star. The latter cut
may remove genuine cluster members, typically very early type
stars dominated by hydrogen lines. The large v sin i for these
stars means that they have broad absorption lines; these broad
lines mean that the precision of the radial velocity fit is low,
and therefore the stars exhibit a much broader spread in radial

Figure 1. Column density map of NGC 1333 derived from Herschel data
(grayscale). Red circles show the full IN-SYNC catalog. Fiducial radii are
shown corresponding to the boundary of the dense gas (solid blue line) and the
majority of the stellar population (dashed blue line).

Figure 2. Radial velocity vs. rotational velocity for the stars in NGC 1333
following the S/N and reduced χ2 cuts described in Section 2.4. The abrupt
increase in radial velocity dispersion above 75 km s−1 corresponds to early-type
stars with broad intrinsic line widths; the single star with v sin i < 5 km s−1

is likely a field star. We keep only the intermediate stars (shown in red) for
further analysis.

velocity than stars with more secure fits (see the abrupt increase
in velocity spread in Figure 2).

These cuts on v sin i are similar to the cuts applied in
Cottaar et al. (2015) except that we adopt an upper limit of
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Figure 3. Sample of pre-main-sequence stars in NGC 1333 considered in this study. (a) Spatial distribution of stars, both included (color-coded by radial velocity)
and not included (gray) in the sample based on the quality criteria given in the text. (b) and (c) Stars included and not included, with pre-main-sequence isochrones
in color at 1 (red), 2 (orange), 6 (green), and 10 (blue) Myr and a 1 Gyr main-sequence isochrone (black); all isochrones from Dotter et al. (2008). The diagram of
absolute J magnitude vs. effective temperature shows a relatively tight clustering around 1–2 Myr and is used to exclude noncluster main-sequence stars (denoted with
a star symbol) lying below the 10 Myr isochrone.

Table 2

Fit Parameters for All Observed APOGEE Spectra in NGC 1333

ObjID MJD vr σ v sin i σ Teff σ log g σ rH σ Red-χ2 S/N

(days) (km s−1) (km s−1) (K) (log10 cm s−2)

1 56671.05549 −29.24 0.95 90.48 1.38 6110.00 40.00 3.66 0.05 0.24 0.02 5.4 190

1 56674.05859 −25.11 0.87 99.16 1.50 5850.00 70.00 3.68 0.08 0.06 0.01 9.5 220

1 56563.49856 −29.28 1.20 90.96 1.78 6120.00 50.00 3.74 0.05 0.17 0.02 3.7 160

1 56607.32096 177.85 0.02 0.01 0.58 3890.00 30.00 4.15 0.09 0.00 0.00 551.5 180

1 56561.31439 −28.21 0.67 91.93 1.07 6120.00 30.00 3.70 0.03 0.21 0.01 9.3 280

Note. Fit parameters are the effective temperature (Teff ), the veiling (rH), the rotational velocity (v sin i), the surface gravity (log(g)), and the radial velocity (vr ) of

the star.

(This table is available in its entirety in machine-readable form.)

v sin i = 75 km s−1 rather than 150 km s−1, as this corresponds
to the observed v sin i threshold for dramatically increased radial
velocity scatter in NGC 1333. The poor radial velocity fits for
these hot early-type stars mean that we are unable to make
any conclusive statements about the velocity dispersion at the
high mass/effective temperature end of the distribution. Using
the Dotter et al. (2008) pre-main-sequence isochrones and an
age of 1 Myr (see Figure 3), this cut effectively corresponds to
removing all stars with M � 3.5 M⊙.

We remove all stars from the sample with a radial velocity
uncertainty greater than 1.1 km s−1, as these stars contribute
little information about the velocity dispersion. We also remove
stars with strong radial velocity variability. We estimate this in
the same manner as Cottaar et al. (2015), by calculating the χ2

statistic for the model of constant radial velocity as

χ2 =
∑

i

(vi − µ)2

σ 2
i

, (1)

where vi and σi are the best-fit radial velocity and associated
uncertainty in each epoch, respectively, and µ is the uncertainty-
weighted mean radial velocity. If the probability of obtaining at
least this large a χ2 is less than 10−4, we flag the star as a radial
velocity variable and exclude it from the following velocity
analysis. A total of 6% of stars are flagged as having variable
radial velocities in this fashion.

Finally, after applying these cuts, there are three stars that
lie closer to the main-sequence isochrone than the 1–2 Myr
isochrone where most of the target clusters (see Figure 3(b),
where these three stars are shown with star symbols). These
three stars (2M03290289+3116010, 2M03293476+3129081,

and 2M03295048+3118305) are all candidate members, rather
than confirmed young stars, they are radial velocity outliers,
and two of them lie on the outskirts of the cluster (Figure 3(a));
we therefore conclude that these three stars are most likely
contaminating field stars, rather than genuine members of the
cluster, and we exclude them from further analysis. This leaves
70 stars for the analysis of the cluster’s velocity dispersion.

Table 3 shows the uncertainty-weighted mean parameters for
all stars observed by IN-SYNC, along with how many spectra
were used in the determination and a flag to indicate stars that
were identified as having a variable radial velocity.

For comparison with the gas velocities, we have converted
all stellar heliocentric radial velocities into the velocity frame
of the gas data. This is the kinematical local standard of rest
(LSRK), defined as a solar motion of 20 km s−1 in the direction
of α(J2000), δ(J2000) = (18:03:50.29, +30:00:16.8). No other
velocity correction, such as correction for the gravitational red-
shift (Pasquini et al. 2011) or convective blueshift (Shporer &
Brown 2011), has been applied. These corrections, which ac-
count for the difference between the velocity of the photosphere
and the velocity of the center of mass of the star, are typically
on the order of a few hundred meters per second (although
the convective blueshift is poorly constrained for young stars).
From a comparison with literature results, Cottaar et al. (2014)
estimates that the systematic uncertainty in the absolute zero
point of the IN-SYNC radial velocity system is on the order of
0.5 km s−1.

From the Dotter et al. (2008) isochrones and the age of the
cluster (1–2 Myr) from Figure 3(b), we can assign a mass to
each star based on the effective temperature. The lowest mass
calculated for the Dotter et al. (2008) isochrones is 0.1 M⊙
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Table 3

Average Parameters for All Stars in NGC 1333

ObjID vr σ v sin i σ Teff σ log g σ rH σ absJ nobs ngooda Varb

(km s−1) (km s−1) (K) (log10 cm s−2) (mag)

1 −27.80 0.43 92.94 0.68 6100 20 3.69 0.02 0.15 0.01 2.10 7 4 0

2 9.75 0.10 6.23 0.60 3540 10 3.98 0.03 0.11 0.01 4.50 7 6 0

4 −9.85 2.79 81.74 4.13 6570 30 3.38 0.07 0.33 0.05 3.60 7 6 0

5 · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · 3 0 0

Notes. Fit parameters are the effective temperature (Teff ), the veiling (rH), the rotational velocity (v sin i), the surface gravity (log(g)), and the radial velocity (vr ) of

the star.
a Number of spectra meeting the quality criteria given in the text.
b Binary flag indicating whether the source has a significantly variable radial velocity as defined in the text (1 for variable, 0 for nonvariable).

(This table is available in its entirety in machine-readable form.)

(corresponding to Teff = 3000 K), and we do not see many stars
with temperatures far below this. The mass function (number
of stars per unit mass) increases down to the 0.1 M⊙ limit,
suggesting that we are reasonably sampling the masses down to
0.1 M⊙. We are therefore sampling masses between 3.5 M⊙ and
down to close to the hydrogen-burning limit. We are not sensitive
to the velocity distribution of brown dwarfs or early-type stars.

3. RESULTS

3.1. Stellar Velocity Dispersion

The determination of the intrinsic velocity dispersion of
the young stellar population in NGC 1333 requires two main
corrections. First, the radial velocities of the young stars
have significant and nonuniform uncertainties. Second, the
velocity distribution will be inflated by the presence of binaries,
particularly close binaries. Multiple epochs of radial velocity
data allow for the identification of some binaries, but not all,
particularly since 40% of the stars in our NGC 1333 sample only
have one observation meeting our signal-to-noise ratio (S/N) and
goodness-of-fit criteria.

We take three distinct approaches to infer the intrinsic
velocity dispersion: (1) use the velbin package (Cottaar &
Hénault-Brunet 2014) to model the velocities at all epochs and
the influence of binaries simultaneously, (2) use an outlier-
resistant analytic estimate for the velocity dispersion in the
case of nonuniform uncertainties, and (3) trim all stars with
radial velocity uncertainty greater than 0.5 km s−1 and use
outlier-resistant estimates of the width of the distribution.
Each of these approaches makes different assumptions, so it
is important to check that they produce consistent estimates for
the intrinsic velocity dispersion. For comparison, using just the
sample standard deviation to estimate the width of the velocity
distribution (i.e., ignoring errors and binary contamination)
provides an estimate of 1.1 ± 0.1 km s−1.

We first infer the intrinsic velocity dispersion of NGC 1333
using the velbin package introduced in Cottaar & Hénault-
Brunet (2014). This package generates a large sample of binary
stars, with the mass ratio and orbital properties drawn from
literature values. Specifically, we use the lognormal period
distribution from Raghavan et al. (2010), the nearly flat mass
ratio distribution from Reggiani & Meyer (2013), and the
flat eccentricity distribution from Duchêne & Kraus (2013).
This distribution is then sampled and compared against the
observed velocities and velocity errors from the real data set
to infer the fraction of sources that are binaries and thus
deduce the intrinsic velocity width of NGC 1333’s stars after
accounting for the influence of binaries. The underlying velocity

distribution is assumed to be Gaussian, and so the posterior
probability distribution function is inferred for the center of the
velocity distribution, the intrinsic velocity dispersion, and the
binary fraction.

Figure 4 shows the posterior probability distribution functions
inferred for NGC 1333’s velocity distribution, marginalized over
the fraction of binaries (which is poorly constrained with a
fairly flat posterior distribution between 20% and 70%) and
over both the binary fraction and the central velocity. The
latter posterior probability distribution for the intrinsic velocity
dispersion, σ0, is only slightly asymmetric, with a most likely
value of 0.92 ± 0.12 km s−1 and a 95% credible interval of [0.72,
1.13] km s−1. The central velocity, vcen, is 8.02 ± 0.31 km s−1.
For comparison, the centroid velocity of the 13CO (1–0) gas in
this region ranges from 7 to 9 km s−1 (Quillen et al. 2005).

The correction for binarity is relatively small because we have
data over a three-year baseline and have already removed 6% of
the stars as radial velocity variable (and thus likely binaries; see
Section 2.4). The remaining stars are known not to have a large
radial velocity signature over the three years they were observed
and are therefore likely to either (1) not be in short-period
binaries or (2) not have an edge-on inclination that produces
a large radial velocity signature. Since we marginalize over all
binary fractions in Figure 4, this estimate provides a conservative
estimate for the intrinsic velocity dispersion, σ0. If we fix the
binary fraction at extreme values, we get the following: for a
binary fraction of 80%, σ0 = 0.89 ± 0.09 km s−1; for a binary
fraction of 20%, σ0 = 0.98 ± 0.10 km s−1.

We also consider the effect of a period cutoff on the lognor-
mal period distribution from Raghavan et al. (2010). This has
a small influence since the inferred binary fraction increases/
decreases in order to match the observational constraints. If
the binary fraction is held fixed at 50%, then there is some
sensitivity to adopting period cutoffs. We consider imposing a
cutoff on the maximum period. A semimajor cutoff of 1 AU
provides an estimate of σ0 = 0.98 ± 0.09 km s−1, a semimajor
cutoff of 10 AU gives σ0 = 0.89 ± 0.10 km s−1, and a semima-
jor cutoff of 100 AU (or more) gives σ0 = 0.92 ± 0.10 km s−1.
This behavior is because the binaries that can most increase
our observed velocity dispersion are binaries with intermediate
periods—short-period binaries produce a large radial velocity
signature that is easily ruled out by our multi-epoch observa-
tions, while long-period binaries produce small radial velocity
variations. All these variations are well within our uncertainty
given for σ0. Our estimate of σ0 is therefore relatively robust
against changes in the assumed binary population.

The second estimate for the velocity dispersion considers
binaries as velocity outliers and infers the parameters of the
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Figure 4. Inferred posterior probability distribution from velbin for NGC 1333,
marginalized over the fraction of binaries (top) and marginalized over the
fraction of binaries and the central velocity (bottom). Contours in the top panel
show the 68%, 95%, and 99% credible intervals.

velocity distribution using robust estimators. For this purpose
we use the median and the interquartile range to infer the center
and width of the distribution. A single velocity for each star is
calculated as the weighted mean over all observed epochs, and
a single velocity uncertainty is calculated as the median error
across the epochs. This approach therefore uses less information
than the velbin method.

To account for the nonuniform errors in the epoch-averaged
radial velocity measurements, we adopt the outlier-resistant
estimator given by Ivezić et al. (2014)

σ0 =

√

ζ 2σ 2
G − e2

50, (2)

where σG is the unbiased estimator of σ for a Gaussian based
on the interquartile range:

σG = 0.741(q75 − q25) (3)

and

e50 = median(ei), (4)

ζ =
median(σi)

mean(σi)
, (5)

and

σi =

√

σ 2
G + e2

i − e2
50, (6)

where the errors on individual stellar radial velocities are
denoted as ei. Uncertainties on this estimator are calculated
from bootstrapping (Efron 1979). For the defined sample of
stars in NGC 1333, this estimate of σ0 is 1.04 ± 0.18 km s−1.
This broader confidence interval is indicative of the relative
instability of this estimator for small samples (Ivezić et al. 2014).

Finally, based on the previous estimates of the intrinsic
velocity dispersion, we trim all stars with radial velocity
uncertainty >0.5 km s−1. This allows us to approximate the
errors as roughly uniform (and small, compared to the intrinsic
velocity dispersion) and simply calculate

σ0 =

√

σ 2
r − e2

50, (7)

where σr is some robust estimator of the dispersion. Using
either the median absolute deviation (Muller 2000) or σG for
σr produces comparable results with σ0 = 1.12 ± 0.18 km s−1.
This estimate for the dispersion is actually slightly greater
than the estimate just from the sample standard deviation of
the untrimmed data, as many of the stars with radial velocity
uncertainty between 0.5 and 1.1 km s−1 lie near average velocity.
The uncertainty on this estimate is again fairly large, because
we have significantly reduced the amount of data used in this
estimate. Note that Cottaar et al. (2015) also trim all stars
with radial velocity uncertainty >0.5 km s−1 in their analysis of
IC 348.

The estimates of the intrinsic velocity dispersion of the
stars in NGC 1333 from velbin, the outlier-resistant analytic
estimate, and the velocity dispersion of the error-trimmed
subset are therefore all consistent with one another, within
their relatively large uncertainties. We proceed with the velbin

estimate of σ0 = 0.92 ± 0.12 km s−1, as this estimate uses the
most information.

3.2. Comparison with Low-density Gas

Figure 5 shows the positions and velocities of the dense cores
and IN-SYNC stars compared with the low-density gas tracer,
13CO (1–0), which shows the general cloud gas. The cores and
stars have similar, although not identical, spatial distributions.
The cores have a small velocity dispersion (the one-dimensional
velocity dispersion is 0.51 ± 0.05 km s−1) and are strongly
correlated with the highest-intensity regions of the diffuse gas;
this confirms what other studies have found—dense cores are
not moving ballistically with respect to their surrounding diffuse
gas (Walsh et al. 2004; Kirk et al. 2007, 2010).

The radial velocity errors on the stars would tend to diminish
the appearance of any real correlation between the stellar
velocities and that of the diffuse gas. Nonetheless, the structure
of stars with low radial velocity errors reveals some cases
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Figure 5. Positions and radial velocities of IN-SYNC stars (red) and N2H+ cores (blue; from Kirk et al. 2007) in NGC 1333. Shown in the green color scale is the
intensity of 13CO (1–0) gas integrated over velocity (top left), right ascension (top right), and declination (bottom left). Error bars on the IN-SYNC stars show the 1σ

uncertainty on radial velocity for these stars; the velocity uncertainty on the N2H+ cores is much smaller (typically <0.05 km s−1), and these errors are suppressed for
clarity. The stellar population is contained within a radius of 800′′ (0.97 pc), which is shown in the dotted circle (top left).

where the stars are not well correlated with the diffuse gas.
Comparing the radial velocity of the IN-SYNC stars with
the first moment (i.e., the intensity-weighted mean) of the
emission profile from the cloud gas (both 13CO (1–0) and
C18O (3–2)) along the line of sight toward each of the stars
shows no correlation between the diffuse gas velocity and the
stellar velocity. This lack of a correlation arises because the
first moment of the cloud gas is essentially the same at all
locations in the cluster, while the stars have a broad spread in
radial velocities.

Figure 6 displays the difference between stellar radial velocity
and the centroid (first-moment) velocity of the 13CO (1–0) and
C18O (3–2) gas. In both cases, the mean offset is close to zero,
and the standard deviation of the offsets is roughly 1 km s−1,
which turns out to be comparable with the line width of the
13CO (1–0) gas.

3.3. Comparison of Stellar and
Dense Core Velocity Dispersions

This measurement of the velocity dispersion in NGC 1333
represents the earliest measurement of this quantity.15

NGC 1333 is still actively forming stars, with dense gas cores
that are either starless or host to early (Class 0/I) protostars.
These cores lie in roughly the same spatial area as the young
stars measured by IN-SYNC but have a much tighter velocity
dispersion. Taking only the cores from Kirk et al. (2007) that
lie within our defined spatial boundary, the one-dimensional
velocity dispersion is 0.51 ± 0.05 km s−1.

15 Arguably the stars in the ONC studied by Tobin et al. (2009) are of
comparable age, but owing to its higher mass, the dynamical age (i.e.,
age/dynamical time) of the ONC is significantly greater than the dynamical
age of NGC 1333.

7
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Figure 6. Velocity difference between each star’s radial velocity and the centroid
velocity of 13CO (1–0) (green) and C18O (3–2) (orange) at that position. Five
stars fall outside the region covered by the C18O (3–2) map and are not shown.

Note that the determination of the dense core velocity dis-
persion is not corrected for the effects of binarity. One might
imagine, for instance, that a binary system with separate accre-
tion envelopes could produce a skewed line profile in N2H+.
In the case of two envelopes with high relative velocities, the
N2H+ line profile could separate into two velocity components,
although this situation is indistinguishable from multiple widely
separated cores within the beam along the line of sight.

We can directly compare the velocity dispersion of the
population of dense N2H+ cores and the population of stars
observed with IN-SYNC. Because the two populations lie
in similar positions within the cluster, this comparison is
relating the velocity dispersion of stars just before they form
(presumably stars inherit the systemic velocity of the dense
cores out of which they form) and that about 1–2 Myr after their
birth.

Figure 7 shows the histograms of velocities for dense cores
and stars. The distributions have consistent central velocities
within their uncertainties (vcen(cores) = 7.59 ± 0.09 km s−1,
vcen(stars) = 8.02 ± 0.31 km s−1). Because the stellar distribu-
tion appears broader owing to the significant and nonuniform
uncertainties on the radial velocity determinations, we plot the
Gaussian distributions inferred in Section 3.1, as well as the
simple fit to the velocity distribution. The dense core velocity
dispersion is significantly less broad than the stellar velocity
dispersion inferred with velbin. The dense cores have a simi-
lar velocity dispersion to the line width seen in the dense gas
tracer (C18O (3–2)), but significantly smaller dispersion than the
diffuse gas (C13O (1–0)).

3.4. Virial State of Stars and Cores

The full virial equation for a molecular cloud is

1

2
Ï = 2(T − TS) + M + W, (8)

where Ï denotes the acceleration of the expansion/contraction
of the cloud, T is the kinetic energy of particles and gas within
the cloud, TS is the surface term (surface pressure), M is the
energy in the magnetic field, and W is the gravitational potential
energy. A simple virial analysis normally assumes that one can
neglect the surface term and the magnetic field, and that a cloud’s

Figure 7. Comparison between the radial velocity distributions for N2H+ cores
in NGC 1333 (bottom; from Kirk et al. 2007) and IN-SYNC stars (top). The
stellar histogram is broadened by the errors on the radial velocity determination
(which are negligible for the N2H+ cores). Lines show the inferred width without
accounting for errors (dotted), velbin (solid), and the analytical correction for
nonuniform errors given in the text (dashed). For comparison with the core
velocity dispersion, the average spectra of 13CO (1–0) (green; low-density
tracer) and C18O (orange; high-density tracer) are overplotted on the N2H+ core
velocity distribution, scaled to the amplitude of the core velocity dispersion
distribution. The dotted (green) line shows the line width of 13CO (1–0) with
σ = 1.1 km s−1 as estimated in Section 3.4.

expansion or contraction is not accelerating (Ï = 0) so that

− W = 2T . (9)

Solving this equation for a spherical distribution with a power-
law density distribution, ρ(r) ∝ r−k , gives (see Bertoldi &
McKee 1992) a virial velocity dispersion, σvir, via

σvir =

√

aMG

5R
, (10)

where R is the radius, M is the mass of the region under
consideration, and a is a geometric factor of the order of unity:

a =
1 − k/3

1 − 2k/5
. (11)

Evaluating the virial state NGC 1333 therefore requires
knowledge of the mass of the cluster at a given radius. This mass
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Figure 8. Mass enclosed within a given radius of the center of NGC 1333.
Two different estimates are compared, that from CO (green) and that from
the Herschel dust map (black). The enclosed mass profiles assuming a density
power law ρ ∝ r−1 (constant column density) or ρ ∝ r−2 (normalized to the
dust map at 1.65 pc and 0.6 pc, respectively) are shown in gray; the observed
surface density profile is intermediate between these values. Also shown is the
contribution from stars assuming that every star in the input IN-SYNC catalog
has a mass of 0.5 M⊙ (red line). Vertical lines denote radii of interest.

includes both the gas mass and the stellar mass. The projected
gas distribution (Figure 1) shows significant substructure and
nonazimuthal symmetry, and so estimates of the virial velocity
assuming a smooth distribution will necessarily be only a rough
approximation.

We compare two estimates of the gas mass within NGC 1333.
The first is the mass estimate derived from the Herschel column
density map calculated in Section 2.3. The second is using
the COMPLETE 12CO and 13CO maps to derive the excitation
temperature of the CO and then using the X-factors calculated
for this region by Pineda et al. (2008) to convert the CO intensity
to a total mass. The comparison between these two methods is
shown in Figure 8. The conversion between CO and total mass
depends on relations that were not calibrated in the central region
of NGC 1333, since the extinction map used in the conversion
was unreliable there (Pineda et al. 2008). For this reason, we use
the mass estimated from the Herschel dust column density map,
although the difference between the two profiles is not large.

Figure 8 also shows the enclosed mass for ρ(r) ∝ r−1 and
ρ(r) ∝ r−2 profiles. The observed mass profile is intermediate
between these two simple profiles, matching the k = 1 profile
at radii >0.6 pc, and close to the k = 2 profile at radii <0.6 pc.
This change in profile occurs at the edge of the region of high
column density (i.e., ∼15 mag of AV ) seen in the Herschel
column density map (see Figure 1). The majority of the stellar
population is contained within 800′′ (0.97 pc at a distance of
250 pc), and we use this as the fiducial cluster radius.

IN-SYNC does not provide a complete census of all the stars
in NGC 1333, so an estimate of the total stellar mass from
these data requires significant extrapolation. Our input catalog
contains 205 objects in the region considered. Low-mass regions
such as this one have a typical mean stellar mass of 0.5 M⊙. In
order to show how this mass is distributed in Figure 8, we simply
assign 0.5 M⊙ to every star in the IN-SYNC catalog, giving
a total mass of 102 M⊙. For comparison, Lada et al. (1996)
estimate a total stellar cluster mass of 45 M⊙ over a similar
region to that which is considered here. This is obviously a
fairly rough approximation, but the stellar mass is much smaller

Figure 9. Velocity dispersion of the stars (red circles), dense cores (blue
squares), diffuse gas (13CO (1–0); green), and the expected velocity dispersion
(black) if the cluster were in virial equilibrium (ignoring magnetic fields and
external pressure). The velocity dispersions are shown as a function of Rmax

and are calculated by considering all objects/positions interior to Rmax. Vertical
lines denote radii of interest. Shaded regions and error bars show estimates of
the 1σ uncertainty of these values.

than the gas mass and therefore has relatively little influence on
the virial velocity of the cluster.

The virial velocity given by Equation (10) can be evaluated as
a function of radius. Since the projected mass profile implies that
the true density profile is between ρ(r) ∝ r−2 and ρ(r) ∝ r−1,
we use a single value of ρ(r) ∝ r−1.5 to provide a continuous
value for the virial velocity. This leads to a value of a = 1.25.
We show the result of this calculation in gray in Figure 9, along
with an estimate of the uncertainty, which is dominated by
the systematic uncertainty on the mass estimate, which is a
combination of an uncertain zero point in our column density
map, the uncertain dust emissivity, and our assumption of single
temperature component along the line of sight. We adopt a factor
of two uncertainty on the mass to account for these sources of
uncertainty. The virial velocity takes on a roughly constant value
beyond 0.6 pc (as would be expected for the ρ(r) ∝ r−1 profile,
which is observed at large radii) of σvir = 0.79 ± 0.20 km s−1.

Another estimate of the virial velocity comes from assuming
that the diffuse gas is roughly in virial equilibrium, and therefore
that the virial velocity dispersion of NGC 1333 can be estimated
from the line width of the diffuse gas. As shown in Figure 7,
the line profile for 13CO (1–0) integrated over the cluster region
is non-Gaussian. We adopt the common approach of measuring
the FWHM of the emission and then converting to an (effective)
σ for a Gaussian distribution. The result of measurement as
a function of radius is shown in green in Figure 9. There are
several important caveats with this measurement: the presence
of significant outflow energy and momentum in NGC 1333 (e.g.,
Lefloch et al. 1998; Knee & Sandell 2000; Plunkett et al. 2013)
means that the CO in NGC 1333 may be supervirial; on the
other hand, 13CO (1–0) may not be optically thin, so optical
depth effects may increase the observed line width.

Finally, we can estimate the intrinsic velocity dispersion
for both stars and dense cores, binned within a given radius.
For this purpose we use velbin for the stars and the sample
standard deviation for the cores (as we did in Section 3.1
and Section 3.3 for the full cluster). These measurements are
displayed in Figure 9.

Figure 9 shows that the various estimates of the velocity
dispersion approach constant values beyond about 0.4 pc. Inside
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this radius there is a suggestive dip in all measurements of the
velocity dispersion, although for any individual tracer this is not
a statistically significant decrease. At small radii, neglecting the
surface term, TS , in Equation (8) is obviously incorrect since
the surrounding mass of the cluster gas makes a significant
contribution. Furthermore, it is difficult to interpret the measured
radial velocity of stars at radii smaller than the orbital radii.
Therefore, we take the velocity dispersions measured at large
radii as indicative of the true state of the cluster.

The stellar velocity dispersion of 0.92 ± 0.12 km s−1 is there-
fore consistent with our estimate of the cluster’s virial velocity
(0.79 ± 0.20 km s−1) and the line width of the surrounding dif-
fuse gas (1.1 ± 0.1 km s−1); the dense cores have a velocity
dispersion of 0.51 ± 0.05 km s−1, less than the velocity disper-
sion of the diffuse gas, and consistent with subvirial.

4. DISCUSSION

4.1. Subclusters in NGC 1333

Lada et al. (1996) first noted the bimodal spatial distribution of
young stars in NGC 1333, which exhibits distinct northern and
southern clusters in the stars observable in the near-infrared. The
relatively unbiased survey of Gutermuth et al. (2008) confirmed
the existence of these two subclusters, which can also be seen in
Figure 3(a) as the clusters of stars around declination 31.◦37and
31.◦27, respectively. This clustering is less prominent in Figure 5
since the northern cluster contains fainter stars on average;
fainter stars tend to have larger radial velocity uncertainties
and are therefore suppressed in this figure.

Given the presence of subclusters, does it make sense to
consider the velocity dispersion and virial velocity of the
cluster as a whole? Using the Gutermuth et al. (2008) di-
vision of NGC 1333 into two clusters separated by a dec-
lination of 31.◦3, we use velbin to calculate the vc and σ0

for the northern and southern clusters. For the northern clus-
ter, vc = 7.9 ± 0.42 km s−1 and σ0 = 0.92 ± 0.18 km s−1. For
the southern cluster, vc = 8.1 ± 0.40 km s−1 and σ0 = 0.94 ±
0.15 km s−1. There is thus no detectable kinematic difference
between the two subclusters, and considering them separately
produces roughly the same result for the stellar velocity dis-
persion. We therefore proceed with considering the velocity
dispersion of the full cluster.

4.2. Velocity Gradients in NGC 1333

Quillen et al. (2005) report a velocity gradient in 13CO (1–0)
of 1 km s−1 in the north-south direction across NGC 1333.
However, this gradient is fit in a larger region than we consider
here, extending 15′ further south, and the magnitude of the
gradient is strongly influenced by the substantial blueshift in
emission in the southern portion of their field. The diffuse gas
shown in Figure 5 certainly displays some large-scale structure
but does not appear to exhibit a single consistent gradient. This
is confirmed with higher-excitation CO lines; Bieging et al.
(2014) present CO (2–1) and 13CO (2–1) maps of NGC 1333
and speculate that the patchy variations in centroid velocity seen
in these tracers could be ascribed to a cloud–cloud collision.

We find no statistically significant velocity gradient in the
stellar velocities across NGC 1333. For instance, considering
just a north-south gradient, the best-fit velocity gradient across
the region is −2.9 ± 2.2 km s−1 deg−1 (12.6 ± 9.6 km s−1 pc−1).
Since the area under consideration is one-third of a degree, the
uncertainty on the magnitude of this gradient is on the order of
0.7 km s−1, leaving open the possibility of a gradient that is large

enough to contribute to the observed spread in radial velocities
seen in the region. Ultimately, we rely on the fact that we cover
the same spatial region with our three tracers (diffuse gas, stars,
and dense cores) and assume that any large-scale gradients or
patchy structures affect the three tracers to a similar degree.

4.3. Comparison with Simulations

Proszkow et al. (2009) show that clusters that start with a
subvirial velocity distribution become slightly supervirial as the
cluster collapses, while an initially virial velocity distribution re-
mains roughly constant. Nonspherical elongation of the cluster,
particularly along the line of sight, makes it difficult to dis-
tinguish between the case of subvirial velocity dispersion and
projection effects. Nonetheless, our results are broadly consis-
tent with these simulations that start subvirial and then quickly
become virial.

Offner et al. (2009) examined the velocity dispersion of
young stars in a simulation of turbulent star formation. They
find that star clusters forming in turbulent virialized clouds
naturally begin with subvirial velocity dispersions; however,
these subvirial velocity dispersions persist for one free-fall time.
The dynamical time, tdyn = R/σvir, of NGC 1333 is 1.1 Myr,
so our result is in conflict with this prediction. Furthermore,
the stars in the Offner et al. (2009) simulation retain a strong
correlation with the centroid velocity of the gas in which they are
embedded; our stars show no such correlation. This simulation
seems to predict the behavior of the starless and protostellar
cores traced by N2H+, but not the behavior of the 1–2 Myr old
stars that are observable in the near-infrared.

Both Kruijssen et al. (2012) and Girichidis et al. (2012)
have recently studied the dynamical state of young stars in
simulations. Kruijssen et al. (2012), in simulations with rather
more mass than NGC 1333 (104 M⊙ versus the 103 M⊙ in
NGC 1333), find that after one free-fall time most of the stars
are in subclusters with relatively little gas left, and the stars
are in viral equilibrium. Our study suggests that gas expulsion
does not play a critical role in the virialization of young stars;
the mass of NGC 1333 is still dominated by gas, and yet its
young stars are virialized. Girichidis et al. (2012) study a slightly
earlier stage, when only 20% of the mass is in protostars. In this
study, only the central portions of the cluster are virialized; the
external stars contribute to a subviral velocity distribution for the
cluster as a whole. We see no evidence of this trend; the central
regions and the outskirts of the cluster appear to have a similar
viral state.

4.4. Explaining the Velocity Dispersion Difference

The difference between the 0.92 km s−1 stellar velocity dis-
persion and the 0.5 km s−1 dense core velocity dispersion can
be explained in a number of ways. First, consider the additional
terms in the virial equation that influence the gas and stars dif-
ferently. After their formation, stars will cease to feel both the
external pressure and the magnetic field. Since the dynamical
time of NGC 1333 is 1.1 Myr, it is possible for the velocity
dispersion of 1–2 Myr old stars to evolve subsequent to their
formation.

We first consider the influence of external pressure on the
region. We can calculate the external pressure using the formula
from Lada et al. (2008):

PS = 4.5 × 103φGkA2
V , (12)

where φG is a geometric factor of the order of 1 and AV is
the average column density in the region outside the cloud,
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which we can estimate as 2 mag of AV for NGC 1333 from the
COMPLETE extinction map. The energy due to surface pressure
is simply

TS = 4πR3PS . (13)

Our estimate for TS is therefore 1.3×1045 erg, which is less than
10% of the potential energy in the cluster (|W| = 3.3 × 1046

erg). The external pressure does not seem to be significant.
We cannot estimate the strength of the magnetic field in

NGC 1333 directly, but if we assume that the difference between
the dense core kinetic energy and the energy of the potential well
in which they are embedded comes purely from the magnetic
field, then we can calculate the strength of that field as

M =
B2R3

6
, (14)

which gives B = 66 µG. This is a reasonable strength for the
magnetic field in a region as dense as NGC 1333. Crutcher
(2012) define an empirical relation between the strength of the
magnetic field and the density of a region. For regions denser
than the threshold particle density of n0 = 300 cm−3,

B = B0

(

n

n0

)0.65

, (15)

where B0 = 10 µG. Assuming spherical symmetry, the particle
density, n, of NGC 1333 is roughly 6 × 103cm−3, and thus
B = 70 µG.

Whether a magnetic field of this strength would actually
provide support will depend at least partly on the field’s
morphology. In general, an ordered magnetic field will not
provide support against collapse along magnetic field lines, but
any realistic magnetic field configuration will involve turbulence
translating support against collapse into all directions (see
McKee & Ostriker 2007, and references therein). The exact
details depend on how tangled the magnetic field is and how
much energy density is in large-scale field components; further
investigation with simulations is required.

The diffuse gas has a broader velocity dispersion, and it might
be expected to be more strongly influenced by the magnetic field.
However, the diffuse gas could well be out of virial equilibrium
owing to the injection of energy from outflows from the existing
young stars in NGC 1333.

It is therefore quite possible that NGC 1333 has a magnetic
field strong enough to explain the dense cores’ subvirial motion.
In this picture, the dense cores’ velocities are constrained by the
magnetic field; upon their formation the stars are freed from
the magnetic field and evolve to the velocity dispersion dictated
by gravity.

The most difficult problem with this explanation is that the
young stellar population in NGC 1333 does not seem to be
in the relaxed, centrally condensed configuration expected for
a virialized stellar population. As discussed in Section 4.1, the
stellar population exhibits significant structure in the form of two
subclusters. Furthermore, an analysis of the radial density profile
of the young stars in NGC 1333 by Gutermuth et al. (2008)
finds a flat central surface density profile, which is interpreted
as evidence of very little dynamical evolution.

We consider a second explanation: that the cluster NGC 1333
might be in a state of global collapse. The IN-SYNC stars,
which are older than the current dense cores, therefore formed
when the cluster was more extended than it is today, presum-
ably with an initially subvirial dispersion (like that possessed

by the current dense cores). As the cluster globally collapsed,
the potential energy of the stellar configuration was trans-
formed into additional kinetic energy, rendering the stars dy-
namically hotter than the current population of dense cores.
Cottaar et al. (2015) have recently proposed that IC 348 is
in a state of global collapse based on an independent line
of reasoning. This explanation would therefore lend support
to the idea that young clusters are generally in a state of
global collapse.

In this picture the subvirial velocity dispersion of dense
cores can be explained if dense cores form at the convergent
point of large-sale turbulent flows (Elmegreen 2007; Gong &
Ostriker 2011) or if the cores form from a small number of
velocity-coherent structures (perhaps filaments; Hacar & Tafalla
2011). The dense cores in NGC 1333 do exhibit coherence in
position–velocity space (see top right panel of Figure 5), so this
is a reasonable explanation. If the IN-SYNC stars come from
similarly substructured initial conditions, where those structures
are now undergoing global collapse, then perhaps the stellar
velocity dispersion could be inflated within the substructures
before the substructure is erased. In this model it is unclear
why the stellar subclusters in NGC 1333 have consistent central
velocities; the naı̈ve expectation in the case of global collapse
is that they would have different bulk motions. Additional
modeling of this point is required.

5. CONCLUSIONS

With the aid of the first high-resolution multiobject near-
infrared spectrograph, APOGEE, we have measured, for the
first time, the velocity dispersion of stars in an embedded young
low-mass cluster where the stellar velocity dispersion can be
directly compared with that of the dense star-forming cores and
the diffuse gas in which both are embedded. Our results for
NGC 1333 show that the 1–2 Myr old (Class II, where classi-
fication is possible) stars have an intrinsic velocity dispersion
of 0.92 ± 0.12 km s−1 after correcting for measurement uncer-
tainties and the influence of binaries. The velocity dispersion
of these young stars is significantly greater than the veloc-
ity dispersion of the dense cores (0.51 ± 0.05 km s−1) in the
same region.

Unlike for the dense cores, the stars studied here are moving
ballistically with respect to the low-density gas; there is no
correlation between the two on a point-to-point comparison,
although the mean velocity of the population is the same as
the mean velocity of the diffuse gas and the width of the
velocity distributions are similar. The stellar velocity dispersion
is roughly virial, considering just the gravitational potential
produced by the stars and gas in NGC 1333; in comparison, the
dense core velocity dispersion is subvirial. Two possible (though
not mutually exclusive or exhaustive) explanations for these
results are (1) the presence of a magnetic field with strength of
order 70 µG having a strong influence on the velocity dispersion
of the dense cores, or (2) a globally collapsing cluster with initial
substructure. In both these scenarios, the velocity dispersion
of the stars must increase quickly. Star formation theories
and simulations should strive to reproduce similar velocity
dispersions for young stars roughly 1–2 Myr (∼1–2 tdyn) after
their birth.
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