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Abstract The wall shear stress plays a key role in the

interaction between blood flow and the surrounding tissue.

To obtain quantitative information about this parameter,

velocity measurements are required with sufficient spatial

(and temporal) resolution. We present a methodology for

the determination of the wall shear stress in vivo in the

vitelline network of a chick embryo. Velocity data is

obtained by microscopic particle image velocimetry using

correlation ensemble averaging; the latter is used to

increase the signal-to-noise ratio of the measurements.

The temporal evolution of the pulsatile flow is recon-

structed by sorting the image pairs based on a phase

estimate. From these flow measurements, the wall shear

stress can be derived either directly from the magnitude of

the gradients or from fits to velocity profiles. Both

methods give results that are in good agreement with each

other, while the former method is significantly easier to

implement. For more accurate studies, the full three-

dimensional velocity field may be required. It is demon-

strated how this velocity field can be obtained by scanning

the measurement volume.

1 Introduction

During the development of the circulatory system, blood

flow and vascular changes are strongly coupled. Hemody-

namic forces acting on the blood vessels result in a

constantly changing geometry, due to the plasticity of the

vessel walls. Of these hemodynamic forces, the wall shear

stress (WSS) has seen a strong increase in attention over

the last decade. The endothelial cells that line the inner

wall of blood vessels react in various ways to changes in

the shear stress, e.g. the formation of cilia in low shear

zones (Van der Heiden et al. 2006) and the expression of

certain growth factors (Topper and Gimbrone 1999;

McCormick et al. 2001). These responses are crucial in the

development of the cardiovascular system (Hierck et al.

2008), as well as for the proper functioning of an organism

(Reneman et al. 2006; Resnick et al. 2003). Note that the

underlying mechanisms at cellular level, the so-called

mechano- and chemotransduction, is a topic of current

research, see e.g. Weinbaum et al. (2003) and Janmey and

McCulloch (2007). WSS also plays a role in the etiology of

a number of diseases: for instance, regions with low or

oscillating WSS have been linked to atherosclerosis—the

deposition of vulnerable plaque at the vessel wall (Ku et al.

1985).

While the significance of WSS is well accepted, it is

a notoriously difficult quantity to actually measure

(Vennemann et al. 2007). Conventionally it is estimated,

for instance by assuming that the flow can be described as

Poiseuille flow. Assuming a parabolic flow in a given

vessel, the WSS (s) can then be found using the flow rate

(q), vessel diameter (d) and dynamic viscosity (g):

s ¼
4gq

8pd3
ð1Þ

The value for q can either be estimated from ultrasound

Doppler measurements or from videomicroscopy (by e.g.

measuring the displacement of red blood cells). Obviously,

the validity of the assumptions of Poiseuille flow can be

debated in cardiovascular flows. Effects of pulsatile flow,

C. Poelma (&) � P. Vennemann � R. Lindken � J. Westerweel

Laboratory for Aero and Hydrodynamics,

Delft University of Technology, Leeghwaterstraat 21,

2628 CA Delft, The Netherlands

e-mail: C.Poelma@tudelft.nl

123

Exp Fluids (2008) 45:703–713

DOI 10.1007/s00348-008-0476-6



expressed in the Womersley number a ¼ d
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2pfq=g
p

(with

f the frequency of pulsation and q the fluid density), are

ignored. A high value of a results in a flattening of the

velocity profile (Batchelor 1974; McDonald 1974).

Similarly, it is assumed that the flow after e.g. a

bifurcation instantaneously returns to parabolic flow. The

entrance effects, expressed in the required length needed

for development of a parabolic flow profile (L/D, with D

the vessel diameter), are dependent on the Reynolds

number (White 2007). In combination with a strongly

curved geometry this can lead to asymmetric flow profiles

that deviate significantly from the classic parabola

(Vennemann et al. 2006a). Finally, all hemorheological

aspects are ignored in the equation above: it is well-known

that the formed elements of the blood (especially the red

blood cells) are not distributed homogeneously over the

vessel diameter (Popel and Johnson 2005). Due to for

instance the so-called Fahræus-Lindqvist effect the

viscosity can vary over the profile. This effect becomes

more relevant when the vessel diameter approaches the size

of individual red blood cells (with a typical size of

6–8 lm). Additionally, blood exhibits shear-thinning

behavior (Chien 1970).

An alternative to Eq. 1 is to use the definition of the

WSS, i.e. the derivative of the fluid velocity u perpendic-

ular to the vessel wall (represented as wall-normal unit

vector n):

s ¼ g
ou

on
ð2Þ

This seemingly straightforward approach does not need

the assumptions of Poiseuille flow. However, it requires

very detailed flow velocity measurements close to the wall

in order to estimate the spatial derivative. In the current

study, we investigate the possibilities of such accurate

measurements in vivo in the so-called vitelline network of

a chick embryo (see Fig. 1) using micro-PIV. The extra-

embryonic vitelline network1 ensures that nutrients from

the yolk sac are transported to the embryo. Chick embryos

are a commonly used model system for the early

development of the human cardiovascular system, as it

closely mimics the development of the human heart and

circulation. The chick embryo, and in particular the

vitelline network, is an accessible system to study the

formation and adaptation of vessels (vasculogenesis,

angiogenesis, etc.). Examples of these studies include

the role of flow on the differentiation between arteries and

veins (Le Noble et al. 2004) and the influence of cardiac

inflow on the morphogenesis of the heart (Hogers et al.

1997). Both these studies relied on a qualitative

description of the flow, i.e. flow visualization. While

this gives valuable insight in the mechanisms at hand, it

limits a more exact modeling. A previous study of the

cardiac cycle of an embryonic heart (Vennemann et al.

2006a) showed that in vivo blood flow measurements

using micro-PIV can greatly contribute to a more

quantitative understanding.

Recently, a similar study of the flow in the chick vitel-

line network has been published by Lee et al. (2007). In

this study, the authors used red blood cells as flow tracers.

This approach assumes that these red blood cells follow the

flow of plasma accurately—an assumption that will most

likely not be valid in the case of the small blood vessels

under consideration (Vennemann et al. 2007). For an

approximation of the the mean flow rate, tracking red blood

cells at the centerline is acceptable. For detailed velocity

estimates near the wall, as required for Eq. 2, this method

may not give accurate results: Sugii et al. (2005) have

shown in vitro that there is a velocity difference between

red blood cells and plasma. The current study provides a

refinement by using small fluorescent tracer particles.

Furthermore, we will focus on shear stress measurements

and show the possibilities of three-dimensional flow

measurements.

Fig. 1 A chick embryo (Hamburger and Hamilton stage 15, approx-

imately 50 h after incubation) showing the extra-embryonic blood

vessels that form an intricate network through the yolk sac around the

embryo. This network, known as the vitelline system, transports

nutrients from the yolk to the growing embryo (adapted from

Vennemann et al. 2006a)

1 The vitelline network consists of the left and right omphalo-

mesenteric arteries and the anterior and posterior omphalo-mesenteric

veins. For a detailed description and biological background, we refer

to Bellairs and Osmond (2005).
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2 Methodology

2.1 Materials

Fertilized chicken eggs (Gallus gallus) are incubated until

they reach developmental stage HH 18 (Hamburger and

Hamilton 1951), corresponding to approximately three

days. A small window is carefully removed from the egg

shell to allow optical access to the embryo. During mea-

surements, the egg is kept at a constant temperature of 37�C.

The egg is placed under a combined stereo/mono fluores-

cence microscope (Leica MZ 16 FA), as shown in Fig. 2.

The stereo mode is used for preparation of the experiments

only, e.g. for tracer injection. The microscope is fitted with a

PCO Sensicam QE camera (1,376 9 1,040 pixels, using

2 9 2 binning) and an apochromatic objective with

59 magnification (Leica FluoCombi III). Illumination is

done with a diode-pumped Nd:YLF laser (New Wave

Pegasus). Note that the motivation of using this laser was the

relatively long pulse duration (40 ns), which increases the

yield of the fluorescent dye in the tracer particles by a factor

of 2 to 3 as compared to a conventional Nd:YAG laser. The

facility is controlled using a PC running DaVis 7 (LaVision

GmbH), which is also used for data acquisition and storage.

As tracer particles, 1 lm polystyrene spheres are used

containing a fluorescent dye (Rhodamine 6G, Microparti-

cles GmbH). Due to a poly-ethylene glycol (PEG) coating,

the particles are bio-inert or ‘stealth’: they are circulating

throughout the embryo without any detectable adverse

effects for the duration of several hours. Penetration of the

endothelial layer is minimal, so that they do not enter the

yolk. The particles are neutrally buoyant and have a (Stokes)

response time smaller than 1 ls, indicating that they are

expected to follow even the fastest fluid fluctuations. The

particles are injected, suspended in a phosphate-buffered

saline (PBS) solution, in one of the vitelline veins by means

of a micro injector system and a glass micro needle with a tip

diameter of a 5–10 lm. The total injection volume, calcu-

lated a posteriori from the observed tracer particle image

density, never exceeded 0.1 ll. This is small enough to

avoid significant effects for the cardiovascular system

(Wagman et al. 1990). The effect of the tracer particles on

the viscosity—the effective viscosity of the suspension, see

e.g. Landau and Lifshitz (1987)—is negligible due to the

low volume fraction: 0.02% based on a total circulation

volume at this stage of 40 ll (Kind 1975). Within a few

minutes, the tracer particles are distributed over all vessels

both inside and outside the embryo.

2.2 Recording strategy and work-flow

Ideally, the measurements should be able to document the

transient phenomena of the pulsatile flow, which has a

typical frequency of 2 Hz. The data rate of the measure-

ment system is (depending on the recording method),

typically 10 Hz. This would mean that only 5 frames per

cycle can be obtained. An additional complication is the

fact that the image quality is not optimal (see Fig. 3 for an

example raw PIV image). Due to the blurring effect of out-

of-focus tissue and a lack of tracer particles, initial PIV

results had insufficient quality. Typical values for the tracer

particle density (estimated by visual inspection of a series

of raw images) were 0.003 particle/pixel. Adding more

particles would be possible, but then the injection volume

might become large enough to start influencing the cardiac

performance.

To overcome this complication, it was decided to use the

following strategy: (1) data is recorded continuously, (2)

the cardiac phase is determined for each image pair, (3) the

image pairs are sorted based on their phase, (4) an

ensemble correlation average is calculated for each phase

group. This approach results in an increase both in data

quality and in (reconstructed) temporal resolution. With an

ensemble of n image pairs, the effective tracer particle

density in the ensemble correlation increases by a factor n.

This ensemble averaging approach assumes that the flow is

quasi-stationary and that cycle-to-cycle differences are

small. This is checked post hoc in two steps: movements of

the embryo are detected and, if possible, corrected in an

image registration step to ensure a similar field-of-view.

Changes in the temporal velocity pattern are evaluated in

the image sorting step. More detail about the work-flow,

including these two steps, is given below and the process is

shown schematically in Fig. 4.
Fig. 2 Schematic representation (not to scale) of the measurement

set-up. See text for details
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2.2.1 Image recording

Typically 1,000 image pairs are recorded for each mea-

surement. These measurements are not phase-locked with

the heart beat. Phase-locking is possible, as shown by

Vennemann et al. (2006b), using e.g. a Doppler ultrasound

velocimeter to trigger the PIV acquisition at a given

moment in the cycle. However, this would have increased

the measurement time by an order of magnitude, as only

one image pair per cardiac cycle (which typically lasts

0.5 s) can be recorded. In this case, changes in the embryo

could no longer be ignored during recording data sets of

sufficient length. Additionally, setting up the ultrasound

probe is very time-consuming.

The data acquisition can be done either using single-

frame images at 20 Hz (‘cinematographic’) or at 10 Hz

using double-frame images (‘cross-correlation’ mode). The

latter has the obvious advantage that the delay time

between the laser pulses (DT) can be varied, while it is

fixed at DT = 1/20 s in the former. The choice for the

recording mode depends on the magnification and the spe-

cific vessel network under consideration. In practice the

10 Hz recording rate of the double-frame mode was found

to be sufficient to determine the cardiac phase (discussed

below), so this more flexible recording mode is used. The

value of DT is optimized so that the maximum displace-

ment of the tracer particles at the peak of the velocity cycle

(systole) was 10–12 pixels. Increasing the value of DT not

only leads to larger tracer displacements, but obviously

also to larger absolute differences in the displacement

within each interrogation area (see Westerweel 2008 for a

discussion). The latter are found to be the limiting factor

for good PIV results in the current experiment.2 Typical

values for DT of 3,000–5,000 ls were found to yield good

results. Note that for each experiment a single DT is used

that is a compromise to get good results throughout the

entire cardiac cycle. Because at the moment of recording it

is not known which velocities are to be expected, imple-

menting a varying, optimized DT for each image pair is

not feasible (this is in contrast to the aforementioned

phase-locked measurements using a Doppler ultrasound

velocimeter).

2.2.2 Image registration

The data acquisition of one measurement takes approxi-

mately 2 min. During this time, the embryo occasionally

moves slightly. Therefore, image registration is needed to

compensate for these movements. The first image is used as

reference image and all subsequent images are mapped

onto this image. To determine the required image trans-

formation, the disparity between the images is determined

Fig. 3 Example of a raw image

(left) and a close-up of the

image after subtraction of the

mean image (right). The gray

values have been inverted for

clarity

Fig. 4 Schematic representation of the workflow, see text for details

2 The quality of the PIV result was judged by the number of outliers

in the final result inside the vessels only (i.e. disregarding vectors

inside tissue); the percentage of outliers was less than 5%.
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by local cross-correlation using 96 9 96 pixels interroga-

tion windows with 50% overlap, covering the entire raw

image (Willert 1997). Note that the tracer particles do not

contribute to this particular cross-correlation analysis, as

their location is completely uncorrelated due to the rela-

tively large time separation between the image pairs.

A second-order polynomial fit is performed using this

disparity data. Subsequently, the image is corrected using

an affine transformation based on this polynomial fit. In

general, the corrections needed were small (i.e. a uniform

translation of one or two pixels). Nevertheless, this step is

critical for the determination of the average gray value

image that will be subtracted from each image before PIV

processing. This subtraction effectively removes bright

spots mainly caused by clusters of tracer particles that

occasionally adhere to the vessel walls during the mea-

surement (see Fig. 3).

2.2.3 Phase determination

The phase of each image pair is determined by evaluating

the displacement in a relatively large interrogation area

(96 9 96 pixels or larger if needed), similar to the

approach used by Vennemann et al. (2006b). The location

of the interrogation area is chosen within a large vessel, so

that a strong signal (or dynamic range, to be more precise)

is expected. While such a large interrogation area will yield

information that is a spatial average over a relatively large

region, it provides us with a robust estimate of the dis-

placement. During the cardiac cycle, only one ‘peak’ in the

blood velocity is expected. As can be seen in Fig. 5, this

peak (systole) can clearly be observed. The figure shows

the displacement (in arbitrary units) in a large region in a

series of image pairs. The circles denoted the detected local

maxima in the signal. To refine the estimate of the location

of the maximum, a three-point peak fit is applied.

For some experiments, no clear result could be obtained

using this method (due to either a lower image quality or

very high spatial gradients). As an alternative approach, the

height (rather than the location) of the displacement peak

in the cross-correlation result can be used. For larger dis-

placements, the correlation peak will be lower due to in-

plane loss of tracer pairs (Keane and Adrian 1992).

Therefore, the reciprocal value of the correlation peak

height can be used as alternative for the displacement.

2.2.4 Image sorting

Once the locations of the maxima have been determined, a

value of the phase / is assigned to each image pair. This

phase corresponds to the location within the cardiac cycle,

with / = 0 corresponding to systole. For each image pair,

the location of the nearest maxima are determined. Sub-

sequently, the phase is determined by interpolation

between / = 0 and / = 1 (which represent the positions

of the two nearest maxima). This method compensates for

small changes in the heart beat rate which would otherwise

severely complicate the ensemble-averaging procedure.

Once the phases have been assigned to the image pairs,

they are grouped: all image pairs with a phase /i\ /

\/i+1 are assigned to group i. The choice for the group

spacing is a compromise between temporal resolution and

the required number of images. From analyzing a large

data of 5,000 images with varying group spacing, it was

found that ten phase groups are sufficient to capture the

characteristic cardiac cycle. For similar conditions,

Vennemann et al. (2006a) found that 50 image pairs per

group gave good results (while more image pairs hardly

improved the results). This means that for each experiment,

at least 500 image pairs are required.

The resulting phase assignments are also checked for

any irregularities (either due to e.g. arrhythmia or resulting

from a spurious phase estimation), by evaluating the vari-

ation of the distance between maxima. Data sets were only

used if these irregularities were absent, so that quasi-peri-

odicity could safely be assumed.

2.2.5 Ensemble-averaging particle image velocimetry

The velocity is calculated for each phase group using an in-

house PIV code. In this code, the cross-correlation data for

each interrogation location are averaged (rather than the

velocity fields) for all image pairs in each group; this

results in a higher signal-to-noise ratio (Meinhart et al.

2000). The analysis is repeated in three iterations, each

with a smaller interrogation area size (typically 64 9 64,
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Fig. 5 ‘Quick-and-dirty’ displacement estimation for the image

series and detected maxima (circles)
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32 9 32 and 16 9 16 pixels, 50% overlap). The final

interrogation area size—i.e. spatial resolution—depends on

the data quality and total number of image pairs available.

In between these steps, the data is validated and smoothed

to reduce the influence of outliers during the iterations. The

average of all images (also shown in the background of

Fig. 8) is used to define a mask using a simple gray value

threshold. This avoids spurious vectors outside of the

vessels, but also shortens the calculation time significantly.

Additionally, the mask can be used for visualization

purposes.

Figure 6 shows the convergence of the ensemble aver-

aging process for three different experiments. In this graph

the differences between results obtained using i and i-1

image pairs are shown. The average of the absolute devi-

ation of all vectors in the measurement domain is

calculated for each image pair that is added to the ensemble

average. In the figure it can be seen that after 30–40 image

pairs, adding extra measurement data to the ensemble

average leads to changes in the displacement that are

typically less than 0.05 pixel per vector. Note that typical

displacements are of the order of 5–10 pixels, so that the

variations are of the order of 1%.

2.2.6 Post-processing

The velocity vector fields resulting from the ensemble-PIV

procedure are validated using the universal outlier detec-

tion algorithm as described by Westerweel and Scarano

(2005). Missing data, maximally a few percent of the total

vector field in the masked area, is filled using bi-linear

interpolation. The last part of the post-processing consists

of the calculation of the local wall shear stress, described in

the following section.

2.3 Calculation of the wall shear stress

For the wall shear stress, the most conventional approach is

to fit a flow profile to the data along a line perpendicular to

the flow direction. Note that this reduces to Eq. 1 when a

parabolic function is chosen for the fit. For the Reynolds and

Womersley numbers of the flows under investigation, this

choice can easily be defended (Re\ 1, Wo &0.2, using

l = 0.003 Pa s, d = 100 lm, f = 2 Hz and V = 1 mm/s as

typical values for the largest vessels). The low Reynolds

number will also lead to negligible short inlet lengths, as

these scale as L/D & 0.06Re for laminar flows (p. 347

White 2007). Nevertheless, we encounter complications

with this approach: to obtain values for the shear stress

along a curved vessel, we need to first find the orientation of

the vessel. This will then allow us to transform the data from

their original measurement coordinate system (a cartesian

coordinate system, expressed in PIV interrogation locations

x and y) to a coordinate system that is aligned with the

vessel orientation (cylindrical coordinates, r for radial

position and s for downstream distance). Figure 7 sche-

matically shows these two coordinate systems. Finding the

(local) coordinate transformation may seem trivial for a

single, straight blood vessel—it reduces to a simple rota-

tion. In practice, no standard automatic tools are available

that can handle data of curved vessels with diameter

changes and bifurcations (as seen in Figs. 8, 9). The only

reliable method to achieve the wall-normal velocity pro-

files is to manually specify the orientation. Obviously, this
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Fig. 6 Convergence of the data as a function of the number of image

pairs for three different experiments; shown is the average difference

in pixels between vector fields using i and i-1 image pairs for the

ensemble correlation

Fig. 7 The measurement coordinate system and the local vessel

geometry coordinate system
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limits a systematic analysis of significant amount of data. A

further complication results from the fact that the orienta-

tion in e.g. bifurcations cannot be defined easily.

As an alternative, a method is introduced to find the wall

shear stress that only uses the data on the cartesian mea-

surement coordinate system. In this method, the wall shear

stress is derived directly from the measurement data using

its definition, Eq. 2. On first sight, this would lead to the

same problem as mentioned above: we still need the ori-

entation of the wall-normal vector n, which is also required

to find the streamwise component u of the velocity vector.

However, with two assumptions, this problem can be

circumvented:

1. The flow close to the vessel wall can be assumed to be

parallel to the wall. Therefore, the magnitude of the

velocity vector will be equal to the streamwise

component, i.e. u &vabs = (vx
2
+ vy

2)1/2.

2. The flow can be assumed to be fully developed, as is

evident from the negligible inlet lengths. This means

that the derivatives in the wall-normal direction are

significantly larger than the streamwise derivatives. In

other words: the gradient vector will be dominated by

the wall normal contribution.

As a consequence, the gradient required for the wall

shear stress can be estimated from the magnitude of the

spatial gradient:

ou

on
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

oðv2x þ v2yÞ
1=2

dx

 !2

þ
oðv2x þ v2yÞ

1=2

dy

 !2
v

u

u

t ð3Þ

The advantage of Eq. 3 is that it uses the measurement

coordinate system, rather than the significantly more

complex system based on the local vessel geometry. In

this study, Eq. 3 is evaluated using a central difference

scheme. One drawback of this method is that the sign of the

WSS is lost. The sign of the WSS can be relevant in the

case of temporary flow reversal or backflow at the wall. In

the current case, visual inspection of the velocity fields

showed no such events. In later developmental stages,

these may become relevant and sign information may be

required. The proposed total gradient method can be

extended to provide the sign information, for instance by

specifying the orientation angle of each blood vessel

segment. This way, the gradient can be calculated in the

flow coordinate system, rather than the magnitude only, so

that the sign is conserved. However, this will require either

user input or some more sophisticated image processing to

find the medial axis of each vessel segment.

2.4 Extension to three-dimensions: scanning PIV

While the vitelline network is mostly confined to a plane,

there still may be three-dimensional effects (e.g. vessels

that cross over each other). For a true quantitative study,

e.g. to study perfusion, it may be necessary to document

more than a single measurement plane. The methodology

described above can easily be extended to a three-dimen-

sional technique by repeating the steps at different

z-locations. This is implemented using the computer-

controlled translation stage of the microscope. The spacing

between the z-locations (dz = 12 lm) is chosen to be

comparable to the correlation depth of the measurement

system (Olsen and Adrian 2000). This way, oversampling

in the z direction is avoided, as only particles within the

correlation depth contribute to the correlation result. Note
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that the translation only takes place after the complete

series of images has been recorded in a plane. The data is

processed in an identical manner as the two-dimensional

case. By visual inspection of the images, it is ensured that

the embryo has not moved (this would result in a ‘kink’ in

the reconstructed 3D data). Data sets with show any signs

of movement are discarded.

The same reasoning as used for the derivation of Eq. 3

holds for the three-dimensional case. Extending the equa-

tion to incorporate the additional derivative ði.e. o � � � =ozÞ
is straightforward.

3 Results and discussion

3.1 Single-plane measurements

Two examples of snapshots (both at peak systole, / = 0)

are shown in Figs. 8 and 9. Figure 8 shows a distal region

using 69 magnification. As background of the figure the

average raw image is shown to visualize the tortuous net-

work geometry. The data is masked using a threshold of the

velocity/displacement in this case,3 rather than a mask

based on the average raw image. The spatial resolution (i.e.

vector spacing) of this measurement is approximately

13 lm, with a total field-of-view of 1.5 9 1.1 mm2. These

results were obtained with a final PIV iteration using 12

9 12 pixel interrogation areas and 50% overlap. Figure 9

was obtained using 189 magnification and shows a larger

vitelline artery with a number of bifurcations. In this figure,

the total derivative—as obtained using Eq. 3—is shown as

false colors at the location of the wall. The location of the

wall is approximated by using a threshold of the velocity.

The vector spacing is approximately 12 lm, with a

0.49 9 0.37 mm2 field-of-view. Here a final PIV iteration

with 32 9 32 pixel interrogation areas with 50% overlap

was used. As can be seen, the threefold increase in mag-

nification did not result in a similar increase in resolution.

With a higher magnification, larger interrogation areas are

needed to ensure a sufficient number of tracer particles in

each area. A higher spatial resolution can be achieved by

increasing either the number density of tracers particles or

the total number of image pairs acquired.

To give an indication of the temporal and spatial reso-

lution, Fig. 10 shows the evolution of the velocity

throughout the cardiac cycle along a line as indicated in

Fig. 9. To emphasize the periodic nature of this data, the

cycle is repeated three times.

As mentioned in Sect. 2.3, the local wall shear stress can

be determined from this data in two ways: by means of a fit

to the velocity profile or directly from the total gradient at

the wall. In the first method, a parabolic fit is used to

determine both the location of the walls and the derivative

at these points. The location of the wall—obtained from the

zero-crossing of the fit—is more or less constant during

the cycle, with a standard deviation of the order of 1 lm.

The location of the wall can here be determined with

greater accuracy than can be obtained by means of the

thresholding method described earlier—the resolution of

the latter is limited to the vector spacing (12–13 lm).4 The

lack of variation in the location of the wall indicates that

vessel compliance does not play a role in the blood vessels

under investigation.

The results for the calculated gradients are shown in

Fig. 11; again, the cycle is repeated three times to highlight

the periodic character. Also shown in this figure is data

obtained directly from the total gradients at the wall

(cf. Fig. 9). The agreement between the two methods is

good, except for the underestimation of the maximum by

15% (total gradient method compared to the profile method).

Similar agreement was found for other profiles. Most likely,

the underestimation is due to the fact that the spatial reso-

lution is still insufficient for a more accurate determination

of the gradients. The profile method uses more data points

(typically 10–15, compared to the 3 for a central difference

scheme), with higher signal-to-noise ratios due to the larger

displacements away from the wall. Therefore, an overesti-

mation of the profile method seems unlikely.

Despite the small underestimation, the total gradient

method is significantly more efficient and easier to
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Fig. 10 Evolution of the velocity along the line indicated in Fig. 9.

For clarity, the cycle is repeated three times

3 By trial and error, we found that a tracer particle displacement of

0.2 pixel is a good threshold for most measurements; this corresponds

to 0.03 and 0.02 mm/s for Figs. 8 and 9.

4 In theory, also the thresholding method could achieve a higher

resolution for the wall location by interpolation, but measurement

noise prevents this in practice.
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implement than the profile-fitting method. The latter pro-

cess is rather laborious due to the complex geometry of the

vitelline network. Note that Fig. 11 reports the shear rate,

rather than the actual wall shear stress. To obtain the WSS,

the data in the figure needs to be multiplied with the vis-

cosity. For the viscosity of blood, usually a value of 3 9

10-3 Pa s is used. The exact value depends on numerous

parameters, including developmental stage and blood vessel

diameter. Furthermore, the viscosity is dependent on the

shear rate. With a known constitutive equation, incorporat-

ing the effects of shear thinning in themethod based on Eq. 2

is straightforward. For the scope of this study, however, we

assume that local differences in the WSS are dominated by

changes in the gradients, rather than changes in the viscosity.

3.2 Scanning measurements

Figure 12 shows a visualization of the reconstructed three-

dimensional velocity field obtained in a scanning mea-

surement. The same vessel network is used as shown in

Fig. 9. Note that the orientation has been rotated by 90� for

visualization purposes. Sixteen planes are measured with a

vertical spacing dz = 12 lm, comparable to the in-plane

resolution. In the figure, an isosurface is shown of

0.3 pixels total displacement. For this visualization, the

data has been smoothened twice by means of a 3 9 3

median filter to reduce the noise level. In theory, an iso-

surface of zero displacement would visualize the location

of the vessel walls. However, the noise in the measure-

ments close to the wall prevents this exact method. Note

that the value of 0.3 is still small compared to the maxi-

mum values (8–10 pixels at the centerline of the big

vessels). Some streamlines have been calculated by inte-

grating the (mean) velocity field to indicate the general

flow pattern. The large middle vessel as seen in Fig. 12

extends beyond the measured z range, hence the missing

‘ceiling’ of the vessel. The smaller, ‘vertical’ vessel on the

left-hand-side is only present in four vertical planes. This

highlights the need of such three-dimensional measure-

ments if transport phenomena in these vessel networks are

to be studied quantitatively. Even though parts of the

vessels are missing in Fig. 12, estimating the flow, wall

shear stress or other parameters can be done with more

confidence than based on single plane measurements. For

instance, a two-dimensional fit using a slice of a vessel

perpendicular to the main flow direction (see e.g. Fig. 13)

will give a more reliable estimate than one based on a one-

dimensional profile. For the latter, it is usually implicitly

assumed that it is taken in the midplane of the vessel (thus

capturing the maximum of the flow). With the scanning

measurement results, this uncertainty is obviously

removed: the data shown in Fig. 9, for instance, has been

selected from the total set of measurements and was found

to be the center plane of the large vessel.

The vitelline arteries and veins are more or less aligned

with the measurement plane, so most of the displacement

is expected to be in-plane. Ideally, all three velocity
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Fig. 11 The gradient at the wall as a function of the cardiac phase.

Circles represent data obtained from a fit to the velocity profile (cf.

Fig. 10.); squares represent data obtained directly from the total

gradient

Fig. 12 Three-dimensional visualization of the data obtained from a

scanning PIV measurement. Shown is an isosurface of 0.3 pixel

displacement at / = 0.1. Some streamlines have been calculated to

indicate the general flow pattern. Note that the orientation has been

rotated by 90� with respect to Fig. 9
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components would be available. This can be achieved by

e.g. stereoscopic micro-PIV (Lindken et al. 2006). How-

ever, in the current experiment an accurate calibration as

required by this technique was difficult to achieve with the

time-sensitive measurements. Alternatively, one could

estimate all three velocity components from the current

3D–2C data using the continuity equation, as demonstrated

by e.g. Bown et al. (2007). We are intending to use this

approach in future studies.

3.3 Repeatability

For physiological studies, it is important that the experiment

can be repeated after a certain amount of time. During and

in between measurements, the embryo needs to be kept at a

constant temperature by (partially) immersing them in a

constant temperature water bath. Furthermore, they should

be properly sealed to avoid excessive evaporation of fluids.

By doing so, we managed to repeat the experiments as

shown in Fig. 8 (with the same embryo and field-of-view)

after intervals of 60 min up to 7 h. A small portion of tracer

material is lost due to adhesion to the endothelium, but extra

tracer particles can easily be injected if needed. Therefore,

the methodology described in this manuscript is suitable for

the study of physiological changes - either due to devel-

opment or due to mechanical or chemical intervention.

4 Conclusions and outlook

Using microscopic particle image velocimetry, it is possi-

ble to determine the local wall shear stress in vivo in a

repeatable manner. This is done by first reconstructing

instantaneous blood flow velocity fields using correlation

ensemble averaging PIV in combination with a phase-

sorting algorithm. From these velocity fields, the shear

stress can be derived in two methods: either from a fit to

the velocity profile along the vessel diameter or from the

total gradient. The former is difficult to automate due to the

complex geometry of the vascular network. The latter is

computationally much more efficient and easy to imple-

ment. Both methods give comparable results, except for an

underestimation by 15% at peak systole for the total gra-

dient method. Most likely, this is caused by an insufficient

spatial resolution of the velocity field. Despite the under-

estimation, the total gradient technique will be useful in the

study of the interaction between hemodynamics and the

surrounding tissue. Especially in complex segments (e.g.

bifurcations), fitting a velocity profile is not practical, while

the total gradient method provides detailed, local infor-

mation with a typical resolution of 12 9 12 lm2.

We intend to use the technique described in this paper to

perform quantitative studies of the effect of mechanical

and/or biochemical interventions in the vitelline network.

For such a quantitative analysis, we need the three-

dimensional velocity field, rather than a single measure-

ment plane. As shown in this manuscript, a scanning micro

PIV measurement can provide this information.

While we have here applied the technique to the vitel-

line network, many other applications are possible. Any

flow with optical access can in principle be measured, as

long as tracer particles can be introduced. Within the

chick embryo, the chorioallantoic membrane is another

commonly-used model system for the study of e.g. angio-

genetic processes (Borges et al. 2003). Other applications

include perfusion and vascularization studies in tumors

using skinfolds in mice (Lehr et al. 1993). A final example

of a challenging application is the study of retinal angio-

genesis and hemodynamics (Gariano and Gardner 2005).
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