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In Vivo Measurement of the Brain and Skull
Resistivities Using an EIT-Based Method and

Realistic Models for the Head
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Fernando Lopes da Silva

Abstract—In vivo measurements of equivalent resistivities of
skull ( skull) and brain ( brain) are performed for six subjects
using an electric impedance tomography (EIT)-based method and
realistic models for the head.

The classical boundary element method (BEM) formulation
for EIT is very time consuming. However, the application of the
Sherman–Morrison formula reduces the computation time by
a factor of 5. Using an optimal point distribution in the BEM
model to optimize its accuracy, decreasing systematic errors of
numerical origin, is important because cost functions are shallow.
Results demonstrate that skull brain is more likely to be within
20 and 50 rather than equal to the commonly accepted value of
80. The variation in brain(average= 301 
 cm SD = 13%)
and skull(average= 12230 
 cm SD = 18%) is decreased
by half, when compared with the results using the sphere model,
showing that the correction for geometry errors is essential to
obtain realistic estimations. However, a factor of 2.4 may still
exist between values of skull brain corresponding to different
subjects. Earlier results show the necessity of calibrating brain

and skull by measuring themin vivo for each subject, in order to
decrease errors associated with the electroencephalogram inverse
problem. We show that the proposed method is suited to this goal.

Index Terms—Electric impedance tomography (EIT), electrical
resistivities, electroencephalogram inverse problem (EEG IP), re-
alistic models.

I. INTRODUCTION

T HE INVERSE problem (IP) of electroencephalogram
(EEG) aims to determine the sources inside the brain

that best explain the electrical potentials measured on the
surface of the scalp [4]. The determination of the sources is
made through the use of mathematical models ([5]–[8]) which
describe the head as an electrical conductor. In this way, the
knowledge of the electrical resistivities of the tissues of the
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head must be knowna priori, and it is known that the solution
to the EEG IP is highly dependent on the values taken for
these parameters ([9]–[15]). The first attempts to measure the
electrical resistivities of the tissues [16] were madein vitro and
often using samples taken from animals. These experiments
presented several pitfalls. The tissues were taken from their
natural environment and it is known that the death of the tissue
induces changes in its electrical properties. On the other hand,
values obtained from animal tissues are by no means sufficient
since it is known that even within the human tissues the vari-
ability of the electrical resistivities is high. In fact, the tissues
are inhomogeneous and anisotropic and, therefore, differences
in the measured resistivity accompanying variations in the
orientation of the cells in the tissue are to be expected. This is
the case in, e.g., brain tissue in which the measured resistivity
is different if transversal or longitudinal fibers are considered.
Also, the resistivity of the tissues depends on factors such as
the water content, which might generate a change in the resis-
tivity during measurement. Physiological processes might also
induce changes in the electrical resistivity of tissues. Finally,
true intersubject variations [2] in the measured conductivity are
to be expected due to the natural variation of the tissues from
individual to individual. As a consequence, the values presented
in literature for the electrical resistivities show a wide range of
variation and there might be a factor of 7 between the minimum
and maximum resisitivity values reported for a certain tissue
[17]. In the past years, several studies have been performed to
try to estimatein vivo the electrical resistivities of the head
tissues ([18]–[21]). In particular, Oostendorpet al. [18] used
the boundary element method (BEM) to estimate the equivalent
electrical resistivities of brain, skull, and scalp. However, since
the numerical accuracy of the BEM is highly dependent on the
skull-to-brain resistivity ratio, as well as on the way the nodes
are distributed among the several compartments [22], the use
of BEM is susceptible to introduce systematic errors in the
estimation of this ratio. Furthermore, this accuracy dependence,
which was not considered in previous studies, is different for
EEG and for electric impedance tomography (EIT).

In the present work,in vivo measurements of the electrical
resistivities of brain , skull , and scalp
are performed for six different subjects, using the approaches
described in ([2] and [3]). However, different from [2], realistic
models, instead of spherical models, are used to describe the
head and the BEM is used to solve the forward problem of EIT.
In order to avoid biased estimations of the electrical resistiv-
ities, a thorough study is performed to determine the optimal
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conditions yielding the lowest possible BEM numerical error
for EIT. Furthermore, the mathematical problem of using the
BEM for many combinations of electrical resistivities, although
using the same geometry is analyzed and optimized using the
Sherman–Morrison–Woodbury formula.

II. M ETHODS

A. The EIT Method

The application of the EIT method to compute equivalent
electrical resistivities using spherical models for the head has
already been demonstrated in [2] and [3]. In this paper, the same
method is applied using realistic models for the head. However,
when dealing with the IP of EIT, the adjustment of the con-
ductivities in each iterative step implies that the system matrix
must be recomputed, contrary to what happens in the case of the
EEG IP where only the right-hand side varies. In computational
terms, this becomes extremely time consuming. To overcome
this problem, the Sherman–Morrison–Woodbury formula [23]
is used to avoid the bulk recomputation of the system matrix in
each iterative step.

1) The Forward Problem Calculation Using BEM:In the
BEM formulation [5], [7], [24], [25], the volume conductor is
described by a set of homogeneous, isotropic, and noninter-
secting compartments of arbitrary shape, each one characterized
by a certain electrical conductivity. It is considered that there
are no sources inside the volume and the electrical current en-
ters or leaves the conductor only through electrodes placed on
the outer surface. In this study, the volume conductor consists
of three nested compartments representing, from outer to inner
compartment, scalp, skull, and brain [see Fig. 1(a)]. In this case,
the potential generated on a certain pointon the surface of the
conductor by an injected current density will be given by
the integral equation [26]

(1)
where

is the conductivity of the outer compartment;
is the inner conductivity of compartment;
is the outer conductivity of compartment;
is the surface delimiting compartment;
is the normal to surface ;
is the solid angle of the elemental surface as seen
from .

Furthermore, the BEM approach assumes the discretization
of the surfaces into a set of triangles whose vertices are the nodes
of the surface. When the potential is linearly interpolated over
triangles, the potential measured on a certain nodeof surface

is written as

(2)

(a)

(b)

Fig. 1. (a) Schematic representation of the volume conductor used in the
BEM formulation for EIT. It is composed of three isotropic and homogeneous
compartments representing, respectively, from the outside to the inside, scalp
(S ), skull (S ), and brain(S ). Each compartment is characterized by an
inner (� ) and outer(� ) conductivity. CurrentJ is injected and extracted
on surface electrodes. (b) Schematic representation of the procedure used for
the computation of the current density. Given a triangle defined by vertices
~r , ~r , and~r , the current density is obtained from the computation of
the area correspondent to a shrunken version (black triangle) of the original
triangle defined by vertices~y , ~y , and~y .

where
is the number of nodes of surface;

is the linearly weighted solid angle viewed from
on surface , of the direct neighboring trian-

gles of point on surface [5];

and are the integrals of over the sur-
face element , respectively, associated to in-
jection electrode 1 and 2. It is defined according
to [5] as (3) (shown at bottom of the next page)
where , , and are the corners of the injec-
tion electrode [see Fig. 1(b)] with respect to the
view point , is the solid angle seen from
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point with respect to the injection electrode,
and the integrals are defined in [5];
is the current density at triangle j of surface
where . The original triangle is shrunk
by a factor of 0.9 and the current density is cal-
culated over the area of the new triangle [see
Fig. 1(b)] to avoid singularity problems on (3)
when the view point is coincident with one of
the three corners.

After some manipulations, (2) can be written in matrix form as

(4)

where
is the system matrix containing the equation
dependence on the electrical conductivities.is the
total number of nodes of the three surfaces and each
matrix element is defined as

(5)

is the column vector containing the potential
values;
is the matrix containing the integrals , where

;
is the column vector containing the current den-
sity values.

Since the solution of (4) is determined up to an arbitrary con-
stant, the system matrix has to be deflated to obtain unique-
ness. In this paper, the deflated matrix is defined as

(6)

where is an vector defined as

...

(7)

2) The IP Calculation Using BEM:The IP of EIT is solved
through the minimization of the cost function defined in [3] and
assuming, as in previous studies ([2], [3], [18]), that

Cost (8)

where
runs over the number of measuring electrode pairs;
runs over the number of injection electrode pairs;
is the potential measured by electrode pairand gen-
erated by injection electrode pair;

is the potential predicted on measuring electrode pair
and generated by injection electrode pair.

The forward problem of EIT must be solved in order to obtain
the model potential . This is accomplished through the so-
lution of (4) in order to find . However, the adjustment of the
electrical conductivities implies the recomputation of the system
matrix and the solution of (4) for each one of the iterations,
which increases enormously the computational burden. In order
to simplify this task, attention was focused on the simplifica-
tion of matrix , containing the dependence on the electrical
conductivities. It can be shown (see Appendix A), making use
of matrices (A.2)–(A.10) and the identities in (A.13), that the
system matrix can be written as

(9)

where
is the system matrix with and the conductivity dif-
ferences set to unity;
is the diagonal matrix defined as

diag

(10)

where and each constant is,
respectively, repeated , , and times;
is the diagonal matrix defined as

diag

(11)

where each constant is, respectively, repeated, ,
and times.

The constants , , and are the number of nodes of
surfaces , , and , corresponding to scalp, skull, and brain
and their sum equals the total number of nodes. The parame-
ters , , and are, respectively, the inner conductivities of
scalp, skull, and brain.

The decomposition of matrix , as presented in (9), allows
the optimization of the computation of since the geomet-
rical integrals are stored in memory, thus being computed only
once. Furthermore, the Sherman–Morrison–Woodbury formula
can be applied to (9) as follows. In the case that the solutionof
a general system of equations has already been found,
then the solution to the new system of equations is
found through the application of the Sherman–Morrison–Wood-
bury formula if can be written as

(12)

where
and are arbitrary column vectors containing the

changes to matrix ;
L is the rank of the update matrix of ;

and are invertible matrices.

(3)
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The solution of the disturbed system of equationsis found
from the original solution through the formula [23]

(13)

where
is an matrix, the columns of which are vectors

, defined as the solutions to the set of equations

(14)

where ranges from 0 to ;
is the solution to the system of equations

(15)

given that
is an matrix defined as

(16)

is an matrix, the columns of which are vectors
;

is the identity matrix.
We apply this formula to the deflated system matrix, de-

fined as in (6), and to the deflated system matrix with unit con-
ductivity differences defined as

(17)

where is the vector defined in (6).
In order to apply (12), (9) is rewritten in terms of the deflated

versions of and as

(18)

where and are defined as in (10) and (11), respectively.
Manipulating (18), one arrives at

(19)

where
is an column vector with its element
equal to 1 and the other elements are 0;
is an column vector where the ele-
ment is equal to and the other elements are 0

...

...

element (20)

where

(21)

;

is an column vector defined as

...

...

...

(22)

Apart from , this formulation is equivalent to the formula-
tion of the Sherman–Morrison formula, as shown in (12).

At each of the iterations of the minimization procedure, the
change of matrix is of rank . Furthermore, there
is an additional complication caused by the diagonal matrix,
which also changes when the electrical conductivities are ad-
justed. However, its computation is quite straightforward and its
effect is to add a multiplication factor to the columns of matrix

. The application of the Sherman–Morrison formula requires
the definition of matrices , , and .

is the matrix in which the columns are the
vectors and where . Vectors are
the solutions to the equations

(23)

where and ;
is the matrix in which the columns are the

vectors , where and . The
explicit form of is given by

...

. . . . . . . . . . . . . . . . . . .

. . .
...

. . . . . . . . . . . . . . . . . . .

.

.

.

.

.

.

.

.

.

.

.

.

.

. . .

.

.

.

.

.

.

.

.

.

.

.

.

.

...

(24)

where and ;
is the matrix defined as

(25)

The explicit form of is given by (26) and (27) at bottom
of the next page and is the th component of the vector

as defined previously.
The vectors and are found from the following equations:

(28)

(29)
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Afterwards, the solution to (4) is found by the following
expression:

(30)

where is the solution to the undisturbed system.
The advantage of the application of the Sherman–Morrison

formula is to reduce the size of the matrix to be inverted with
the consequent saving of computation time. In fact, from the
initial situation implying the bulk recomputation and inversion
of matrix , which is , we are left with the computa-
tion and inversion of matrix , which is . The sim-
ulations regarding the minimization of the numerical error as-
sociated to the EIT BEM model showed that, for a given total
number of discretization points, the optimal condition is attained
when more than 50% of the points are allocated to the skin (see
Section IV). Thus, in this situation an effective reduction in the
computation time is obtained by the application of the Sherman–
Morrison formula. In these circumstances, the computation time
on a Pentium PC with a 200-MHz CPU and 128 MB of RAM
was approximately equal to 3 h.

B. The Head Model

The head was described using a set of three nested compart-
ments, representing, respectively, the scalp, the skull, and the
brain. The shape of the compartments was derived from the
segmentation of brain, skull, and scalp obtained from the MRI
scans of each patient. For five of the subjects, the segmentation
was obtained using the automatic method described in [27]. For
Subject 5, segmentation was obtained using Curry Version 3.0
(Neuroscan, El Paso, TX), since the results obtained with the
aforementioned method were not entirely satisfactory in what
regards the shape of the brain, skull, and scalp compartments as
well as the skull thickness.

The point distribution among the three surfaces depends on
the conditions yielding the lowest numerical error associated
with the BEM model. This corresponds to allocate 60% of the
points to the scalp, 30% of the points to the skull, and 10% of
the points to the brain (see Section IV). A local refinement of
the grid was applied around the injection electrodes, in the case

of the EIT method, since it increased BEMs numerical accu-
racy (see Section IV). The total number of points used in the
discretization of the three surfaces was set approximately equal
to 3000.

III. D ATA ACQUISITION

The same data as in [2] were used in the present study. The
data acquisition from six normal subjects was performed using
the Omega MEG/EEG system (CTF Systems Inc., Vancouver,
BC, Canada), with 64 electrodes positioned according to the ex-
tended 10–20 system. Electrode positions were determined ac-
cording to the method described in [28]. Current was injected on
a pair of electrodes while measuring the potential distribution on
the remaining sensors, this procedure being repeated for several
injection pairs. As explained in [2] the injection and extracting
electrodes were positioned with a maximum separation in be-
tween them, and the reference electrode located approximately
halfway between injection and extracting electrodes. Further-
more, the injection–extraction electrode pairs were chosen to
cover the entire perimeter of the head and their number varied
between seven and ten.

The current generator was fed with a sinusoidal signal of
60 Hz and 10 V pp and produced an electric current with the
same frequency and wave shape, having an intensity of 10A
root mean square. Data were acquired at a rate of 1250 Hz,
using on-line high and low-pass filters at 0.16 and 300 Hz,
respectively. Epochs of 105 s were recorded for each injection
pair, each epoch consisting of 32 trials of 3.28 s, recorded
in sequence. Data preprocessing was performed according to
Appendix B. To reduce bias in the estimated conductivities, it
was decided to calibrate the EEG amplifiers with respect to a
reference channel, just before each experiment. For that pur-
pose, the same signal was fed to all channels and the resulting
potentials were used to compute relative calibration factors
as follows:

(31)

where

...
...

...

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . .

...
...

. . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

(26)

where

(27)
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is the channel index;
is the time sample index;
is the total number of samples;
is the signal measured on channel, time sample ;
is the signal measured on the channel used as calibra-
tion reference, at time sample.

IV. RESULTS

A. Numerical Accuracy of the BEM Model

In order to study the accuracy of the BEM model, several
simulations were performed where the results obtained by the
analytic spherical model were compared with the BEM results,
obtained using triangulated spheres derived from the analytic
spherical model. The goal was to find the best distribution of
surface points for a certain constant value of the total number of
points. An error quantity was defined as

(32)

where
runs over the number of current injection electrode
pairs;
runs over the number of measuring electrode pairs;
is the potential computed according to the analytic
model [3] generated by current injection pairon
measuring electrode pair;
is the potential computed according to the BEM
model, generated by current injection pairon
measuring electrode pair;
is a multiplication factor computed in order to mini-
mize (32) and it is defined as

(33)

The goal of the parameter is to eliminate the global scaling
error. In the EIT IP, this type of error only influences the absolute
values of the resistivities but not the resistivity ratio. In the EEG
IP, it would only influence the source strength.

The fraction of points allocated to the brain (fb), skull (fsk),
and scalp (fsc) was varied, while the total number of points
was kept approximately equal to 1600. The results shown here
were obtained using flat triangles and linear interpolation for the
potential [5].

The behavior of the error is represented in Fig. 2(a). The op-
timal situation is characterized by , , and

, where the optimal situation is considered to be the
one that corresponds to the lowest error as well as to the flat-
test error function, the latter very important to avoid biased esti-
mations of , , and . Several other situa-
tions are also plotted for comparison. In particular, it can be seen
that the error behavior in the case of the optimal point distribu-
tion is better than in the case of the situations characterized by

40%, 30% and 30%, 40%. In fact, for small ratios
the error is much better and for higher ratios it is only slightly
worse, the overall behavior being less biased. This finding is

particularly important if it is considered that the latter point dis-
tributions, assuming that the total number of points is approx-
imately equally distributed among the three compartments, are
often used in BEM computations. The fact that the minimiza-
tion of implies that most points are allocated to the scalp and
skull agrees with the fact that more points have to be taken into
account in the areas where the potential gradients are steeper
(scalp in the case of the EIT) in order to obtain a good numer-
ical accuracy. The effect of performing a local refinement of the
grid of points was also investigated in a series of simulations
where only the optimal point distribution, as obtained from the
previous simulations, was considered. The local refinement of
the grid was applied around the injection electrodes and several
values for the refinement distance (triangles within refinement
distance from the refinement centre were subdivided in four sub-
triangles) were tested. The total number of points was again kept
approximately equal to 1600. The results for the best situation
in terms of error behavior are shown in Fig. 2(b) (“With refine-
ment” curve) and the results corresponding to the case where
no refinement is applied (“Without refinement” curve) are also
shown for comparison. According to the results, the application
of local refinement both decreases the error amplitude and im-
proves the shape of the error function by flattening it. Therefore,
it should be used in the computation of , , and

in order to avoid biased estimations of these parameters.
The results regarding the variation of the refinement distance,
keeping the total number of points constant, showed that if the
refinement distance is too small (e.g., 0.5 cm) then the improve-
ment in error behavior is small. This is due to the fact that in
order to keep the total number of points constant, the meshes
have to be coarsened in the regions away from the refinement
area. If the latter is too small, then it is the effect of coarsening
the meshes that determines the error behavior.

The results of the behavior of , with set to 1 (thus ac-
counting for the total error), showed that the optimal situation
is also obtained for , , and .
Therefore, this distribution not only minimizes the error asso-
ciated to the resistivity ratio but also the error associated to the
absolute resistivity values.

The results obtained using curved triangles were similar to
the ones shown here. Since the use of this type of surface inter-
polation implies the increase in the computation time, it was not
considered worthwhile to use it in the resistivity estimations.

B. Resistivity Estimation

For each subject, the equivalent electrical resistivities were
computed using the EIT method. Local refinement was applied
around the injection electrodes and the refinement distance is
varied in such a way that the total number of points used in the
BEM model (approximately 3000 points) is comparable among
subjects. The obtained results are presented in Table I and
the behavior of the cost functions is represented in Fig. 3. In
Table II, the average values and the relative standard deviations
associated to , , and are presented. The
relative standard deviation is defined as

(34)
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(a)

(b)

Fig. 2. (a) Plot of the numerical error� as a function of� =� . Several situations, characterized by different fractions of scalp (fsc) and skull (fsk) points,
are represented for comparison with the optimal situation (thick line). The latter is obtained forfsc = 60% andfsk = 30%. The first number in the legend is the
total number of points used in the BEM model. (b) Plot of the numerical error� as a function of� =� for the case where no local refinement is applied
(Without refinement) and for the case where it is applied (With refinement). The total number of points used in the BEM model in the two situations is, respectively,
equal to 1577 and 1554. The fraction of points in scalp, skull, and brain is, respectively, equal to 60%, 30%, and 10% and the refinement distance is equal to 2 cm.

where

(35)

In (35), can be identified with , , or
and runs over the number of subjects.

In Fig. 4, a scatterplot of against is presented
containing data from the six subjects. The same scatterplot ob-
tained using the spherical model [2] is represented in the same
graph for comparison.

Fig. 3 shows that for five of the subjects, the minima of the
cost functions are approximately located in the same range

of values of . The cost function of Subject 6
is characterized by a steeper and slightly lower minimum.
In Table I, it is seen that for Subjects 1 to 5 the values
of , , and are very similar and, in
particular, the variability in the resistivity of the skull is
small. The results regarding Subject 6 differ slightly from
those obtained for the other subjects such that the values
concerning and are slightly lower. The
observation of Fig. 4 allows the comparison between the
variability in the values of and for spherical
[2] and realistic models. It can be seen that there is a clear
trend of decrease in the variation (ratio between maximum
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TABLE I
RESISTIVITY ESTIMATIONS OBTAINED WITH THE EIT METHOD USING

REALISTIC MODELS. IN THE COLUMN SPECIFYING THE SUBJECTS,
THE INFORMATION IN BETWEEN BRACKETS GIVES THE GENDER

(M—MALE, F—FEMALE) AND AGE OF THESUBJECTS

Fig. 3. Plot of the EIT cost functions for all subjects. The symbolmeans
that the corresponding cost functions were shifted downwards in order to plot
all cost functions in the same scale. The maximum applied shift was�7% in
the case of Subject 1.

and minimum values) of and when using realistic
models. Taking as an example the values of , in the case
of the spherical model the variation is even slightly higher
than a factor of 2. In the case of the realistic models, this
variation decreases to a factor of 1.75 if Subject 6 is included
or to a factor of 1.19 if Subject 6 is not included.

V. DISCUSSION ANDCONCLUSION

The EEG IP is very dependent on the electrical properties of
the volume conductor. In particular, when dealing with BEM
models (where only the equivalent electric resistivities of each
compartment need to be considered) the value of
is very important in determining the final solution [12]. Sev-
eral recent studies [29], [30] have been focused on the effect of
correctly modeling the skull resistivity on source location and

TABLE II
AVERAGE VALUES OF� =� , � , AND � COMPUTED FROM

THE RESULTS CORRESPONDENT TO THESIX SUBJECTS. IN ADDITION,
THE CORRESPONDENTRELATIVE STANDARD DEVIATION (SD) IS

ALSO COMPUTED. IT IS DEFINED AS SD(%) = (
p
�)=x � 100

WHERE� = (( (x � x) )=5)

also on thein vivodetermination of the electrical resistivities of
brain and skull [18]–[21]. In this paper, we show that with this
EIT-based method it is possible to do thein vivo computation
of theequivalentvalues of , , and indi-
vidually for each subject using realistic models for the head. In
this context, the equivalent values are those that minimize the
systematic errors of the EEG IP [3] and may not be necessarily
coincident with the true ones.

The dependence of the BEM model accuracy on the point dis-
tribution among surfaces and on the values of gen-
erates highly biased estimations if the best conditions are not
used in the computations. According to the results regarding the
forward problem simulations, it was concluded that the situa-
tion yielding the best error behavior is obtained when most of
the points are allocated to the scalp (60%) and skull (30%). This
particular point distribution makes the use of the Sherman–Mor-
rison formula particularly efficient since the matrices that have
to be manipulated in the computations have their size decreased
by 60%, which means a decrease in the computation time by
more than a factor of 5. In addition, a local refinement of the
point grid around the injection electrodes is also efficient in im-
proving BEM accuracy.

The results obtained for show that for the six
subjects the correspondent values are within the same range.
However, even though the values are quite similar, there is still
some variation to be taken into account, especially when the re-
sults of Subjects 5 and 6 are considered. The effect of the bias
on the estimations of the resistivities is studied by comparing
the results obtained with approximately 3000 points with those
obtained when reducing the total number of points to approx-
imately 2000. For most of the subjects, the deviations in the
values of , , and do not exceed 10%,
being that the higher deviations are associated with
and . However, for Subject 3, the deviation in the results is
larger (25% deviation in ). In order to determine
whether the results obtained with approximately 3000 points
were still heavily influenced by the bias effect, further com-
putations were performed for this subject using approximately
4000 points. The deviation in the results decreased to approxi-
mately 4%. The increase in the total number of points used in
the BEM model beyond 3000 implies a considerable increase in
the computation time and does not carry significant additional
precision to the results. On the other hand, the observed bias can
also be partially explained not only by the errors associated to
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Fig. 4. Plot of the resistivity of the skull as a function of the resistivity of the brain, obtained with the EIT method using both spherical and realistic models.
The results with the spherical model were obtained using the same relative skull thickness for all subjects, as presented in [2].

the BEM model but also due to slight geometry changes when
the total number of points is changed. The change in the sizes
of the meshes associated with the three compartments may gen-
erate slight variations in the skull thickness which in turn, due to
the compensation ability of this EIT method [3], generate slight
variations in the values of , , and . The
latter values, as concluded in [3], are those that best compensate
for geometrical variations in the head model. Therefore, taking
into account the goal of this study, which is to determineequiva-
lentvalues of , , and , it was considered
that using 3000 points in the BEM model constituted a good
choice in terms of tradeoff between computation time and pre-
cision required in the estimations.

When compared with the results presented by Oostendorp
et al. [18], who was the first to apply EIT to the estimation
of equivalent electrical resistivities using BEM, the values of

presented in this paper are higher and only the
value correspondent to Subject 6 falls within the same range.
Several factors can explain the difference in the results. Only
two subjects were studied in [18] and it may be that they are
characterized by a lower skull-to-brain resistivity ratio, as it is
the case of Subject 6 presented in this paper. In addition, the
results in [18] were computed from data of only two injec-
tion pairs whereas in the present study several injection elec-
trodes were chosen in order to cover the whole perimeter of the
head. This generates a different sensitivity of the method toward
local variations in the skull thickness and geometry [31]. Finally,
the BEM models used in [18] may be characterized by skull
thicknesses that are too large, which would explain the lower
obtained values for .

The comparison with the results obtained in [2] using spher-
ical models to describe the head indicates a clear trend of de-
crease in the variation of , , and among
subjects. In fact, the use of realistic models reduced the vari-
ation associated to these parameters by half. If considerable
systematic errors are associated to the head model, like in the

case of spherical models, then the estimated resistivity values
and the resistivity ratio will tend to compensate for them and,
therefore, may be quite far from the realistic values, thus in-
creasing the differences among subjects. Then it should be con-
cluded that the correction of the head geometry, both in terms
of shape and skull thickness, is very important to compute re-
alistic values of , , and . However, even
though the use of realistic models significantly decreased the
variability in resistivity values and in the resistivity ratio, some
variation remains to be accounted for (see Table II), in particular
when the results regarding Subjects 5 and 6 are considered (see
Table I). For these subjects, a factor of 2.4 exists between the
corresponding values of being that the largest dif-
ference is associated to the resistivity of the skull. Considering
the complex structure of the skull [31], [32], the existence of
variations in the skull resistivity among subjects due to natural
causes is not unexpected. Such differences should not be disre-
garded, especially when dealing with the EEG IP [30]. We hope
to increase the number of subjects in the future in order to con-
firm this trend. For that, we will need a specific measurement
system which is not yet available.

In [2], a comparison between EIT and the combined analysis
of MEG/EEG data [20], [33], [34] was made for spherical
models. In the course of the study that led to the present
paper, an attempt was made to do the same comparison using
realistic models. However, numerical complications made this
comparison impossible and, therefore, the results of such as
comparison are not presented in this paper. However, it is
important to discuss the sources of the numerical problems.
As for the case of EIT, a thorough study of the BEM accuracy
was performed through a series of simulations with the EEG
forward problem. It was found that even in the best conditions
(70% of the points allocated to the brain) the dependence of
the systematic errors associated to BEM is much stronger
than in the case of EIT, showing a clear bias toward lower
values of . In addition, the amplitude of the error
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is larger. As a consequence, the minimum of the cost function
obtained using a triangulated spherical model shows a clear
shift toward lower ratios when compared with the minimum
given by the analytic spherical model. Even with the use of as
many as 4200 points in the BEM model, a difference of 14%
was found between the numerical and analytic minimum and,
therefore, a minimum of 5000 points should be considered in
the computations. The optimal point distribution in the EEG
case, where only 10% of the points are allocated to the scalp,
makes the application of the Sherman–Morrison formula much
less efficient and increases enormously the computation time.
Therefore, our attempts to estimate the values of ,

, and using the combined analysis of somatosensory
evoked fields and somatosensory evoked potentials (SEF/SEP)
are postponed until a faster computer or improved BEM
algorithms are available.

The results presented in this paper clearly show the feasibility
of the proposed EIT method to performin vivo estimations of

, , and using realistic models for the
head. The results also show that the ratio between the resistivi-
ties of skull and brain is more likely to be in the range of 20–50
rather than equal to the commonly accepted value of 80. An-
other important point is related to the fact that, even with head
geometry correction, there are still variations to be accounted
for, thus pointing to the necessity of calibrating the values of

, , and by measuring themin vivo for
each subject. We think that the proposed EIT method is not only
able to fulfil this goal but also has technical requirements usu-
ally available in any EEG laboratory.

APPENDIX A
SIMPLIFICATION OF THE SYSTEM MATRIX A

The explicit form of matrix is given below in terms of the
submatrices

(A.1)

In (A.1) the submatrices are given as

...
...

...
. . .

...
...

. . .

(A.2)

where

(A.2.a)

(A.2.b)

(A.2.c)

(A.2.d)

(A.2.e)

(A.2.f)

(A.2.g)

(A.2.h)

(A.2.i)

...
.. .

...

(A.3)

...
...

...

(A.4)

...
...

... (A.5)

...
...

...
. ..

...
...

. . .

(A.6)

In the abovementioned equations and also (A.6.a)–(A.10.h)
(shown at the top of the next page), the symbols are defined as

, , and are the inner conductivities of scalp,
skull, and brain, respectively;
is the solid angle as defined in (2);

, , and are, respectively, the number of nodes
of surfaces , , and , corre-
sponding to scalp, skull, and brain;
is the number of nodes of scalp and
skull;
is the total number of nodes.

(A.11)
Since the solid angles are ill-defined, the computation of
the diagonals of matrix is done according to the procedure
described in [5]. Furthermore, the method used to determine the
diagonals of matrix influences the form of matrices and
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(A.6.a)

(A.6.b)

(A.6.c)

(A.6.d)

(A.6.e)

(A.6.f)

(A.6.g)

(A.6.h)

(A.6.i)

...
...

... (A.7)

...
...

... (A.8)

...
...

... (A.9)

...
...

. ..
...

. . .

(A.10)

(A.10.a)

(A.10.b)

(A.10.c)

(A.10.d)

(A.10.e)

(A.10.f)

(A.10.g)

(A.10.h)

in (9). Thus, its definition is given explicitly in the following
paragraphs:Since the solid angle subtended by a point outside
or inside a surface equals, respectively, 0 orthe expressions
in (A.11) can be simplified to

(A.12)

The sums in (A.12) can be written in terms of the diagonals of
matrix , which is defined as matrix with and the conduc-
tivity differences set to unity. The expressions in (A.12) are then
written as

(A.13)
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APPENDIX B
DATA PREPROCESSING

The wave shape of the injected current is known since it is
coincident with the wave shape of the signal feeding the current
generator. Since there is a linear relationship between injected
current and measured potential, it is possible to correlate the
latter with the signal feeding the current generator through a
multiplication factor. This multiplication factor is taken as the
constant potential value to be used in the EIT analysis. This idea
is developed, in mathematical terms, along the next lines.

The potential measured on channelat time sample is
written according to the model

(B.1)

where
is the potential measured on channelat time
sample ;
is the potential feeding the current gener-
ator on time sample normalized such that

is the number of time samples;
is the noise contribution to the signal measured on
channel ;
is the amplitude of the potential value at electrode

to be used in EIT analysis.
The computation of is performed in a least squares sense

by solving the following equation:

(B.2)

from which follows:

(B.3)

where is the potential value measured on channel, time
sample .

The estimations of noise power are computed considering
the variations of the potential values computed for each trial

around the mean . In this way, the estimations of noise
power are obtained according to

(B.4)

where

,

runs over the number of trials,
;

is the potential value for channel
i, trial k;
is the average of all values,
computed over .

The SNR is then defined accordingly as

SNR (B.5)

where runs over the total number of channels.

Since the equivalent resistivities are assumed to be stationary
in time, the measure of the signal reproducibility of each channel
is taken as criterion to classify good and bad channels and as
a method to quantify the reliability of the individual measure-
ments. To measure reproducibility, the normalized standard de-
viation of each channel, , is used

(B.6)

The criterion to reject a channel from the computations was set
at . All the recorded EIT data was character-
ized by values of SNR higher than 100.
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