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Abstract

The inclusive one- and two-jet production cross-sections are measured in collisions of quasi-real
photons radiated from the LEP beams at e+e� centre-of-mass energies

p
see = 130 and 136

GeV using the OPAL detector at LEP. Hard jets are reconstructed using a cone jet �nding

algorithm. The di�erential jet cross-sections d�=dEjet
T are compared to next-to-leading order

perturbative QCD calculations. Transverse energy ows in jets are studied separately for direct
and resolved two-photon events.
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1 Introduction

The interaction of two photons in e+e� colliders proceeds via the emission of a photon by

both beam electrons1. Most of the electrons are scattered at very small angles with respect to

the beam direction. If both scattered electrons are not detected (\anti-tagged"), the squared

four-momenta Q2 carried by the two photons are small and the photons can be considered to

be quasi-real (Q2 � 0).

The production of hard jets in  collisions is a tool for the study of the structure of the

photon and its interactions, in a way which is complementary to deep inelastic e scattering

[1]. By measuring jet cross-sections in  interactions, predictions of perturbative QCD and

di�erent parametrisations of the photon structure function can be tested. In the Quark Parton

Model (QPM) jets are produced by the interaction of bare photons,  ! qq. This is called the

direct process. The largest part of the total cross-section, however, is modelled by interactions

where the photon uctuates into a hadronic state. The processes are called single-resolved if

one photon couples directly to a parton in the other photon and double-resolved if partons from

both photons interact [2].

Recently the inclusive one-jet cross-section for the process  ! jet + X [3, 4] and the

inclusive two-jet cross-section for the process  ! jet + jet + X [4] have been calculated in
next-to-leading order (NLO) QCD. These calculations have been compared to measurements at
an e+e� centre-of-mass energy of

p
see = 58 GeV by AMY [5] and TOPAZ [6] for jet transverse

momenta between 2.5 and 8.0 GeV/c. In addition, a new generation of Monte Carlo generators
has become available for the simulation of  interactions. The generators PYTHIA [7] and

PHOJET [8] are based on leading order (LO) QCD calculations.

At the centre-of-mass energy
p
see = 91:2 GeV, hadron and jet production in  interactions

at LEP have been published by DELPHI [9] and by ALEPH [10]. In this paper, jet production
in  interactions is measured at

p
see of 130 and 136 GeV in a kinematic regime where the

methods of perturbative QCD can be applied. At this energy, the total cross-section for 
interactions is about two orders of magnitude larger than the e+e� annihilation cross-section.

Background from e+e� annihilations at the beam energy or from radiative returns to the Z0

(e+e� ! Z0) is therefore expected to be small.

We present the �rst study using a cone jet �nding algorithm of multi-jet production in
two-photon interactions at LEP. The data were collected with the OPAL detector in 1995 and

correspond to an integrated luminosity of 4.9 pb�1. In Section 2, the kinematic variables are

introduced. The Monte Carlo simulations are described in Section 3. A brief account of the

OPAL detector and the event selection is given in Section 4. The cone jet �nding algorithm

is described in Section 5. Transverse energy ows are studied in Section 6. In Section 7,
the measured jet cross-sections are compared to NLO calculations. Conclusions are given in

Section 8.

1Positrons are also referred to as electrons.
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2 Kinematics

The kinematics of the  process [11] at a given
p
see are described by the negative square

of the four-momentum transfers, Q2
i = �q2i , carried by the two (i = 1; 2) photons and by the

square of the invariant mass of the hadronic �nal state, W 2 = s = (q1 + q2)
2. A schematic

diagram of a two-photon process is shown in Fig. 1.

Each Q2
i is related to the electron scattering angle �0

i relative to the beam direction by

Q2
i = �(pi � p0i)

2 � 2EiE
0

i(1� cos �0

i); (1)

where pi and p
0

i are the four-momenta of the beam electrons and the scattered electrons, respec-

tively, and Ei and E0

i are their energies. Events with detected scattered electrons are excluded

from the analysis. This anti-tagging condition de�nes an upper limit on Q2 for both photons.

W 2 is determined from the energies and momenta of the �nal state hadrons,

W 2 =

 X
h

Eh

!2

�
 X

h

~ph

!2
;

where the sums,
P

h, run over all measured particles. The spectrum of photons with an energy
fraction y of the electron beam may be obtained by the Equivalent Photon Approximation
(EPA) [12]:

f=e(y) =
�

2�

1 + (1� y)2

y
log

Q2
max

Q2
min

� 2m2
ey

 
1

Q2
min

� 1

Q2
max

!

with � being the electromagnetic coupling constant. The minimum kinematically allowed
squared four-momentum transfer Q2

min is determined by the electron mass me:

Q2
min =

m2
ey

2

1� y
:

The e�ective maximum four-momentum transfer Q2
max is given by the anti-tagging condition,

i. e. the case where both electrons remain undetected. This condition is met when the scattering
angle �0 of the electrons is less than �max, where �max is the angle between the beam-axis and
the inner edge of the detector.

3 Monte Carlo simulation

The Monte Carlo generators PYTHIA 5.721 [7,13] and PHOJET 1.05 [8] are used, both based

on LO QCD calculations. These generators, which have been optimised to describe p and

pp interactions, are used for the �rst time in an experimental analysis to study the hadronic
�nal state in  interactions. The probability of �nding a parton in the photon is taken

from parametrisations of the parton distribution functions. The SaS-1D parametrisation [14]
is used in PYTHIA and the leading order GRV parametrisation [15] in PHOJET. All possible

hard interactions of quarks, gluons and photons are simulated using LO matrix elements for

massless quarks. The �nal state quarks are subsequently put on mass-shell. Both generators
allow multiple parton interactions. The fragmentation of the parton �nal state is handled in
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both generators by the routines of JETSET 7.408 [7]. Initial and �nal state parton radiation

is included based on the leading logarithm approximation.

The two-photon mode of PYTHIA simulates the interactions of real photons with Q2 = 0.

The virtuality of the photons de�ned by Q2 enters only through the EPA in the generation of

the photon energy spectrum, but the electrons are scattered at zero angle. The  interactions

are subdivided into six di�erent event classes (Fig. 2). These classes correspond to all possible

combinations of the photon components [13]:

� Direct: the interaction of the bare photon;

� Vector Meson Dominance (VMD): the photon turns into a meson;

� Anomalous: the photon splits into a q�q pair of high virtuality.

The VMD and anomalous component together can be identi�ed with the resolved photon,

which leads to the classi�cations direct (Fig. 2a), single-resolved (Fig. 2b{c) and double-resolved

(Fig. 2d{f). In addition to the hard processes, soft processes such as, for example, elastic or
di�ractive scattering, are also generated. The total, elastic and di�ractive cross-sections are
taken from Regge models.

The PHOJET generator is based on the Dual Parton Model (DPM) combined with per-
turbative QCD. The total cross-sections are obtained from �tting a Regge parametrisation to
pp, pp and p data. The transition from hard to soft interactions is de�ned by the transverse

momentum of the partons.

In PHOJET, both direct and resolved interactions are taken into account. The anomalous
component and the VMD component are included in the resolved cross-section through the
de�nition of the parton distribution functions. The Q2 suppression of the total  cross-section
is parametrised using GVMD (Generalised Vector Meson Dominance). The Q2 dependent
transverse momentum of the scattered electrons is taken into account in the simulation of the

hadronic �nal state, which is otherwise simulated in the same way as for real photons.

The backgrounds from e+e� annihilation events are generated with PYTHIA 5.720 [7] for
the process e+e� ! (=Z0)� ! qq() and with KORALZ 4.0 [16] for the process e+e� !
(=Z0)� ! �+��(). The process e+e� ! e+e��+��, which is also considered to be background,

is simulated with the Vermaseren generator [17], and single-tagged e events with PYTHIA

5.721. In single-tagged events, one of the two scattered electrons is detected. All Monte Carlo
samples were generated with full simulation of the OPAL detector [18]. They are analysed

using the same reconstruction algorithms as are applied to the data.

4 The OPAL detector and event selection

A detailed description of the OPAL detector can be found in Reference [19], and therefore only
a brief account of the main features relevant to the present analysis will be given here.
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The central tracking systems are located inside a solenoidal magnet which provides a uniform

axial magnetic �eld of 0.435 T along the beam axis2. The magnet is surrounded by a lead glass

electromagnetic calorimeter (ECAL) and a hadronic calorimeter (HCAL) of the sampling type.

Outside the HCAL, the detector is surrounded by a system of muon chambers. There are

similar layers of detectors in the forward and backward endcaps.

The main tracking detector is the central jet chamber. It has 24 sectors with radial planes

of 159 sense wires spaced by 1 cm. The transverse momenta pT of tracks are measured with a

precision parametrised by �pT =pT =
q
0:022 + (0:0015 � pT )2 (pT in GeV/c) for j cos �j < 0:73.

The ECAL has barrel and endcap sections, both constructed from lead glass blocks with a

depth of 24:6 radiation lengths in the barrel and more than 22 radiation lengths in the endcaps.

The endcaps cover the angular range from 200 to 630 mrad.

The forward calorimeters consist of cylindrical lead-scintillator calorimeters with a depth

of 24 radiation lengths divided azimuthally into 16 segments. The electromagnetic energy

resolution is about 18%=
p
E, where E is in GeV. The acceptance of the forward calorimeters

covers the angular range from 47 to 140 mrad from the beam direction.

The silicon tungsten detectors [20] at each end of the OPAL detector cover an angular region
between 25 and 59 mrad in front of the forward calorimeters. Each calorimeter consists of 19
layers of silicon detectors and 18 layers of tungsten, corresponding to a total of 22 radiation
lengths. Each silicon layer consists of 16 wedge shaped silicon detectors. The electromagnetic

energy resolution is about 25%=
p
E (E in GeV).

Two-photon events are selected with the following set of cuts:

� The sum of all energy deposits in the ECAL, the HCAL and the forward calorimeters has
to be less than 50 GeV.

� The visible invariant hadronic mass, WECAL, measured in the ECAL has to be greater
than 3 GeV.

� The missing transverse energy of the event measured in the ECAL and the forward
calorimeters has to be less than 5 GeV.

� At least 5 tracks must have been found in the tracking chambers. A track is required

to have a minimum transverse momentum with respect to the z axis of 50 MeV/c, more
than 20 hits in the central jet chamber, and the innermost hit of the track must be inside

a radius of 60 cm with respect to the z axis. The point of closest approach to the beam

spot must be less than 30 cm in the z direction and less than 2 cm in the r� plane. For
the polar angle � of the track, we require j cos �j < 0:964.

� No track in the event has a momentum greater than 15 GeV/c.

2In the OPAL coordinate system the x axis points towards the centre of the LEP ring, the y axis points

upwards and the z axis points in the direction of the electron beam. The polar angle �, the azimuthal angle �

and the radius r denote the usual spherical coordinates.
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� To remove events with scattered electrons in the forward or in the silicon tungsten

calorimeters, the total energy sum measured in the forward calorimeters has to be less

than 40 GeV and the total energy sum measured in the silicon tungsten calorimeters less

than 20 GeV. This cut corresponds to an e�ective maximum value of the four-momentum

transfer Q2
max � 0:8 GeV2 as can be veri�ed based on Eq. 1 with 66.5 GeV average beam

energy (anti-tagging condition).

In order to estimate the z position of the vertex, even for low multiplicity events, we calculate

the weighted average hz0i of the z coordinates of all tracks at the point of closest approach to

the origin in the r� plane using

hz0i =
P

i zi / �
2
z iP

i 1 / �
2
z i

;

where �zi is the measurement error on zi. The background due to beam-gas or beam-wall

interactions is reduced by requiring jhz0ij < 10 cm and jQj � 3, where Q is the net charge of

an event calculated from adding the charges of all tracks.

We use data corresponding to an integrated luminosity of 4.9 pb�1. After applying all cuts
7808 events remain, 48 % of them at 65 GeV beam energy and 52 % at 68 GeV. The visible
hadronic invariant mass Wvis is measured using the electromagnetic and hadronic calorimeters,
the forward and silicon tungsten calorimeters, and all tracks. The Wvis distribution shown in
Fig. 3 for all selected events is well described by the Monte Carlo simulations. The average
Wvis is about 18 GeV in data and about 17 GeV in the Monte Carlo, while in the Monte Carlo

events, the average generated invariant mass W for the same events is about 24 GeV.

5 Jet reconstruction and backgrounds

The cone jet �nding algorithm is used in this paper, since it is expected that jets from 

interactions are similar to cone jets in pp scattering [21] and in p scattering [22,23]. Recently
the cone jet �nding algorithm has also been applied in e+e� annihilation [24]. The NLO
corrections to the jet cross-sections in  interactions are also calculated within the cone scheme
[4].

A jet is de�ned as a set of particles3 whose momenta lie within a cone of size R, such that
the axis of the cone coincides with the momentum sum of the particles contained. The cone
size R is de�ned as

R =
q
(��)2 + (��)2;

with � = � ln tan(�=2) being the pseudorapidity and � the azimuthal angle in the laboratory

frame in radians. �� and �� are the di�erences between the cone axis and the particle direction.
The total transverse energy Ejet

T of the jet inside the cone is the scalar sum of the transverse
energies of its components,

E
jet
T =

X
i

ETi:

3The cone jet �nding algorithm can be applied to partons or hadrons generated in a QCD Monte Carlo

program, or to tracks and calorimeter clusters observed in the OPAL detector. In the description of the

algorithm they are generally referred to as \particles".
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The transverse energy ETi of a particle is de�ned relative to the z axis of the detector throughout

this paper with ETi = Ei sin �i. The value of E
jet
T must be greater than Emin

T . Thus the results

of the cone jet �nding algorithm depend on two parameters, the cone size R and Emin
T , here

chosen to be R = 1 and Emin
T = 2 GeV. In addition, a procedure has been de�ned in case

particles are assigned to more than one jet. The jet �nding procedure is described in detail

in Reference [24] for jets in e+e� annihilations, where the total energy is used instead of the

transverse energy.

Tracks measured in the tracking chambers and clusters measured in the ECAL and HCAL

are used in the cone jet �nding algorithm. To avoid double counting of particle momenta,

a matching algorithm is applied. If a cluster is associated with a charged track, the cluster

energy and the energy of the track are compared. Here f(~p) is the expected energy response of

the calorimeters for a charged track with momentum ~p. To calculate the energy of a charged

track the pion mass is assumed. The cluster is rejected if the energy of the cluster is less than

expected from the track energy. If the cluster energy exceeds the expected energy plus a certain

tolerance, the energy of the cluster is reduced to E � f(~p). In this case the track momentum

and the reduced energy of the cluster are taken separately.

The geometrical acceptance of the ECAL and HCAL and of the tracking chambers is re-

stricted to the region j�j <� 2. The jet direction in the laboratory frame is therefore required
to be within j�jetj < 1. The pseudorapidity �jet and the azimuthal angle �jet are de�ned as the
sum over the pseudorapidities �i and the azimuthal angles �i of the jet components weighted
by their transverse energies ETi:

�jet =

P
i ETi�iP
i ETi

and �jet =

P
iETi�iP
i ETi

:

All results are given for jets with Ejet
T > 3 GeV. This reduces the contribution from soft

processes. In PYTHIA, less than 2 % of all generated hadron jets with E
jet
T > 3 GeV originate

from soft processes4.

About 80 % of all generated Monte Carlo events with at least one hadron jet in the range
E

jet
T > 3 GeV and j�jetj < 1 are selected. The trigger e�ciency for all selected Monte Carlo

events which have in addition at least one reconstructed jet in the detector is close to 100 %.

The number of background events is small, about 1 % in total. The numbers of events with

di�erent jet multiplicities found in the data after all cuts are given in Table 1, together with

the contributions of the main background processes,  ! �� , e ! e + hadrons, e+e� !
(=Z0)� ! hadrons() and e+e� ! (=Z0)� ! �+��(), as determined by the Monte Carlo
simulations. Less than 1 % of the selected events are single-tagged e events with Q2 > 0:8

GeV2. The errors on the background are the statistical errors of the Monte Carlo samples. The

background from beam-gas and beam-wall interactions is estimated to be negligible, based on

the distribution of the vertex position hz0i and the net charge Q of the events.

4PYTHIA process numbers 91 � ISUB � 96 [7].
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6 Energy ow in jet events

In leading order QCD, neglecting multiple parton interactions, two hard parton jets are pro-

duced in  interactions. In single- or double-resolved interactions, the two hard parton jets

are expected to be accompanied by one or two remnant jets.

Figures 4a and b show the transverse energy ows

1

Njet

dET

d(��)
and

1

Njet

dET

d(��)
(2)

with respect to the jet direction for all jets. No correction for acceptance or resolution e�ects

has been applied. All tracks and clusters that are used for the jet �nding algorithm are included,

with

�� = � � �jet and �� = �� �jet:

The transverse energy ET of the tracks and clusters is de�ned, as always, with respect to the z

axis of the detector. The energy ow is integrated over j��j < �=2 for the �� projection and
over j��j < 1 for the �� projection. The shape of the selected jet is seen clearly in both ��
and ��. The �� plot also has a weaker peak at �� = ��, as expected if there is a contribution
from two-jet events. This e�ect is also seen for events where the second jet is not reconstructed.
Both Monte Carlo models describe the transverse energy ow reasonably well, except for an
underestimate in the central region around the jet axis. Nevertheless the overall modelling is
su�ciently good to justify using the Monte Carlo models for unfolding the detector resolution
e�ects in the jet cross-section measurements.

In addition to the jet energy ow contained in the cone of size R = 1, we expect additional

activity due to the photon remnant in resolved photon interactions. In Fig. 4, an underlying
constant transverse energy ow (pedestal) is observed which could indicate the existence of
such a photon remnant. Its inuence can only be studied reliably by using events with two
reconstructed jets, since for one-jet events, e�ects due to a second, unreconstructed, jet cannot
be separated from the energy ow created by the photon remnant.

In p events at HERA, direct and resolved events have been identi�ed by measuring the

fraction x of the photon energy participating in the hard scattering in two-jet events [25]. The

direct and resolved processes in p interactions correspond to the single-resolved (Fig. 2b) and
double-resolved processes (Figs. 2d,f) in  interactions if the incoming proton is substituted
in the place of a VMD-like photon. The direction of the photon remnant in p events is de�ned

by the direction of the incoming electron beam. In  scattering the photons are emitted from

both electrons, therefore a pair of variables is de�ned [26]

x+ =

P
jets(E + pz)P

hadrons(E + pz)
and x� =

P
jets(E � pz)P

hadrons(E � pz)
; (3)

where pz is the momentum component along the z axis of the detector and E is the energy of

the jets or hadrons. We use only two-jet events to calculate x� . Ideally, the total energy of the

event is contained in the two jets for direct events without remnant jets, i. e. x� = 1, whereas
for single-resolved events either x+ or x� and for double-resolved events both x� values are

expected to be much smaller than one. The variables x� are measured using all tracks and
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calorimeter clusters that were used in the jet �nding algorithm. In addition, the energies in the

forward and the silicon tungsten calorimeters, which are not used for jet �nding and for the

energy ow distributions, are added in the denominator of Eq. 3. This improves the separation

of direct and resolved events.

Figure 5 shows the number of two-jet events as a function of x+ , together with the PYTHIA

and PHOJET samples, after the detector simulation. The x� distribution, which is not shown,

is consistent with the x+ distribution within the statistical errors. The peak expected for direct

and single-resolved events at x+ = 1 is smeared out due to higher order QCD e�ects such as

 ! q�qg as well as hadronisation and detector resolution e�ects. Only statistical errors are

shown, since systematic e�ects largely cancel in the ratio (Eq. 3), apart from the uncertainties

on the hadronic energy scale of the forward and the silicon tungsten calorimeters which should

a�ect data and Monte Carlo events in a similar way.

The direct events, which are shown separately for the PYTHIA sample, mainly contribute

in the region x+ > 0:8. The number of two-jet events predicted by the PYTHIA simulation for

x+ < 0:8 is too small, whereas the PHOJET simulation overestimates the number of two-jet

events in almost all bins. Experimentally, samples with large and small direct contributions
are separated by requiring min(x+ ; x

�

 ) > 0:8 and min(x+ ; x
�

 ) < 0:8, respectively. In the

PYTHIA Monte Carlo 95 % of all events in the region min(x+ ; x
�

 ) > 0:8 originate from direct
interactions.

The transverse energy ow (Eq. 2) with respect to the jet direction is shown in Fig. 6
for two-jet events with min(x+ ; x

�

 ) < 0:8 (low x) and with min(x+ ; x
�

 ) > 0:8 (high x),

separately. The rapidity di�erence in Eq. 2 is now multiplied by a factor k = �1:
��0 = k(� � �jet):

The factor k is chosen event-by-event to be k = +1 for events with x+ > x� and k = �1 for
events with x+ < x� . The de�nition of �� is unchanged. As a consequence, there is always
more of the remnant at ��0 < 0 and the enhancement due to the additional transverse energy
ow observed at negative and positive ��0 is asymmetric. As expected, the enhancement in the
region around j��j � �=2 and at j��j > 1 is more pronounced for low x events. The jets in

high x events are much more back-to-back in �� (Fig. 6d) than in events with low x (Fig. 6c).
The pedestal in the �� region between the two jets at j��j � �=2 is not observed in the events
with high x. As in Fig. 4 the Monte Carlo models underestimate the transverse energy ow

in the central region around the jet axis. Jets in high x events are observed, on average, to
have more average transverse energy and to be more collimated than low x events. This is as

expected for direct events, where all the available energy is used in the hard subsystem.

7 Inclusive jet cross-sections

The inclusive one- and two-jet cross-sections in the range j�jetj < 1 and Ejet
T > 3 GeV are

measured using the cone jet �nding algorithm (Section 5) with a cone size R = 1.

In order to obtain jet cross-sections which can be compared to theoretical calculations, we

use the unfolding program RUN [27] to correct for the selection cuts, the resolution e�ects of

11



the detector and the background from non-signal processes. The generator jets serving as input

to the unfolding procedure are found with the same jet algorithm as for the data, but using

the energies and angles of primary hadrons (de�ned as all hadrons and photons after strong

and electromagnetic decays) instead of those of tracks and calorimeter clusters. No additional

corrections are applied for jet energy falling outside the cone or additional non-jet energy inside

the cone. To improve the results of the unfolding program in the region E
jet
T > 3 GeV, migration

e�ects from jets at low E
jet
T must be taken into account. Therefore the jets are actually found

with Emin
T = 2 GeV and the unfolding is performed in the full Ejet

T > 2 GeV range. The

di�erence between the number of jets in the data with E
jet
T > 3 GeV for Emin

T = 2 GeV and

Emin
T = 3 GeV is less than the statistical uncertainty.

In Fig. 7, the inclusive one-jet cross-section for all jets is shown as a function of E
jet
T . The

error bars show the statistical and the systematic errors added in quadrature. The bin sizes,

which are indicated by the vertical lines at the top of the �gures, approximately reect the

experimental resolution. The determination of the average transverse energy hEjet
T i plotted on

the abscissa is based on the method proposed in Reference [28]. The average hEjet
T i is obtained

by integrating an exponential function which is �tted to the neighbouring data points. The

error on hEjet
T i is calculated by varying the slope of the exponential function. The results are

summarised in Table 2.

The systematic uncertainty on all jet cross-sections given in this section is determined by
varying the energy scale of the ECAL in the Monte Carlo simulation by �5 % and by degrading
the resolution of the track parameters. An additional error comes from the unfolding procedure
and from dependence on the Monte Carlo model used for unfolding. This model dependence is

taken into account by adding to the systematic error the di�erence between the results obtained
with PYTHIA, which are taken to be the central values, and PHOJET. The systematic error is
smaller for the unfolding in j�jetj than for the unfolding in E

jet
T . Migration e�ects between bins

have a large e�ect on the shape of the steeply falling Ejet
T distribution and its normalisation is

dominated by the lowest Ejet
T bin near to the cut-o�.

The Ejet
T distribution is compared to an NLO perturbative QCD calculation of the inclusive

one-jet cross-section by Kleinwort and Kramer [4] who use the NLO GRV parametrisation of the
photon structure function [15]. Their calculation was repeated for the kinematic conditions of
this analysis. All scales are chosen to be equal to Ejet

T . The strong coupling �s is calculated from

the two-loop formula with �
(5)

MS
= 130 MeV. The ratio of the NLO to the LO inclusive one-jet

cross-section decreases from about 1.19 to 1.03 between Ejet
T = 3 GeV and Ejet

T = 16 GeV.

The direct, single- and double-resolved parts of the one-jet cross-section and their sum are

shown separately. The agreement between data and the calculation is good. The resolved cross-

sections dominate in the region E
jet
T

<� 5 GeV, whereas, at high E
jet
T the direct cross-section is

largest. The E
jet
T distribution is expected to fall less steeply than in p and pp interactions,

because the fraction of hard interactions rises from pp (no direct and single-resolved processes)
to p (no direct process) to  interactions.

It should be noted that the NLO QCD calculation gives the jet cross-section for massless

partons, whereas the experimental jet cross-sections are measured for hadrons. The uncer-

tainties due to the modelling of the hadronisation process have not been taken into account.

Assuming perfect hadron-parton duality, no di�erence between hadron and parton level would
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be observed. A correction of the hadronisation e�ects in the data is problematic, because the

partons generated in the Monte Carlo and the partons used in the NLO calculation are not

equivalent. The LO parton jets generated in PYTHIA before parton showering and fragmenta-

tion were compared with the hadron jets in order to estimate the e�ect of the correction. Only

direct events which have no remnant jet were used for this comparison. The resulting correction

would increase the cross-section by about a factor 1.2 to 1.3 in the range E
jet
T > 5 GeV where

the direct part of the cross-section dominates. This factor is of the same magnitude as the

uncertainty of the measurement. These results are in qualitative agreement with the results of

a similar study for jets in photoproduction [29].

About 16 % of the events contributing to the inclusive one-jet cross-section contain two jets.

The invariant mass Mjj of the two-jet system is kinematically restricted to be >�4 GeV/c2 by

the E
jet
T cut. The average invariant mass hMjji in the data is about 9 GeV/c2.

The inclusive two-jet cross-section is measured using events with at least two jets. If an

event contains more than two jets, only the two jets with the highest E
jet
T values are taken. The

unfolding and the determination of the systematic uncertainties is done in the same way as for

the inclusive one-jet cross-section. The di�erential inclusive two-jet cross-section as a function
of Ejet

T is shown in Fig. 8. The cross-sections are given in Table 3. The Ejet
T distribution is also

compared to the calculations by Kleinwort and Kramer [4] which have been extended to include
the full NLO calculation for the double-resolved two-jet cross-section. The increase of the NLO
compared to the LO inclusive two-jet cross-section is less than 10 % in their calculation.

The inclusive one-jet and two-jet cross-sections as a function of j�jetj are shown in Figs. 9
and 10. The average h�jeti values are consistent with being at the centre of the bins. Within the
statistical and systematic uncertainties of the measurement, the distributions are independent

of j�jetj in the kinematic range shown, in agreement with the expectations of some of the Monte
Carlo models. This need not be taken to be the observation of a at rapidity plateau in the 
centre-of-mass system, since �jet is de�ned in the laboratory system. There are strong smearing
e�ects due to the Lorentz boost of the  system to the laboratory system, which varies on an
event-by-event basis.

The total cross-sections, which are dominated by the low Ejet
T events, depend on the photon

structure function. In Figs. 9 and 10, the total jet cross-sections predicted by the two Monte
Carlo models di�er signi�cantly even if the same photon structure function (here SaS-1D) is

used. This model dependence reduces the sensitivity to the parametrisation of the photon

structure function. Di�erent parametrisations were used as input to the PHOJET simulation.
The GRV-LO and SaS-1D parametrisations describe the data equally well, but the LAC1

parametrisation [30] overestimates the total jet cross-section by about a factor of two.

8 Conclusions

We have measured jet production in photon-photon interactions with the OPAL detector at
e+e� centre-of-mass energies

p
see of 130 and 136 GeV. Jets were identi�ed using a cone jet

�nding algorithm with R = 1 in the kinematic range Ejet
T > 3 GeV and j�jetj < 1.

13



Two-jet events originating from direct and resolved photon interactions were separated

experimentally using the variables x� . Jets in events with min(x+ ; x
�

 ) > 0:8 are expected

to be produced mainly from direct photon interactions. These jets are observed to have, on

average, more average transverse energy and to be more collimated than jets in resolved events

with min(x+ ; x
�

 ) < 0:8 . In resolved events a pedestal is observed in the transverse energy

ows which may be related to the photon remnant. The Monte Carlo models PYTHIA and

PHOJET describe the shape of the transverse energy ow distributions reasonably well.

The inclusive one-jet and two-jet cross-sections were measured as a function of E
jet
T and j�jetj.

The measurement extends the Ejet
T range of previous measurements [5,6] up to Ejet

T = 16 GeV.

The Ejet
T dependent one- and two-jet cross-sections are in good agreement with next-to-leading

order QCD calculations by Kleinwort and Kramer [4] which predict that the direct cross-section

dominates at E
jet
T

>�5 GeV.

Within the uncertainties of the measurements, the jet cross-sections are nearly independent

of j�jetj in the range j�jetj < 1. This should not be interpreted as an observation of a at

rapidity plateau in the  centre-of-mass system, since there are strong smearing e�ects due to

the Lorentz boost of the  system to the laboratory system which varies on an event-by-event
basis. The total jet production cross-section is dominated by the resolved cross-section in the

low E
jet
T region. Large di�erences between the calculated jet cross-sections in PYTHIA and

PHOJET reduce the sensitivity to the parametrisation of the photon structure function. Given
this model dependence, the GRV-LO and SaS-1D parametrisations describe the data equally
well. The LAC1 parametrisation overestimates the total jet cross-section by about a factor of
two.
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0-jet 1-jet 2-jet 3-jet 4-jet

data 6685 934 174 13 2

 ! �� 2:3 � 0:7 2:3 � 0:7 0:4 � 0:3 < 0:3 < 0:3

e ! e + hadrons (Q2 > 0:8 GeV2) 61:0 � 5:5 3:0 � 1:2 < 0:9 < 0:9 < 0:9

e+e� ! (=Z0)� ! hadrons() 7:1 � 0:6 7:3 � 0:6 3:5 � 0:4 0:5� 0:2 0:1� 0:1

e+e� ! (=Z0)� ! �� () 0:04 � 0:01 0:08 � 0:02 0:09� 0:02 < 0:01 < 0:01

Table 1: Number of n-jet events in the data and the expected contribution from the main back-

ground processes.

E
jet
T (GeV) hEjet

T i (GeV) d�=dEjet
T (pb/GeV) j�jetj d�=dj�jetj (pb)

3.0{ 4.0 3:45 � 0:02 163.4 � 5.8 �26.7 0:0 { 0:25 277 � 16 � 27

4.0{ 5.0 4:46 � 0:01 36.0 � 2.3 � 7.7 0:25 { 0:50 262 � 15 � 29

5.0{ 6.5 5:70 � 0:03 18.0 � 1.5 � 3.6 0:50 { 0:75 228 � 12 � 32

6.5{ 8.5 7:41 � 0:04 8.4 � 1.0 � 1.8 0:75 { 1:0 240 � 13 � 56

8.5{11.0 9:64 � 0:08 1.8 � 0.3 � 0.5

11.0{16.0 13:14 � 0:11 0.78� 0.17� 0.24

Table 2: The inclusive one-jet cross-section. The �rst error is statistical and the second error
is systematic.

E
jet
T (GeV) hEjet

T i (GeV) d�=dEjet
T (pb/GeV) j�jetj d�=dj�jetj (pb)

3.0{ 4.0 3:46 � 0:02 36.0 � 2.9 � 4.2 0:0 { 0:25 67 � 7 � 11

4.0{ 5.0 4:47 � 0:01 18.4 � 2.0 � 3.5 0:25 { 0:50 92 � 9 � 12

5.0{ 6.5 5:70 � 0:03 8.7 � 1.1 � 0.8 0:50 { 0:75 74 � 8 � 9

6.5{ 8.5 7:41 � 0:04 3.7 � 0.6 � 1.4 0:75 { 1:0 72 � 8 � 12

8.5{11.0 9:65 � 0:10 1.13� 0.28� 0.34

11.0{16.0 13:16 � 0:20 0.32� 0.09� 0.17

Table 3: The inclusive two-jet cross-section. The �rst error is statistical and the second error
is systematic.
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Figure 1: Diagram of a two-photon scattering process.
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Figure 2: All combinations of photon components simulated in PYTHIA. The partons which

can lead to hard jets are shown as full lines, whereas the double lines represent the photon
remnants in the VMD interactions. Not all possible processes are shown. The parton processes

used in the matrix element calculation for the examples shown are given in parentheses:

a: direct � direct ( ! qq);

b: VMD � direct (g ! qq); c: anomalous � direct (q ! gq);
d: VMD � VMD; e: anomalous � anomalous; f: VMD � anomalous (all qq ! qq).
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Figure 3: The distribution of the visible hadronic invariant mass Wvis for all selected events
compared to the PHOJET (continuous line) and PYTHIA (dashed line) simulations. Statistical
errors only are shown.
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Figure 4: Uncorrected energy ow transverse to the beam direction measured relative to the jet
directions for all jets. The energy ow is integrated over j��j < �=2 for the �� projection (a)

and over j��j < 1 for the �� projection (b). Statistical errors only are shown. The data (dots)

are compared to the PHOJET (continuous line) and PYTHIA (dashed line) simulations.
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Figure 5: The number of two-jet events as a function of x+ compared to PHOJET (continuous
line) and PYTHIA (dashed line). Statistical errors only are shown and the data points are
plotted at the centre of the bins. The hatched histogram is the direct contribution to the PYTHIA
events.
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Figure 6: Uncorrected energy ow transverse to the beam direction measured relative to the
direction of each jet in two-jet events. Jets from events with min(x+ ; x

�
 ) < 0:8 (a,c) and

min(x+ ; x
�

 ) > 0:8 (b,d) are shown separately. The energy ow is integrated over j��j < �=2

for the ��0 projection (a,b) and over j��0j < 1 for the �� projection (c,d). Statistical errors

only are shown. The data (dots) are compared to the PHOJET (continuous line) and PYTHIA

(dashed line) simulations.
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Figure 7: The inclusive one-jet cross-section as a function of Ejet
T for jets with j�jetj < 1

compared to the NLO calculation by Kleinwort and Kramer [4]. The direct, single-resolved and
double-resolved cross-sections and the sum (continuous line) are shown separately.
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Figure 8: The inclusive two-jet cross-section as a function of Ejet
T for jets with j�jetj < 1

compared to the NLO calculation by Kleinwort and Kramer [4]. The direct, single-resolved and

double-resolved cross-sections and the sum (continuous line) are shown separately.
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Figure 9: The inclusive one-jet cross-section as a function of j�jetj for jets with E
jet
T > 3 GeV

compared to the LO QCD calculations of PYTHIA and PHOJET.
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Figure 10: The inclusive two-jet cross-section as a function of j�jetj for jets with E
jet
T > 3 GeV

compared to the LO QCD calculations of PYTHIA and PHOJET.
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