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Abstract
We discuss a new classical water force field that explicitly accounts for differences in
polarizability between liquid and vapor phases. The TIP4P-QDP (4-point transferable
intermolecular potential with charge dependent-polarizability) force field is a modification of the
original TIP4P-FQ fluctuating charge water force field of Rick et al.1 that self-consistently adjusts
its atomic hardness parameters via a scaling function dependent on the M-site charge. The
electronegativity (χ) parameters are also scaled in order to reproduce condensed-phase dipole
moments of comparable magnitude to TIP4P-FQ. TIP4P-QDP is parameterized to reproduce
experimental gas-phase and select condensed-phase properties. The TIP4P-QDP water model
possesses a gas phase polarizability of 1.40 Å3 and gas-phase dipole moment of 1.85 Debye, in
excellent agreement with experiment and high-level ab initio predictions. The liquid density of
TIP4P-QDP is 0.9954(±0.0002) g/cm3 at 298 K and 1 atmosphere, and the enthalpy of
vaporization is 10.55(±0.12) kcal/mol. Other condensed-phase properties such as the isobaric heat
capacity, isothermal compressibility, and diffusion constant are also calculated within reasonable
accuracy of experiment and consistent with predictions of other current state-of-the-art water force
fields. The average molecular dipole moment of TIP4P-QDP in the condensed phase is
2.641(±0.001) Debye, approximately 0.02 Debye higher than TIP4P-FQ and within the range of
values currently surmised for the bulk liquid. The dielectric constant, ε = 85.8 ± 1.0, is 10% higher
than experiment. This is reasoned to be due to the increase in the condensed phase dipole moment
over TIP4P-FQ, which estimates ε remarkably well. Radial distribution functions for TIP4P-QDP
and TIP4P-FQ show similar features, with TIP4P-QDP showing slightly reduced peak heights and
subtle shifts towards larger distance interactions. Since the greatest effects of the phase-dependent
polarizability are anticipated in regions with both liquid and vapor character, interfacial
simulations of TIP4P-QDP were performed and compared to TIP4P-FQ, a static polarizability
analog. Despite similar features in density profiles such as the position of the GDS and interfacial
width, enhanced dipole moments are observed for the TIP4P-QDP interface and onset of the vapor
phase. Water orientational profiles show an increased preference (over TIP4P-FQ) in the
orientation of the permanent dipole vector of the molecule within the interface; an enhanced z-
induced dipole moment directly results from this preference. Hydrogen bond formation is lower,
on average, in the bulk for TIP4P-QDP than TIP4P-FQ. However, the average number of
hydrogen bonds formed by TIP4P-QDP in the interface exceeds that of TIP4P-FQ, and observed
hydrogen bond networks extend further into the gaseous region. The TIP4P-QDP interfacial
potential, calculated to be -11.98(±0.08) kcal/mol, is less favorable than that for TIP4P-FQ by
approximately 2% as a result of a diminished quadrupole contribution. Surface tension is
calculated within a 1.3% reduction from the experimental value. Results reported demonstrate
TIP4P-QDP as a model comparable to the popular TIP4P-FQ while accounting for a physical
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effect previously neglected by other water models. Further refinements to this model, as well as
future applications are discussed.
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I. INTRODUCTION
The study of liquid-vapor interfacial systems has enjoyed a rich history of experimental and
theoretical investigation.2-11 Recent advances in experimental methodologies and
protocols12-14 including sum frequency generation (SFG) and second harmonic generation
(SHG) spectroscopies as well as improvements in computational modeling15,16 continue to
elucidate atomically resolved structural, dynamical, and thermodynamic aspects of such
systems. Aqueous solution-vapor interfaces, in particular, have generated intense interest
due to the importance of such systems in atmospheric, environmental and biological
chemistry.15-17

Computational approaches to the atomistic modeling of liquid-vapor interfaces, such as
molecular dynamics and Monte Carlo techniques, have become viable in recent decades due
to advances in computational hardware and improvements in simulation algorithms. Such
techniques employ simplified empirical interaction models, or force fields, which are
classical models parameterized to properties derived from experiment or first principles
calculations on carefully selected training systems.18 In these models, the electrostatic
contribution to the intermolecular interaction potential is described by a Coulombic
interaction between molecular charge distributions which are constructed from fixed atomic
partial charges or multipole moments placed throughout each molecule.19-21 Unfortunately,
fixed-moment representations of these classical interaction models also entail a number of
shortcomings22-25 which limit overall simulation accuracy. In particular, non-additive
polarization and induction effects are ignored and there is no explicit provision for
describing charge transfer effects. Consequently, community interest in polarizable force
fields is growing and the development of polarizable models for inorganic ions,26-31 small
molecules,1,24,26,32-39 and larger biologically relevant macromolecules40-50 is rapidly
increasing in pace even though such models have not yet realized the popularity enjoyed by
fixed-charge models. This heightened interest has fostered several different approaches for
modeling atomic and molecular polarization including point-dipole (and higher-order
multipole) polarizable models,35,51,52 Drude oscillator models,30,36,37,53-55 and charge
equilibration/fluctuating charge models.1,24,38,39,41,42,48,56-68

Polarizable interaction models that incorporate dipole induction effects have already proven
to be an indispensable tool for obtaining an accurate theoretical estimation of solution
structure and thermodynamics in interfacial systems such as aqueous solutions of inorganic
salts.27,32,34,69-73 The success of such models stems from a dipole induction response that is
sensitive to the local electrostatic environment. However, one particular aspect of such
models that has not received specific attention is the variation of molecular polarizability
with phase which recent theoretical investigations have demonstrated is decreased in the
condensed phase environment relative to the gas phase. Instead, many current polarizable
force fields parameterized specifically for condensed phase environments employ a fixed
molecular polarizability which is reduced in magnitude relative to the gas phase value in
order to achieve stable dynamics and acceptable condensed-phase
properties.34,36,37,53,64,66,74 While such an approach is perhaps adequate in an isotropic bulk
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environment, a description based on a fixed, scaled molecular polarizability can be
questioned in the presence of anisotropic environments such as the aqueous liquid-vapor
interface where the bulk environment transitions to the vacuum over molecular length
scales. Indeed, some dipole polarizable models such as the AMOEBA model73 which
employ gas phase polarizabilities also incorporate Thole-type damping at short range to
prevent unstable overpolarization in the condensed phase.

Currently, there are few models that are able to explicitly account for this effect within the
context of a molecular dynamics or Monte Carlo simulation and, to our knowledge, none
that explicitly consider a dynamically responsive molecular polarizability. Consequently,
our objective in the present work is to present a water force field that effectively allows for
the variation of molecular polarizability with phase; more specifically, as will be discussed,
molecular polarizability is coupled to variable atomic partial charges which, for the specific
aim of modeling the neat water liquid-vapor interface, offers a simple and continuous phase-
dependent parameter to which polarizabilities may be coupled.

Section II presents the development of trends necessary for establishing the charge
dependent polarizable (TIP4P-QDP) water model (II A), implications of applied scaling
based on these trends within the charge equilibration formalism (II B), and the details of the
condensed phase and liquid-vapor interfacial simulations (II C). Section III presents the
parameterization of this model (III A), results of the condensed phase (III B) and liquid-
vapor interfacial (III C) simulations and offers a comparison of the TIP4P-QDP model to the
original TIP4P-FQ model. We conclude our study with a general discussion and
perspectives on future work in Section IV.

II. THEORETICAL METHODS AND FORCE FIELDS
A. Phase-dependent Polarizabilities

A variety of recent theoretical investigations involving ab initio calculations with polarizable
continuum solvent, the partitioning of cluster polarizabilities, and the temperature/density
dependence of dielectric constants of fluids reasonably establish that the surrounding
condensed phase environment can significantly affect the polarizability of a solvated
molecule. Krishtal et al. have previously reported that the average intrinsic polarizability of
water molecules decreases as the size of a cluster increases and also as the number and types
of hydrogen bonds on a molecule increases.75 The notion of decreasing polarizability in
condensed regions is further supported by the ab initio calculations of Morita involving
water clusters74 which suggest that the condensed-phase polarizability of water should be
7-9% lower than that of the gas phase value. The spatial constraints imposed by condensed-
phase environments limit the number of accessible excited states and diffuse character of the
electron density distribution as dictated by Pauli’s exclusion principle.30,74 A recent study
by Schropp and Tavan76 further suggests that the average effect of the inhomogeneous
electric fields within the molecular volume of a single water molecule are consistent with
classical parameterizations of polarizable water force fields in which the molecular
polarizability is assigned a value around 68% of the gas-phase value.

While these results indicate a reduction of polarizability within the condensed phase, the
implications for the rate and nature of the decrease remain unclear. Similarly, a self-
consistent analytic formalism capable of correlating changes in molecular polarizability to
atomic or molecular properties remains undetermined. While it has been observed that
metrics such as aggregation number, hydrogen bonding or local density are associated with a
phase-dependent decrease in molecular polarizability, such metrics are impractical from the
perspective of a molecular dynamics simulation. Consequently, a relationship between the
polarizability and an atomic property that smoothly and monotonically transitions from one
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phase to another is desirable in attempting to establish a simple functional form for
polarizability change between phases.

One potentially useful parameter for modeling phase-dependent changes in polarizability is
the dipole moment of the molecule. Both experiment and theoretical calculations such as ab
initio molecular dynamics simulations demonstrate a difference in molecular dipole
moments between the condensed phase and gas phase environments.16,77,78 Although there
is no consensus on an exact value of the average condensed-phase dipole moment of water,
it is accepted that the average dipole moment increases upon condensation. Since dipole
moments within classical molecular dynamics simulations are readily obtained from the
atomic positions and partial charges, no additional information based on neighboring
molecules is explicitly required. If a rigid water geometry is chosen, the calculation is even
further simplified in that the dipole moment may be determined solely from the magnitude
of the associated atomic partial charges.

Within the charge equilibration/fluctuating charge formalism, atomic hardnesses determine
molecular polarizability. Thus, a plausible approach to modeling a phase-dependent
polarizability in water lies in coupling the atomic charges to the atomic hardness parameters.
A similar approach has been previously implemented by Rappe and Goddard for the
hydrogen atom in which a linear charge-dependence is introduced into the corresponding
atomic hardness value.58 Most generally, each atomic hardness function will depend
simultaneously on all partial charges within the molecule; however, this introduces an
unnecessary level of complexity into the model. A more simplistic approach entails
modulating or scaling all of the atomic hardness values within a molecule based on a single
parameter based on the polarization state of the molecule. This parameter may be chosen to
be an instantaneous function of all atomic charges within the molecule (such as the dipole
moment). However, for water, the average molecular dipole moment appears to be
correlated with an increased negative partial charge on the oxygen atom. Consequently, the
model may be significantly simplified by coupling the atomic hardesses direcly to the
oxygen partial charge.

B. Charge Dependent Polarizable Model
The charge equilibration formalism, based on Sanderson’s idea of electronegativity
equalization,79 offers one convenient route to incorporating a local chemical environmental
dependence of the molecular polarizability. Polarization of the electronic density (modeled
classically as a distribution of atomic partial charges) is affected by the redistribution of
charge density within the molecule in an effort to equalize the instantaneous electrostatic
chemical potential in the presence of external electric fields arising from nearby molecules.
The directionality and ease of charge redistribution is determined by parameterized physical
properties of individual atoms. Further details regarding the specifics of charge equilibration
methods are available in the literature.1,24,39,48,58-60,68,79-82

The charge equilibration electrostatic energy of an N-atom molecule in the absence of an
external electric field, each atom carrying partial charge Qi, is:

(1)

where the χi’s are atom electronegativities and the ηi’s are atomic hardnessess. The Jij terms
represent the interatomic hardness terms for each pair of atoms i and j within a molecule. A
standard Coulomb interaction is employed between each pair of atoms located on different
molecules. The last term in equation 1 describes a molecular charge constraint applied to the
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entire molecule and enforced via the Lagrange multiplier λ. In the following, we will
specifically focus on a TIP4P-FQ water molecular geometry which consists of three charge
carrying sites: two hydrogen sites and one off-atom M-site located along the angle bisector.

In order to establish an appropriate correspondence between charge and polarizability, we
consider the polarizability expression for a TIP4P-FQ molecule within the charge
equilibration formalism:83,84

(2)

where α is the 3 × 3 polarizability tensor, and R is the 3 × 4 position matrix. J is the 4 × 4
hardness matrix comprised of the diagonal η terms and the off-diagonal J-terms and
augmented by a molecular charge neutrality constraint as

(3)

Similarly, the position matrix is also augmented to ensure proper dimensions for matrix
operations. Equations 2 and 3 illustrate that the polarizability may be directly related to the
molecular geometry and inverse atomic hardnesses. For a rigid molecule such as TIP4P-FQ
where the position matrix R is fixed, a charge dependent polarizability may be obtained by
introducing an explicit charge dependence into the corresponding hardness matrix elements.
Most generally, we modify both the hardness and electronegativity parameters as a function
of charge to incorporate the desired phase-dependent polarizable effect:

(4)

These modifications are also accounted for in the corresponding energy derivatives
(Appendix A).

Since the molecular polarizability response is determined by the atomic hardnesses, this
suggests that one may readily modulate the effect by applying an appropriate charge-
dependent scaling function, g(QM), to the atomic hardnesses to yield the following
definition for charge dependent hardness:

(5)

In order to maintain proper gas and condensed-phase charge distributions, it is also
necessary to scale the electronegativity values in addition to the hardnesses. While
reasonable results may be obtained by employing the same scaling factor for both the
electronegativities and the hardnesses, finer control of the condensed phase dipole moment
distribution is afforded by a tunable factor for the electronegativity scaling. Such flexibility
also permits better control of the bulk dielectric constant which may be obtained from the
average condensed phase dipole moment.85 Empirically, we have chosen to introduce the χ-
scaling

(6)
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where p is an empirical parameter that controls the extent to which χ is scaled relative to the
hardness scaling function. For p = 1, the scaling on electronegativity values is equivalent to
that in the hardnesses; similarly, a value of p = 0 would correspond to no scaling (i.e. a
constant electronegativity with no charge-dependent scaling).

Unfortunately, the explicit introduction of a charge dependence into the molecular hardness
matrix has introduced the additional complication that the polarizability expression in
equation 2 is no longer exact. Consequently, the corresponding system of equations for the
equilibrium charges (and polarizabilities) is now a non-linear system and must be solved by
an iterative approach. In situations where the equilibrium charge distribution is not strongly
perturbed by the implicit charge dependence, a slightly modified version of equation 2

(7)

(derived in Appendix A) is convenient for obtaining a leading-order approximation of the
polarizability in the absence of a fully non-linear treatment. In the above expression, αβγ is
the βγ-element of the gas-phase molecular polarizability tensor, ▽M g(QM) is the derivative
of the scaling function with respect to QM, Rβ is the β-position vector, M̂ is a matrix that
selects elements associated with the M-site (since we have chosen our hardness elements to
only depend on the oxygen charge), and μγ is the γ-component of the dipole moment. We
see the charge-dependent polarizability differs from the unscaled (gas-phase) value by a
multiplicative factor ξ(QM) = 1/[g(QM)h(QM)] and additive terms, which are related to the
M-site hardness and dipole moment, respectively. These additive terms of equal magnitude
and opposite sign are small compared to the first term and do not greatly influence α(QM)
(see figure 8). If we neglect the additive terms and consider the limit in which p = 1,
equation 7 reduces to

(8)

from which it is clearly seen that α(QM) modulates the gas-phase polarizability via an
inverse relationship with the scaling function, g(QM). While equation 8 is effective for
illustrative purposes, we have employed equation 7 for calculations of the condensed-phase
polarizability within this work.

Having now introduced an explicit charge-dependent polarizability via a simple scaling
function g(QM), it is relevant to discuss the nature and form of this scaling function. While
there is no formal theory connecting charge and polarizability, general trends provide
guiding insight. In prior work, Rappe and Goddard have employed atomic hardnesses which
depend linearly on charge.58 In the context of molecular dynamics simulations, such an
approach would necessitate some degree of charge bounding to prevent unfavorable
overpolarization or underpolarization and to establish consistent polarizabilities in the
gaseous and condensed phases. In light of this we have chosen to employ an error function
form which applies constant scaling in the purely condensed-phase and gaseous regions and
approximately linear scaling in the intermediate region. The use of the error function is also
preferred as it allows smooth transitions between each region, which is necessary to avoid
discontinuities in the forces. Thus, we choose an error function of the form

(9)

as the scaling function since it incorporates additional empirical parameters which can be
utilized to model the desired relationship between polarizability and charge. Parameters a
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and b collectively define the polarizability at the gaseous and condensed-phase limits. The
rate of polarizability change with charge for non-isolated molecules is controlled by c.
Collectively, c and d describe the onset of scaling and the range of charges over which
polarizability changes. The selection of these parameters and comments regarding the
parameterization of this model are discussed further in Section III A.

C. Molecular Dynamics Simulations
Condensed phase simulations of the TIP4P-QDP model are conducted at constant pressure
and temperature (T = 298 K) using CHARMM.86,87 For comparative purposes, analogous
simulations of TIP4P-FQ under matching conditions are also performed. 216 molecules of
each model are included in their respective simulations. Simulations 25 ns in length are
performed for the TIP4P-QDP and TIP4P-FQ models. Conditionally convergent long-range
interactions are accounted for using Particle Mesh Ewald88 with κ = 0.37 and 20 grid points
in each dimension (FFT grid spacing). Fictitious charge degrees of freedom are assigned
masses of 0.000069 kcal/mol/ps2. The Nose-Hoover89 method is implemented to couple the
charge degrees of freedom to a thermostat at 1 K; this thermostat has a mass of 0.005 kcal/
mol/ps2. A 0.5-fs time step is used for propagating the classical equations of motion using a
Verlet leap-frog integrator.

Liquid-vapor interface simulations are performed for 1024 molecules at constant volume
and constant temperature (T = 298K). The dimensions used for the box are 24.0 × 24.0 ×
130.0 Å. Particle Mesh Ewald parameters are modified from the condensed phase
simulation, with 30 grid points in the transverse directions, 120 grid points in the
longitudinal direction, and κ = 0.33. Simulation lengths of 30 ns and 75 ns are used for the
two models. All other simulation parameters are equivalent to those listed for the condensed
phase simulations in Table I.

III. RESULTS
A. Parameterization of TIP4P-QDP Model

The TIP4P-QDP model is based on the application of the charge-dependent scaling function
to the original TIP4P-FQ model; therefore, we retain the TIP4P-FQ geometry in the TIP4P-
QDP model. To construct the TIP4P-QDP model, we first modify the TIP4P-FQ hardness
values which were originally chosen to to mimic a reasonable condensed-phase
polarizability for stable bulk simulations; thus, the TIP4P-FQ model has a static
polarizability that does not correspond to any theoretical or experimental gas phase value.
Since it is desired to establish a polarizability gradient between the gaseous and condensed
phases and since the gas-phase polarizability is well-known experimentally, we
reparameterize the hardness values to reproduce a reasonable gas-phase polarizability of
1.40 Å3. We note that the resulting TIP4P-QDP gas phase hardnesses maintain
approximately the same relative magnitudes as the original TIP4P-FQ hardnesses. The error
function form (equation 9) is then parameterized with the caveat that the gas phase
polarizability remains unchanged. In the condensed phase, the hardnesses are scaled by a
value of g(QM) > 1 for charges greater than the equilibrium gas phase charges. The
parameters of the scaling function which influence the height, slope, and inflection are
determined empirically such that the resulting polarizability distribution is centered about an
anticipated condensed phase polarizability 7-9% less than the gas phase value. A broad
polarizability distribution allows for a description of a greater range of local chemical
evironments.

Regarding electronegativity scaling, a final value of the p-parameter is determined to be p =
0.80; this value generates a condensed phase dipole moment distribution with an average of
2.641(±0.001) Debye, similar to that exhibited by the TIP4P-FQ model. Introduction of the
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scaling function and modification of the hardnesses further necessitated slight
reparameterization of the remaining electrostatic and non-bonded parameters. The
electronegativities were then reparameterized such that a single water molecule in vacuum
minimizes to the experimental dipole moment of 1.85 D. Since the polarizability of TIP4P-
QDP in the condensed phase is higher than that of TIP4P-FQ, the Lennard-Jones parameters
required minor modification to prevent overpolarization while still reproducing reasonable
densities and energetics. The Lennard-Jones parameters were parameterized based on fitting
to gas-phase water dimer binding energies and geometries (bond distances). A comparison
of the electrostatic and non-bonded parameters for TIP4P-QDP and TIP4P-FQ is presented
in table III while the gas phase properties for these two models are compared in table IV.

For further comparisons, a model consisting of full scaling p = 1.0 was also developed and
parameterized. The results of this model (hereafter referred to as QDP-P1) are also included
in this work as a reference in order to more fully clarify differences between the TIP4P-FQ
and TIP4P-QDP models. We point out that the best parameterization of QDP-P1 featured
comparable density and polarizability to TIP4P-QDP, but had notably higher dipole
moments in the condensed phase (〈μ〉 ≈ 2.75), an anticipated consequence of scaling
electronegativity and hardness equivalently. As will be discussed, the enhanced dipole
moments are responsible for increased intermolecular cohesion which ultimatly reduced the
quality of the QDP-P1 parameterization and necessitated additional scaling of the atomic
electronegativities.

B. Condensed-Phase Properties
1. Density—The density of the condensed phase was determined via the expression

(10)

where N is the number of molecules in the simulation, 〈V〉 is the average volume of the
simulation cell, W is the molecular mass of water, and NA is Avogadro’s number. The
average density at 298K was calculated to be 0.9954(±0.0002) g/cm3 for the TIP4P-QDP
model. This value is in agreement with the experimental value 0.997 g/cm3, and reflects the
general quality of widely-used water models.1,54,90-94 As discussed below, the
parameterization of the Lennard-Jones parameters to give this density for TIP4P-QDP was
balanced with the need to accurately reproduce ΔHvap.

2. Condensed-Phase Polarizability—Since the TIP4P-QDP model adjusts the
molecular polarizability dynamically in response to the (electro)chemical environment, we
consider the distribution of molecular polarizabilities in the condensed phase. As previously
discussed within the context of formulating this model, an isolated TIP4P-QDP molecule
was parameterized to a polarizability of 1.40 Å3, a value comparable to the experimental gas
phase polarizability. The scaling function allows for TIP4P-QDP molecules to have
polarizabilities as low as 1.05 Å3. The polarizability distribution observed in the condensed
phase is presented in (Figure 1). M-site charges for every molecule from each snapshot of a
trajectory were used in conjunction with equation 7 to generate the polarizability
distribution. The average polarizability in the condensed phase is calculated to be 1.309
(±0.001) Å3, approximately 17% higher than the static condensed phase polarizability of
TIP4P-FQ and about 11% less than the experimental gas phase value. The average
condensed-phase value approximately reflects a 6.5% reduction in the molecular
polarizability relative to the TIP4P-QDP gas phase value, which agrees well with the
estimated range of 7-9% reduction calculated by Morita from first principles.74 The
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distribution also exhibits a width of observed molecular polarizabilities of about 0.20 Å3,
which is consistent with the width of the distribution for QDP-P1.

3. Dipole Moment Distribution—The dipole moment distributions for both the TIP4P-
QDP and TIP4P-FQ models are presented in Figure 2. The distribution for TIP4P-QDP has
an average value of 2.641(±0.001) Debye, almost indistinguishable from that of TIP4P-FQ.
While refinement of the p-value could improve the agreement with TIP4P-FQ, such a
refinement would be arbitrary due to the uncertainty in the true value of the average
condensed-phase dipole moment for water. Experimental estimates78 of the dipole moment
of condensed-phase water (2.96 ± 0.6 D) span a broad range of values; this range is also
observed in ab initio molecular dynamics simulations.16,77 The TIP4P-QDP distribution also
features skewed symmetry, with the population of molecules higher dipole moment more
sharply declining than those with lower dipole moments. TIP4P-QDP also features a
somewhat more narrow distribution than TIP4P-FQ. Although it might seem reasonable that
adjustment of the p-value could result in a wider distribution for TIP4P-QDP, various p-
values in the range considered during parameterization show essentially the same shape and
width, as evident by comparison of the TIP4P-QDP and QDP-P1 distributions. Ab initio
studies of bulk water dipole moments demonstrate the importance of local environment,
particularly the hydrogen bond coordination, on a molecule’s dipole moment.95,96

Furthermore, as a molecule becomes more coordinated with hydrogen bonds, the range of
accessible dipole moments increases due to an increase in possible structural variations. It is
therefore argued that systems with a larger fraction of highly coordinated water molecules
will feature wider dipole moment distributions. As is noted in section III C3, the average
number of hydrogen bonds in the condensed phase is lower for TIP4P-QDP than TIP4P-FQ.
In particular, the ratio of water molecules with four hydrogen bonds to molecules with three
hydrogen bonds is lower in TIP4P-QDP than TIP4P-FQ (1.4 to 1.8, respectively). Such a
change in hydrogen bonding can be reasoned to impact condensed phase properties (such as
the higher diffusion constant observed for TIP4P-QDP) and the narrowed dipole moment
distribution. We also note that the ratio of hydrogen bonds is consistent between QDP
models, further supporting the link between hydrogen bond coordination and dipole moment
distribution width. The slight skewed character of the TIP4P-QDP dipole moment
distribution can be attributed, at least in part, to the selective attenuation of the largest
oxygen partial charges due to the significant scaling of the hardnesses in the condensed
phase.

4. Radial Distribution Function—Radial distribution functions for TIP4P-QDP and
TIP4P-FQ are presented in Figure 3. Although the distributions share similar features, there
are subtle differences between the two models. There is a slight reduction in peak height and
structure for the TIP4P-QDP model compared to TIP4P-FQ. This feature which is common
to the three distributions presented corresponds to a decrease in four-coordinate hydrogen
bond formation. This notion of decreased hydrogen bond formation is further discussed
below. A subtle shift of the TIP4P-QDP distributions towards larger separation distances is
also observed in each distribution. Although this is a rather minor difference from the
TIP4P-FQ model, the shift is in better agreement with neutron diffraction data97,98 which
also features peaks centered at greater distances than predicted by TIP4P-FQ.

5. Enthalpy of Vaporization—Enthalpy of vaporization is defined as

(11)

Noting that the state change in vaporization is from the liquid phase to the vapor phase
allows for the expansion to liquid and vapor terms. Making the assumption that the change
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in volume of the liquid is negigible compared to that of the gas and assuming ideality in the
gas phase results in the final expression:

(12)

Here, the Egas is the energy of a single minimized molecule in vacuum and Eliq is the
average system energy from condensed-phase simulations. The original TIP4P-FQ model
was parameterized to exhibit excellent agreement with the experimental enthalpy of
vaporization. The current parameterization of TIP4P-QDP predicts a vaporization enthalpy
of 10.55(±0.12) kcal/mol. Although higher than the experiment (10.51 kcal/mol) and TIP4P-
FQ (10.49 kcal/mol) values, the TIP4P-QDP result still agrees well with these two values,
exhibiting a 0.4 % increase over the experimental value. Additionally, further improvement
of this value via modification of the Lennard-Jones parameters appears to have adverse
effects on the density of the condensed phase. Thus, in order to ensure reasonable accuracy
in both properties, a slight compromise in the model’s enthalpy of vaporization was deemed
acceptable.

6. Dielectric Constant—The dielectric constant for each system was calculated using the
relation:

(13)

where M is the dipole moment of the simulation cell. ε∞ is the infinite frequency (optical)
dielectric constant, estimated using the approach outlined in reference 54. To summarize,
charge dynamics simulations were performed on static configurations generated from an
NVT simulation at the average density of QDP predicted from constant pressure
simulations. The charge degrees are propagated at 1 K, and the Kirkwood fluctuation
formula is applied to determine the optical dielectric:

(14)

We obtain a dielectric constant of 85.8(±1.0) where the contribution from the ε∞ is
approximately 2.1; the total dielectric constant is 10% higher than experiment, though still
of generally acceptable quality in comparison with several fixed-charge models.90-94 We
note that the optical dielectric is slightly higher than the value for TIP4P-FQ reported by
Rick et al,1 as well as experimental estimates. However, the value estimated for TIP4P-FQ
using the present approach, ε∞ = 1.775, overestimates the previously reported result of ε∞
= 1.592. This suggests the tendency for the Kirkwood approach to overestimate the optical
dielectric constant. The increased value of the optical dielectric constant for TIP4P-QDP
over that of TIP4P-FQ is attributed to the higher molecular polarizability, which influences
ε∞ as dictated by the Clausius-Mossotti relation.

Based on the results of QDP-P1 which yielded ε ≈ 98, it is suggested that the average
condensed phase dipole moment plays an important role in obtaining the correct dielectric
constant. In this regard, we find that 〈μliq〉 ≈ 2.6 is sufficient for the QDP model to approach
the experimental dielectric constant—an observation also made by Sprik.85 Therefore, the
higher dielectric constant of TIP4P-QDP can be attributed to the slightly larger average
dipole moment.

7. Diffusion Constant—The self-diffusion constant was calculated using the Einstein
relationship applied to constant volume and temperature simulations of pure liquid:
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(15)

The volume of the simulation cell was set to reproduce the average density of TIP4P-QDP
from the constant NPT simulations. The diffusion constant for TIP4P-QDP was calculated to
be 2.20(±0.04)×10−9 m2/s which is quite close to the experimental value of 2.30×10−9 m2/s.
This reflects an improvement over TIP4P-FQ calculated here to be 1.93(±0.05)×10−9 m2/s
and elsewhere1 to be 1.9(±0.1)×10−9 m2/s. As previously mentioned, the enhanced diffusion
constant relative to TIP4P-FQ is likely to be the result of reduced structure in the condensed
phase as suggested by decreased hydrogen bonding. We mention the diffusion constant
calculated for QDP-P1 was lower than both TIP4P-QDP and TIP4P-FQ. It is reasoned that
the enhanced dipole moment of QDP-P1 is influenced by higher cohesive intermolecular
forces which limit the dynamics in the bulk. However, little change in the average hydrogen
bonding relative to the TIP4P-QDP model suggests that the strong cohesive interactions did
not result in enhanced organization of the fluid structure. From the QDP-P1 RDF, it is
evident that QDP-P1 lacks key structural features that are common to both TIP4P-QDP and
TIP4P-FQ, in particular the depletion of the first minimum in the O–O distribution.

Finally, it has been suggested that diffusion constants computed from molecular dynamics
simulations have an inherent sensitivity to system size.99 Hence, in order to make a valid
comparison to experimental data, the diffusion constant should be extrapolated for an
infinitely large system. Simulations of a larger system (N = 988) of TIP4P-QDP were
performed to assess the extent to which system size influenced the calculation. For this
larger system, a diffusion constant of 2.40(±0.02)×10−9 m2/s was calculated. Employing the
linear extrapolation method used by Miller and Manolopoulos99, we estimate the diffusion
constant for an infinitely large system to be approximately 2.46 ×10−9 m2/s, suggesting a 1.1
scaling factor from the N = 216 to the N = ∞ system. Applying this factor to the TIP4P-FQ
and TIP4P-QDP values yields better agreement with the experimental value. Although the
corrected diffusion constant of TIP4P-QDP now overestimates experiment, the deviation
from experiment is relatively consistent with the uncorrected value. The diffusion constants
as calculated for the N = 216 system and extrapolated for N = ∞ are included in table V.

8. Isobaric Heat Capacity—The isobaric heat capacity was calculated via numerical
differentiation method utilized by Horn et al:91

(16)

where 〈H〉 is the average enthalpy calculated from NPT simulations. Additional simulations
at T = 297 K and T = 299 K were utilized to compute Cp at 298 K. TIP4P-QDP has a heat
capacity of 16.4(±3.5) which underestimates experiment by about 9%. This agreement with
experiment is slightly better than TIP4P-FQ, which overestimates experiment by about 17%.
It is further noted that Equation 16 provides only an approximate Cp value that is not
corrected for quantum effects. Regardless, such effects are not expected to greatly influence
the results reported here since they are antincipated to be less than the magnitude of
uncertainty for each value.

9. Isothermal Compressibility—The isothermal compressibility was calculated using
the following equation:
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(17)

where 〈V〉 and συ denote the average and the standard deviation of the total system volume
over the course of the simulation, T is the temperature, and kB represents Boltzmann’s
constant. For TIP4P-QDP, a value of 4.013(±0.062) × 10−10 Pa−1 was calculated. Although
this is 0.5 × 10−10 Pa−1 lower than the experimental value, it showed a 3% improvement
over the value calculated for TIP4P-FQ. As is anticipated due to the dependence of this
property on σV, QDP-P1 exhibited a value of κT ≈ 3.3, which is notably less than both the
TIP4P-QDP and TIP4P-FQ. The reduced value of κT results from reduced fluctuations in
volume, a characteristic expected from increased cohesive forces resulting from the
enhanced dipole moments as previously suggested.

C. Liquid-Vapor Interfacial Properties
1. Density Profile—The water density profiles as a function of the z-position relative to
the center of mass of the water slab are presented in Figure 4. From this data, the Gibbs
Dividing Surface (GDS) is calculated to occur at 26.01 Å3 from the system’s center of mass
for both TIP4P-QDP and TIP4P-FQ. The GDS is calculated as the point in which the surface
excess is zero. Using the “10-90” criteria for interfacial thickness,100 the interfacial region is
considered to be the region in which the density transitions from 10% to 90% of the bulk
condensed-phase density. We estimate the interfacial thickness to be approximately 3.3 Å
for TIP4P-QDP which is commensurate with that for TIP4P-FQ in this work. The TIP4P-FQ
interfacial thickness has been previously reported as 3.5 Å,101 which agrees reasonably well
with the value calculated here. One notable difference between the density profiles of the
two models is a distinguishable “notch” present in the TIP4P-QDP profile at the onset of the
interfacial region. This notch represents a region prior to the onset of the interface, but
features a reduced density of approximately 0.93 g/cm3. This notch is a feature that was also
observed for QDP-P1. While the TIP4P-FQ profile shows a region of reduced density
between the pure bulk phase and interface, this region features a gradual slope, different
than the sharp drop-off and leveling observed in the QDP models. This suggests that the
introduction of dynamical polarizability allows for the formation a stable transitional region
between the condensed phase and interface (as defined by the 10-90 criteria). The nature of
hydrogen bonding (see also Section III C3) between the two models at this depth is reasoned
to cause this feature. While a general trend of drecreasing hydrogen bonds beginning at the
onset of this region is observed for both model types, the ratio of hydrogen bonds to the
coordination number becomes notably higher for the QDP models than TIP4P-FQ at this
depth. Additional spatial requirements for hydrogen bond networking, as well as the
increased stability of such a network help explain this region of reduced density exhibited by
the QDP models.

2. Dipole Moment Profile—The dipole moment profile is presented in Figure 4 for
TIP4P-QDP and TIP4P-FQ. Consistent with the condensed-phase simulations, the average
condensed-phase dipole moment is approximately 2.641(±0.001) D for TIP4P-QDP, which
is slightly higher than the TIP4P-FQ value of 2.623(±0.001) D. The enhanced TIP4P-QDP
dipole moments in the region extending from the interface into the gas-phase are an
anticipated result from the increasing molecular polarizability in this region relative to the
bulk phase. It is noted, however, that the dipole moment of both models ultimately reduce to
the appropriate value of 1.85 Debye within the gas-phase. Furthermore, this dipole moment
enhancement suggests hydrogen bond networks extending into the gas-phase as supported in
the following section. Similar results were seen in QDP-P1, suggesting this is a common
effect due to the modulation of polarizability in this region.
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3. Hydrogen Bond Profile—For the hydrogen bond profile (Figure 5), the average
number of hydrogen bonds formed by a water molecule as a function of its z-position
relative to the center of mass was calculated. The definition for a hydrogen bond was based
on the geometric criteria used by Liu et al.101 We select the geometric definition over an
energetic one102 such that a comparison could be drawn to the results of Liu et al, and
because this definition has shown more reliable simulation results.103 Using an O–O
distance of 3.5 Å as a distance criteria, prospective hydrogen bonding pairs were tagged.
Among these tagged pairs, an angular requirement for the HO–O bond to be less than 30°
was implemented to define a hydrogen bond pair. Within the bulk region, water molecules
formed an average of 3.57 hydrogen bonds for TIP4P-QDP while the average for TIP4P-FQ
was 3.62 hydrogen bonds. Also presented in Figure 5 is the probability of hydrogen bond
formation as a function of z-position relative to the center of mass. This probability was
calculated as the ratio of the number of hydrogen bonds formed by a molecule divided by its
coordination number. The coordination number was defined as the number of water
molecules having an O–O distance less than 3.5 from the water molecule of consideration.
The probability of hydrogen bond formation increases significantly in the interfacial region
compared to the bulk for both models. This is consistent with the observations of Liu et al
for TIP4P-FQ.101 It is noted, however, that the hydrogen bond probability for TIP4P-QDP is
reduced in the condensed phase and enhanced in the interfacial region, relative to TIP4P-FQ.
This reduced hydrogen bonding within the condensed region was anticipated based on the
reduced structure indicated by the RDFs of TIP4P-QDP. It is likely the combination of
enhanced polarizability relative to the bulk and a more favorable dimer energy than TIP4P-
FQ prolong a water molecule’s ability to remain hydrogen bonded as it leaves the interface
for the gas-phase.

4. Molecular Orientation—The orientational structure of TIP4P-QDP and TIP4P-FQ are
analyzed via the distribution of two angular coordinates, θ and ϕ, as a function of z-position
with respect to the GDS. For convenience, we present the orientational distributions as a
function of the average value of the cosine of these angles. The angle θ is defined here as the
angle between the permanent molecular dipole vector (as determined from the gas-phase
dipole moment) and the fixed z-axis of the simulation cell (the vector perpendicular to the
surface). For molecules below the GDS in which θ = 0°, both hydrogen sites are directly
pointing towards the gas-phase. Molecules having θ = 90° are those in which the molecular
symmetry axis is parallel to the surface. The second angular component under consideration,
ϕ is the angle made between the molecular plane and the z-axis of the simulation cell. A
value cos ϕ = 0 represents a molecule lying parallel to the GDS, while cos ϕ = ±1 represents
configurations perpendicular to the GDS. Due to the indistinguishability of the two
perpendicular configurations, the absolute value of this quantity is considered.

The orientational profiles with respect to the depth relative to the GDS are presented in
Figure 6. The 〈cos θ〉 profile suggests TIP4P-QDP has a stronger orientational preference
the for the molecules’ permanent dipole vector in the outermost portion of the interface than
TIP4P-FQ. There is, however, a diminished orientational preference for TIP4P-QDP within
the condensed phase. This profile suggests hydrogen atoms point into the gas-phase for
values of z above the GDS, while there is a lesser preference for hydrogen atoms to point
into solution below the GDS. Furthermore, there is essentially no orientational preference in
the condensed-phase region (〈cos θ〉), which is expected from the bulk isotropic
environment. The 〈|cos ϕ|〉 profile demonstrates similar features. Within the condensed-
phase region, there is essentially no net structural effect (a value of 0.5 represents the
average of the two extreme values for this property). Again, a notable well forms in the
region several angstroms below the GDS in the 〈|cos ϕ|〉 profile, suggesting a strong
preference for the water to lie parallel to the surface but slightly tipped such that the
hydrogens point towards the bulk. A peak in this profile above the GDS indicates a
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preference for the water molecule to orient perpendicular to the surface; this preference is
essentially the same for the different models.

Within the context of orientation profiles, the z-induced dipole moment can also be
discussed. The z-induced dipole moment was calculated by subtracting the fixed z-
component of the dipole moment for the z-projection of the total dipole moment for each
molecule. The profile of this quantity as a function of z-position relative to the center of
mass is also featured in Figure 6. There is significant (over 50%) increase in the maximum
induced dipole moment for TIP4P-QDP over TIP4P-FQ. This increase is expected based on
the increased θ preference of the TIP4P-QDP model since θ is connected to the permanent
dipole moment vector.

5. Interfacial Potential—The interfacial potential is the potential drop associated with
moving a volumeless positive test charge from the vapor phase into solution. This is a
measure of the combined electrostatic effects of the water orientation and induced dipole
moment distributions at the interface. The liquid-vapor interfacial potential is calculated by
the integration of z-component of charge density11,33,66,69,104 ρ(z), as

(18)

where z is the direction perpendicular to the interface and z0 is center of mass position of the
bulk phase. The integration is performed numerically by evaluation of the charge density for
1 Å-wide segments in the z-direction. The interfacial potential for TIP4P-QDP converges to
-11.98(± 0.08) kcal/mol, while a more favorable potential of -12.21(± 0.05) kcal/mol is
calculated for TIP4P-FQ. Currently, there is no experimental consensus on the value, or
even the sign of interfacial potential since values have been presented in the range ± 1500
mV (± 34.6 kcal/mol).105,106 Furthermore, we remark that studies of the aqueous liquid-
vapor interface utilizing molecular dynamics have reported more consistent values in the
range of -400 to -600 mV (approximately -9 to -14 kcal/mol).54,69,107-110 We note that the
values calculated for all water models in this study fall in the typical range for MD
simulations, with the TIP4P-FQ value demonstrating excellent agreement with the
previously reported value of 12.20 (± 0.05) kcal/mol.110 Integration of charge density allows
for the partitioning of the interfacial potential into dipole and quadrupole moment
contributions.10 The similar dipole contributions for the two models, approximately 13.74
kcal/mol, indicate the quadrupole contributions offer the greatest differences between the
models. The interfacial potential profile for TIP4P-QDP and TIP4P-FQ is featured in figure
7. A distinguishing feature of the TIP4P-QDP profile is the exaggerated peak in the region
just below the interface, which based on the aforementioned comments is likely a
consequence of a locally enhanced quadrupole moment contribution.

6. Surface Tension—As a final comparison bewteen the TIP4P-DQP and TIP4P-FQ
models in the liquid-vapor interface, the surface tension was calculated from the difference
of the normal and tangential elements of the internal pressure tensor111

(19)

where Pxx, Pyy, Pzz are the diagonal elements of the internal pressure tensor and Lz is the
length of the simulation cell in the z-direction (normal to the surface). Surface tension
computed for TIP4P-QDP model is 71.0(±2.7) dyne/cm, 2.3% less than the TIP4P-FQ
estimate of 72.7 dyne/cm and 1.3% less than the experimental value of 71.9 dyne/cm. This
slight reduction is consistent with the more favorable dimer energy than TIP4P-FQ which
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allows a reduced energetic penalty for water molecules leaving the condensed phase for the
vapor phase.

IV. CONCLUSIONS
In this work, we have presented a new water model, TIP4P-QDP, which explicitly accounts
for the polarizability gradient between thermodynamic phases. The model is built upon the
charge equilibration formalism and the TIP4P-FQ model of Rick et al.1 Although there are
numerous possible paths to introduce phase-dependence in the context of molecular
dynamics simulations, we chose the development of a multiplicative scaling function that is
based on the M-site partial charge. This notion is based on the considerable gradient in
dipole moment from gas to liquid phases, which could be coupled to a change in molecular
polarizability between these two phases. An error function was chosen as the functional
form due to its ability to apply constant scaling in regions considered purely gaseous or
condensed, while providing nearly linear modulation between these two phases. Moreover,
atomic electronegativities were also scaled in order to maintain self-consistency with the
hardness scaling. Here additional scaling parameter, p, was used to control the amount by
which χ was scaled. Although a value of p = 1 is expected to reduce the charge-dependent
expressions to their charge-independent analogs for an isolated molecule, condensed phase
effects result in undesirable increases in cohesive forces. Hence, a reduced p-value allowed
for an appropriate average condensed-phase dipole moment and an accurate depiction of
intermolecular forces in the condensed phase as suggested by the agreement of these
properties with experiment.

A reparameterization of the hardness, electronegativity, and Lennard-Jones parameters was
necessary to correct the gas phase polarizability, dipole moment, and dimer energies.
Selection of the specific parameter set was based on the ability to simulataneously match the
density and enthalpy of vaporization to experiment. Ultimately, the density at ambient
conditions, 0.9954 (± 0.0002) g/cm3, and enthalpy of vaporization, 10.55 (±0.12) kcal/mol,
demonstrate excellent agreement with experiment. Isothermal compressibility, diffusion
constants, and isobaric heat capacity are also commensurate with the experimental and
TIP4P-FQ results. The dielectric constant of ε = 85.8 overestimates experiment by 10%.
However, the comparison of TIP4P-QDP as presented in this work to its analog with full
scaling on χ (p = 1) suggests that the average dipole moment in the condensed phase is an
important consideration for replicating the appropriate dielectric constant. Interfacial
properties are qualitatively similar to the TIP4P-FQ results. Consistent observations made
among charge-dependent models with different p-values suggest features that are a direct
consequence of accounting for the polarizability gradient between phases. A hydrogen bond
network that extends further into the gaseous region than TIP4P-FQ, as well as a
corresponding extension of enhanced dipole moments, suggest enhanced cohesion within the
interfacial region. This is anticipated on the basis of increased polarizability and more
favorable dimer energy of the TIP4P-QDP model. A stronger orientational preference of the
TIP4P-QDP model’s permanent dipole vector is also a common feature of the QDP-scheme
that results in an enhanced z-induced dipole moment.

Acknowledging that the scaling function used for TIP4P-QDP is not rigorously bound to
experimental or quantum mechanical results, we stress that the primary focus of this work is
a preliminary analysis of how accounting for the difference in polarizability between phases
affects the physics of the liquid-vapor interface. Furthermore, relationships dictating the
nature of change of polarizability via a convenient simulation parameter such as QM are not
definite, limiting the level to which this model can replicate such phenomena. The coupling
of the scaling function to the M-site charge is a computationally efficient and convenient
method of incorporating a phase-dependent molecular polarizability in molecular dynamics
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simulations. Future generations of phase-dependent models may rely on hydrogen bond
coordination, which has been shown to correspond strongly to both the molecular dipole
moment95,96 and molecular polarizability.75

The first step towards exploring the implications of such physics within the context of
classical molecular dynamics simulations, we have demonstrated an approach to incorporate
phase-dependence of molecular polarizability. The resulting TIP4P-QDP model also
demonstrates intriguing physical properties, most notably, the enhanced structure of the
liquid-vapor interface. One promising approach towards improving this model will be to
introduce an additional scaling of the Lennard-Jones parameters.112 Such modifications may
capture more precise structural features that were ignored in the current treatment. This may
in turn further improve upon the condensed-phase properties calculated here. Future
incorporation of additional atomic sites will allow for treatment of out of plane
polarizability, a feature neglected in the original TIP4P-FQ model and the TIP4P-QDP
model proposed in this work. Future studies involving TIP4P-QDP (or further refined
versions of this model) will focus on how phase-dependent polarizability affects interfacial
simulations involving non-polarizable and polarizable ions. Furthermore, the extent to which
this model can replicate the liquid-vapor coexistence curve will also be studied. The
dynamical nature of polarizability as exhibited in TIP4P-QDP is a crucial element that has
been lacking in studies involving the latter, and it is therefore suggested that the TIP4P-QDP
model (and future versions) may have success in such applications.
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APPENDIX A: DERIVATION OF QDP EXPRESSIONS
The charge dependent polarizable water model introduces a multiplicative scaling factor to
each term in the Hamiltonian. In addition to the Q-dependent scaling it is desired to control
the magnitude of scaling on the chi parameter, which is done by the introduction of an
empirical p-parameter. The generalized energy expression with Q-dependent hardness and
Q,p-dependent electronegativities is given by

(A1)

By taking a derivative with respect to the kth charge and setting the resulting expression

(A2)

equal to zero, we may obtain a set of simultaneous equations, one for each charge. In the
above equation, χk is the kth site electronegativity and Jk is the kth row of the hardness
matrix. The first two terms in the above expression are the usual terms one obtains when χ
and J are independent of Q. The last term accounts for the charge dependence of χ and J.
We may now make the specific assumptions

(A3)

and
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(A4)

which tie the scaling of the hardnesses and electronegativities to a factor g(QM) based on the
M-site partial charge. Introduction of the p dependence in equation A3 acts to control the
extent of scaling due to the g(QM) term; a value of p = 0 introduces no QM-scaling, while a
value of p = 1 introduces full scaling equivalent to that applied to the hardness matrix.

If we now consider a single water molecule and the cases in which k corresponds to a
hydrogen site, only the first two terms of equation A2 survive (since χ and J only depend on
QM and we may write

(A5)

Letting h(QM) = g(QM)/[(1 − p) + pg(QM)] and rearranging, we obtain the simplified
expression

(A6)

which, in the limit p = 1, reduces to the usual expression

(A7)

For the M-site (k = M), and using the fact that ∇M [(1 − p) + pg(QM)] = p∇M g(QM), we
obtain

(A8)

where 〈M̂∣ is a unit vector that picks out the M-site charge. The full system of equations is
constructed from the equations for both hydrogen sites and the M-site as

(A9)

where the matrix M denotes the outer product ∣M̂〉〈M̂∣. This form allows us to recover
equations A6 and A8 upon dotting a particular unit vector such as 〈M̂∣, 〈Ĥ1∣, or 〈Ĥ2∣ into
this expression from the left. To compute the polarizability, we make the assumption

(A10)

which constructs a static (charge independent) version of the hardness matrix from the true
equilibrium charges. In the limit of no external field and p = 1 (h(QM) = 1), this assumption
is exact since the same equilibrium charges are recovered and self-consistent:

(A11)

In the presence of an external field, this assumption essentially requires that the charge-
induced changes to the hardness matrix be small which should be a valid approximation in
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the weak field limit. This makes it unnecessary to iteratively solve the non-linear system of
equations. Therefore, the equilibrium charges in the presence of some external field εγ are
given by

(A12)

The induced dipole in the β direction is given by the difference in charges due to the
presence of the field

(A13)

and the derviative of the induced dipole moment with respect to the field then yields the βγ
component of the polarizability:

(A14)

By manipulating the definition of H(Q, r) in equation A9, we may obtain an expression for
the inverse as

(A15)

which relates the charge-dependent hardness matrix to the charge-independent hardness
matrix at leading order. Assuming the correction is small, we can perform a series expansion
of the bracketed term to yield

(A16)

Insertion of this definition into the polarizability expression yields

(A17)

which expresses the polarizability in terms of the original, unscaled matrix J(r). Thus, when
the gradient of g(QM) is zero (constant g(QM)) for p = 1 (h(QM)=1), the new contribution
disappears so that the usual expression is recovered to within a multiplicative constant
depending on the constant scaling factor applied to the hardnesses. Since J(r) is symmetric,
this expression may be further simplified into

(A18)

The first term is the usual polarizability expression, but scaled by a factor which becomes
1=g(QM) in the limit p = 1. The second term always increases the polarizability if χM is
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positive and the gradient is negative since the functions g(QM) and h(QM) are always
positive. The last term works to decrease the polarizability with increasing magnitude of the
dipole moment. While all terms should be included in order to accurately estimate the Q-
dependent polarizability, the last two terms are typically an order of magnitude smaller than
the first term and opposite in sign. The magnitude of each term as a function of QM is
featured in Figure 8. Finally, we remark that Equation 7 is a slightly modified form of
Equation A18, utilizing the subsitutions αβγ = 〈Rβ|J−1(r)|Rγ〉 and μγ = 〈Q∣Rγ〉
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Figure 1.
(a) Molecular polarizability (in Å3) as a function of QM. (b) Distribution of molecular
polarizabilities within the condensed phase. Polarizabiities were calculated using Equation 7
and the charges from simulation.
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Figure 2.
Dipole moment distributions for TIP4P-QDP, TIP4P-FQ, and QDP-P1.
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Figure 3.
Radial distribution functions for TIP4P-QDP, TIP4P-FQ, and QDP-P1.
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Figure 4.
Interfacial profiles as a function of z-position relative to the center of mass for (a) the
density and (b) the dipole moment of TIP4P-QDP, TIP4P-FQ, and QDP-P1. A 0.2 g/cm3

offset was applied to the density profiles to distinguish unique features.
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Figure 5.
Hydrogen bond profile. (a) The average number of hydrogen bonds as a function of z-
position for TIP4P-QDP, TIP4P-FQ, and QDP-P1. (b) The probability of hydrogen bond
formation as a function of z-position as calculated from the ratio of hydrogen bonds to
coordination number. A definition of O–O distance less than 3.5 Å and H–O—O angle less
than 30° were used as the hydrogen bond criteria.
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Figure 6.
(a) Profile of 〈cos θ〉, where θ is angle formed between the permanent dipole vector of the
water molecule and the fixed z-axis. (b) Profile of 〈cos ϕ〉, where ϕ is the angle formed
between the molecular plane of water and the fixed z-axis. (c) Profile of the z-induced
dipole moment. All z-values are relative to the center of mass of the system. The GDS is
represented on each plot as a dashed vertical line.
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Figure 7.
Total interfacial potential as a function of z relative to the center of mass of the water slab.
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Figure 8.
Contribution of each term in equation A18 to the total scaling function, g(QM). The top
panel features the first term of equation A18 (solid line) as it compares to the total scaling
function (dashed line) as a function of QM. The lower panel features the second (solid line)
and third (dashed line) terms of equation A18. Terms 2 and 3 are approximately equal in
magnitude while opposite in sign, which results in the first term’s dominance in g(QM).
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TABLE I

Summary of simulation parameters

Parameter Condensed-Phase Liquid-Vapor Interface

T (K) 298. 298.

N (molecules) 216. 1024.

Simulation length (ns) 25. 30.

Time step (fs) 0.5 0.5

QMAS kcal/mol/ps2 0.000069 0.000069

TMAS kcal/mol/ps2 0.005 0.005

κ 0.37 0.33

Grid points (1 Å spacing) 20 × 20 × 20 30 × 30 × 120
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TABLE II

Parameters used for the scaling functions of the TIP4P-QDP model. Parameters a-d are coefficients used in the
error function (Equation 9), and p is the additional scaling factor applied to the scaling of χ (Equation 6).

Parameter TIP4P-QDP QDP-P1

a 1.18022 1.18022

b 0.17985 0.17985

c −2.33071 −2.33071

d −1.49180 −1.49180

p 0.80000 1.00000
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TABLE III

Comparison of potential parameters for the TIP4P-QDP and TIP4P-FQ models.

Parameter TIP4P-FQ a TIP4P-QDP QDP-P1

ε (kcal/mol) −0.28620 −0.29012 −0.350120

Rmin (Å) 3.54586 3.55 3.5646

θ (degrees) 104.52 104.52 104.52

rOH (Å) 0.9572 0.9572 0.9572

rOM (Å) 0.15 0.15 0.15

68.49 60.63 59.91

371.6 309.92 309.92

353.0 295.36 295.36

286.4 239.47 239.47

203.6 181.91 181.91

a
Reference 1
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TABLE IV

Gas-phase properties from TIP4P-FQ, TIP4P-QDP, and experiment

Property TIP4P-FQ a TIP4P-QDP QDP-P1 Experiment

μ (Debye) 1.85 1.85 1.85 1.85b

ᾱ (Å3) 1.12 1.40 1.40 1.47c

Edimer (kcal/mol) −4.50 −4.67 −4.44 −5.4±0.7d

Dimer O-O length (Å) 2.92 2.91 2.98 2.98d

a
Reference 1

b
Reference 113

c
Reference 114

d
Reference 115
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TABLE V

Condensed phase and interfacial properties

Property TIP4P-FQ a TIP4P-QDP QDP-P1 Experiment

ρliq (g/cm3) 1.0001(0.0003) 0.9954(0.0002) 0.9951(0.0002) 0.997b

〈μliq〉 (Debye) 2.623(0.001) 2.641(0.001) 2.752(0.001) 2.96(0.60)c

ΔHvap (kcal/mol) 10.49d 10.55(0.12) 10.96(0.12) 10.51b

〈αiso,liq〉 Å3 1.12d 1.309(0.001) 1.323(0.001) 1.34e

Ds (10−9 m2/s)j 1.93(0.05), 2.15 2.20(0.04), 2.46 1.83(0.05), 2.04 2.30f

κT (10−10 Pa−1) 3.877(0.098) 4.013(0.062) 3.409(0.051) 4.524b

Cp (cal/mol K) 21.0(5.5) 16.4(3.5) 18.5(2.2) 18.0b

ε∞ 1.775, 1.592d 2.128 2.057 1.79g

ε 79.(8)d 85.8(1.0) 97.6(0.2) 78. h

ΔΦ (kcal/mol) −12.21(0.05) −11.98(0.08) −12.87(0.05) —

γ (dyne/cm) 72.7(1.5) 71.0(2.7) 81.2(3.1) 71.9i

a
Values presented are based on calculations from this work, unless otherwise noted.

b
Reference 116

c
Reference 78

d
Reference 1

e
Estimated condensed-phase isotropic polarizability based on the gas phase value of 1.47 Å3 from reference 114 and assuming a 9% reduction in

polarizability as deduced by A. Morita in reference 74.

f
Reference 117

g
Reference 118

h
Reference 119

i
Reference 120

j
Values as calculated for a N = 216 system (left) and corrected for extrapolation to inifinite system size (right).
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