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We present experimental results showing a laser-accelerated proton beam maximum energy cutoff of

67.5 MeV, with more than 5� 106 protons per MeV at that energy, using flat-top hollow microcone

targets. This result was obtained with a modest laser energy of �80 J, on the high-contrast Trident

laser at Los Alamos National Laboratory. From 2D particle-in-cell simulations, we attribute the

source of these enhanced proton energies to direct laser-light-pressure acceleration of electrons along

the inner cone wall surface, where the laser light wave accelerates electrons just outside the surface

critical density, in a potential well created by a shift of the electrostatic field maximum with respect

to that of the magnetic field maximum. Simulations show that for an increasing acceleration length,

the continuous loading of electrons into the accelerating phase of the laser field yields an increase in

high-energy electrons.VC 2011 American Institute of Physics. [doi:10.1063/1.3575624]

I. INTRODUCTION

Laser-accelerated particle beams,1 and in particular ion

beams,2–5 are of considerable interest for many applications

in science and technology, such as the study of astrophysical

phenomena,6 nuclear reactions and isotope production,7,8 ion

fast ignition,9 inertial confinement fusion,10–13 the radiogra-

phy of dense objects, transient electric and magnetic

fields,14,15 and as an injector for accelerators.16–18 They also

have been proposed for use in medicine, for radiation oncol-

ogy for proton or ion therapy.19–21 For the latter application,

techniques have been suggested to either use the entire spec-

tral distribution of the proton beam,22 or to modify the proton

spectrum to a quasimonoenergetic narrow-band distribu-

tion.23–27 However, the critical parameter remains being able

to maximize the proton cutoff energy.

For an entire decade, using flat-foil targets, or any other

target type or geometry, the highest recorded proton energy

remained 58 MeV (Fig. 1, green diamond), obtained 10 years

ago on the Nova PW laser with 423 J of laser energy.2

Though equaled at lower laser intensity (Fig. 1, light purple

square),28 it had never been surpassed,29 despite some of the

data being acquired with a significantly higher laser energy

of up to 1000 J (Fig. 1, purple triangle)29 or intensity of up to

�6� 1020 W=cm2.30

In theory and simulations, new mechanisms have been

proposed to significantly enhance the ion energy. They

include the laser-piston regime,32,33 the radiation pressure

acceleration (RPA) mechanism,34,35 and the break-out after-

burner (BOA) mechanism.36,37 All of these mechanisms, to

be fully realized, have requirements which have, together,

not yet been achieved in the laboratory: an ultrahigh contrast

(to be able to shoot targets thinner than 100 nm) and very

high laser intensities, starting at �1021 W=cm2; and RPA

adds a third requirement, e.g., circular polarization.

With the most understood and efficient laser-ion acceler-

ation mechanism demonstrated to date, target normal sheath

acceleration (TNSA),38 one can use different targets geome-

tries, other than flat foils, in order to achieve higher ion ener-

gies. Within this TNSA framework, where one usually

assumes an isothermal39 or adiabatic40 expansion of the

plasma into vacuum, increasing the electron temperature

(while keeping the hot electron number constant) will

increase the maximum ion energies. Target geometries pro-

posed to do so include mass-limited or reduced-mass targets

(RMTs),41–43 stacked foils,44,45 and cone targets.46–49 RMTs

have recently been shown experimentally43 to enhance the

maximum proton energy due to recirculating electrons, con-

fined in a smaller target volume.

In this paper, we present a more sophisticated target ge-

ometry yielding an increase of the resulting maximum proton

energy. The source of these enhanced proton energies is

attributed, from 2D simulations, to a new mechanism alter-

ing the TNSA hot electron population, and is based on direct

laser-light-pressure acceleration (DLLPA) of electrons along

the cone wall surface in a field confined region (as described

in Sec. IV); while the laser-light microfocusing effects in

this cone target geometry (i.e., optical collection and guid-

ing), previously discussed in Ref. 49, are alone insufficient

to explain the hotter electrons seen in our simulations (as

explained in Sec. III).b)Invited speaker.

a)Paper NI3 4, Bull. Am. Phys. Soc. 55, 195 (2010).
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Our data demonstrates that, using hollow flat-top cone

(FTC) targets, at 80 J of laser energy and about 1.5� 1020

W=cm2 of averaged laser intensity, proton energies well

above 58 MeV can be reproducibly produced. We point out

that the laser energy used here is significantly lower than

what was being used in previous experiments to achieve �60

MeV protons (>400 J in Ref. 2 and up to 400 J in Ref. 30).

This means that these results are interesting for many appli-

cations as the laser energy (J) per ion energy (MeV) can be

reduced, for a given laser system. This is especially benefi-

cial for laser systems prospected for tumor therapy that must

have sufficiently high repetition-rates, in order to supply the

required particle fluxes of 1010 particles=s.19 Using current

technology, this necessitates the required laser pulse energy

should not exceed hundreds of Joules.

Previously, an increase in maximum proton energy from

19 MeV—using a flat-foil target, to over 30 MeV—using a

FTC target had been observed,50 labeled in Fig. 1 as “Au

Flat Foil 10 lm (2006)” and “Au Flat-Top Cone (2006),”

respectively. These experiments were performed on the Tri-

dent laser at pulse energy of 20 J, with the intrinsic amplified

stimulated emission (ASE) contrast of mid 10�7 (Fig. 3, blue

curve). This increase was attributed mainly to the cone ge-

ometry guiding the laser light, and producing hotter elec-

trons, by better laser absorption, due to an increased

interaction area and an increased intensity, as in Ref. 49. In

that experiment, however, no diagnostic of the hot-electron

distribution inside the cone was available. When more

energy was available in the laser system, and a higher inten-

sity, due to the addition of a deformable mirror51 (not avail-

able in Ref. 50), a follow-on experiment on Trident

using�80 J at an intrinsic ASE contrast of mid 10�7 (Fig. 3,

blue curve) was performed, employing target self-emission

diagnostics. This did not show an increase in proton

energy,28 and was identified to be due to a large preplasma

filling the cone, causing the laser to be absorbed far from the

flat top, preventing the efficient transport of hot electrons to

the sheath.28,52 In this article, we describe new experiments

performed at 80 J, but at a much higher ASE contrast, better

than 10�9 (Fig. 3, green curve),53 which minimized the pre-

formed plasma. As compared to 50 MeV obtained using a

flat foil, the proton energies were observed to be significantly

enhanced, up to 67.5 MeV, labeled in Fig. 1 as “Cu flat foil

10 lm (2009)” and “Cu Flat-Top Cone (2009),” respectively.

Prior simulations focused on the laser interacting with cone

targets along the longitudinal axis of symmetry of the cone

(coaxially).49,50 In this work, we systematically study the

local interaction of the laser with both the flat top and the

cone wall, via simulations using the experimental parame-

ters. These simulations yield a novel understanding of laser-

accelerated protons from cone-shaped targets. Our findings

should lead to a new path to even higher proton energies in

the future, using simpler and better optimized targets.

II. TARGET PERFORMANCE BASED ON X-RAY
IMAGING AND PROTON CUTOFF ENERGIES

The experiments were performed at the Los Alamos

National Laboratory (LANL) Trident 200 TW chirped-pulse

amplified (CPA; Ref. 54) short-pulse laser beam. The experi-

mental setup is illustrated in Fig. 2.

The 6706 130 fs, 826 15 J laser pulse with a central

wavelength of 1.054 lm interacted normal to the flat top of

the Cu FTC target, as shown in Fig. 2. The laser was linearly

polarized in the vertical direction [out of the plane in

Fig. 2(a)] and, therefore, the laser interaction at normal inci-

dence with the FTC flat top was S-polarized, while the laser

interaction with the cone walls in the vertical plane was

P-polarized, as illustrated by the laser E-field shown in

Fig. 6(a) (inset, EL, purple arrow). The laser was focused at

the plane of the FTC top to a 7 lm full width at half maxi-

mum (FWHM) spot, containing 47% of the energy for an av-

erage laser intensity of 1.5(60.5)� 1020 W=cm2. The laser

was generally aligned down the throat of the cone using a

backscatter focal diagnostic imaging technique.55 The align-

ing and pointing accuracy is usually better than 10–15 lm;

but in some cases, it can be occasionally up to �100 lm, due

to uncontrolled vibrations in equipment neighboring or

within the laser facility.

The laser contrast was 10�9 (which corresponds to the

detection limit of the third order cross-correlator) or better at

80 ps before the main pulse, and 10�6 20 ps before the main

pulse (Fig. 3, green curve).

To study the effect of different target geometries on pro-

ton energy, we compared flat-foil targets to a variety of FTC

targets and RMTs of various diameters. The FTC targets of

the experimental campaign had a variety of top and neck

diameters: the top diameters ranged from�90 to 325 lm,

and the neck diameters ranged from a neck outer diameter

(OD) of�10 to�160 lm, and a neck inside diameter (ID) of

a few microns to�140 lm (see Fig. 4).

FIG. 1. (Color) Maximum proton cutoff energy (MeV) as a function of laser

energy (J) for all published laser systems, with laser intensities from 1017 to

6� 1020 W=cm2, energies from 19 mJ to 965 J, pulse durations from 30 fs to

10 ps, and reported ASE contrasts from 10�5 to <10�9, for any type (metal

and plastic) and thickness of flat-foil targets, but choosing, for each reported

experiment, the highest proton energy (gray diamonds) [see Ref. 29 and refer-

ences therein]; trend is for all diamonds; the purple triangle represents a shot

from the Omega EP laser at 10 ps;29 all squares are Trident data points; the

light purple square represents a shot on a 1 lm Cu flat foil (using a laser con-

trast of <10�7),28 the red (orange) squares represent shots on Au (Ref. 50)

and Cu Flat-Top Cone (flat foil) targets. The green diamond represents the

2000 Nova PW record.2 The lower red line shows the beginning of the onco-

logical therapeutic window at 62 MeV (depth of 30 mm) for eye cancer,31

which extends to >200 MeV (depth of 30 cm) for deeply seated tumors.19
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The hot electron production and transport in the target

were diagnosed using Cu Ka x-ray emission57 of the FTC tar-

gets from a 2D spherical quartz 2131 crystal imager, with a 10

lm resolution, combined with an image plate (BAS-SR; Ref.

58) detector and a set of filters (Al, Kapton and Cu). From this

diagnostic, one could then infer where the laser was primarily

being absorbed into hot electrons.52 The amount of Cu Ka

emission is related to the local energy density distribution of a

portion of the hot electrons above 8 keV. As illustrated in Fig.

5, the Cu Ka x-ray emission characteristics of each target

depend on where the emission takes place: for an FTC the im-

portant emission zones are the top (TE), the cone walls

(CWE), and the supporting foil (SFE). Integrating the Cu Ka

yield over these cone areas (see Fig. 5, legend), for each tar-

get, yields the characteristic ratio e [i.e., top emission over

total emission, e¼ TE=(TEþ CWEþ SFE)].

Simultaneously, the laser-accelerated protons were

recorded in RadioChromic Film (RCF; Ref. 59) stacks,

placed 2.56 0.5 cm behind the target, and analyzed via

RadioChromic Film Imaging spectroscopy (RIS; Ref. 60).

The RCF combined with the x-ray imager allowed us to cor-

relate proton energies to the laser-cone emission, and to

understand the electron transport in the target. The two best

performers in terms of proton energy were two FTCs (named

C1 and C2) with very dissimilar geometries, the characteris-

tics and performances of which are summarized in Table I.

In fact, no correlation between proton energy was found with

cone geometry, i.e., neck diameter, top diameter, nor top-to-

neck diameter ratio, unlike in Ref. 50, where a ratio of 4 was

found to be optimal. However, in this work, a correlation

was found between proton energy and x-ray emission regions

in the FTCs, regardless of cone geometry.

Looking at the Cu Ka emission regions, as shown in

Fig. 6, we find that C1 and C2 exhibit strong TE as well as

CWE [Fig. 6(b), green line-outs]. Two more groups are iso-

lated in Fig. 6: one exhibiting much more TE [Fig. 6(b), red

line-out], and the other much more CWE and=or SFE

[Fig. 6(b), blue line-outs]. When the ratio of these emission

regions are taken, as described above, we find that all the

shots fall into four distinct groups labeled R, C, W, and U,

depending on the value of e, for e centered at 0.25, 0.5, 0.75,

and 1, respectively (Fig. 7). Together, Figs. 6–8 summarize

the principal experimental results. These include: the Cu Ka

x-ray images from selected targets: R1, C1, C2, W1, and W2

[Fig. 6(a)]; the Cu Ka x-ray integrated and averaged lineouts

from selected targets: R1, C1, C2, and W1 [Fig. 6(b)]; a sum-

mary of the maximum proton energy observed for each shot,

grouped as a function of e (Fig. 7), and as a function of laser

energy (Fig. 8).

We find that the efficacy of the proton acceleration with

respect to maximum energy correlates well with e (Fig. 7).

FIG. 2. (Color) (a) Schematics of the

experimental set-up (top view): the inci-

dent laser (red triangle) propagates down

the throat of the hollow flat-top cone and

interacts with the flat top; protons are

recorded in the Radiochromic film stack,

and 2D Cu Ka x-rays images are formed

on a spherical 2131 quartz crystal and

recorded by an image plate; (b) Picture

of the inside of the target chamber, taken

during a shot, and integrated over 5 s.

FIG. 4. (Color) Target pictures (to scale): the OD of the various necks

ranged from (a) 11 lm (shot 21164) to (b) 160 lm (shot 21180).

FIG. 3. (Color) Trident laser’s third order cross-correlation contrast

curves:56 (blue) intrinsic contrast (mid 10�7 140 ps before the main pulse,

10�7 80 ps before the main pulse, and 10�5 20 ps before the main pulse);

and (green) enhanced contrast (better than 10�9 80 ps before the main pulse,

and 10�6 20 ps before the main pulse).
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The highest observed proton energies of 67.56 2.0 and

66.76 2.0 MeV (with the corresponding proton energy spec-

tra C1 and C2, respectively, see Fig. 10) are in group C,

which corresponds to the laser interacting significantly with

both the cone wall and the flat top, based on the x-ray images

[Fig. 6(a)], since the emissions from the top and the cone

walls nearly balance. For comparison, similarly thick flat-

foil targets yield a maximum proton energy of 50.06 1.5

MeV (i.e., group U) under the same conditions. Contrary to

our prior expectation49,50 that the maximum proton energy

would arise from a coaxially aligned FTC, where most of the

x-ray emission should come from the top (i.e., group W), the

experimental results show that, in terms of maximum proton

energies, group W is similar to group U, i.e., no better than a

flat foil; the maximum proton energy in group W was

54.86 1.6 MeV (with the corresponding proton energy spec-

trum W1, see Fig. 10). Group U contains the flat-foil targets

as well as the RMTs, one of which had the optimal diameter

for this contrast (230 lm), yielding a respectable 59.3 MeV.

Much of the scatter in the maximum proton energy data

of each group in Fig. 7 can be attributed to the variation of

the laser pulse energies, as shown in Fig. 8, which indicates

that the C interaction group outperforms the top-only group

W on most shots, as well as the RMT and flat-foil group U.

Some of the remaining scatter can be traced to variations in

the laser intensity, the degree of interaction asymmetry, the

presence of SFE (Fig. 8, black cross in green, red, and blue

squares) and the reduction of the supporting foil size (Fig. 8,

red and green circles around the red and green squares,

respectively).

It is important to note that, in group C, the highest pro-

ton energies occur for asymmetric cone wall emissions (i.e.,

one opposing side wall emits more than the other). This is

illustrated by the Cu Ka images in Fig. 6(a) of C1 and C2,

and more clearly through their line-outs in Fig. 9. The asym-

metry in C2 is less evident than that in C1 due to the much

smaller neck size and the resolution of the diagnostic.

It is also interesting to note that the best performing tar-

get of the top-emission group, W1 (Fig. 8, red square, black

border), shows a small asymmetry in the x-ray emission in

Fig. 6(a), indicating a slight vertical offset of the incident

laser pulse. With the exception of one FTC, all FTC shots

above the flat-foil average (dashed black line, Fig. 7) exhibit

an asymmetric emission, which is taken as evidence that a P-

polarized laser–cone-wall interaction is favorable. On the

other hand, the worst FTC performer in group C (Fig. 8,

green square, black border with cross inside) exhibited a

very symmetric cone wall emission, possibly indicating that

the laser interaction was offset toward the facing=opposing
wall, where the resulting S-polarization would not be optimal

for DLLPA (as described below).

In addition to the sources of scatter described above,

there is a detector uncertainty in the maximum proton energy

measurements of �63% that can be attributed to the varia-

tion in the RCF thickness. The laser-to-proton conversion ef-

ficiency (for protons >4 MeV) is very similar for FTC

FIG. 5. (Color) Definition of the various Cu Ka emission areas: (a) Picture

of an FTC target—the red arrow indicates the laser direction, focused on the

inner flat-top surface; (b) Cu Ka image (shot 21169) with the top diameter

indicated by the green arrow; (c) Integrated and averaged lineout across the

Cu Ka image, showing three distinctive areas, referred to as top emission

(TE), cone wall emission (CWE), and supporting foil emission; since all the

targets are of different sizes, the height of the box is chosen to be 0.25 times

larger than the flat-top diameter.

TABLE I. Targets C1 and C2: characteristics (neck OD, top diameter, top

thickness, wall thickness, height) and performances (laser-to-proton conver-

sion efficiency for protons above 4 MeV, proton cutoff energy, and number

of protons per MeV at the cutoff energy).

C1 C2

Neck OD 160 lm 22 lm

Top diameter 290 lm 110 lm

Top thickness 12.56 2.5 lm 12.56 2.5 lm

Wall thickness 106 2.5 lm 106 2.5 lm

Height 100 lm 65 lm

Laser-to-proton conversion

efficieny (>4 MeV)

1.75% 1.55%

Proton cutoff energy 67.56 2.0 MeV 66.76 2.0 MeV

Proton number at the cutoff

energy

7.00 Eþ 06 9.00 Eþ 06
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targets (i.e., 1.46 0.4%) and flat-foil targets (i.e., 1.25%),

unlike what was reported in Ref. 50 at 20 J of laser energy,

where the conversion efficiency (for protons >4 MeV)

increased almost 5-fold, from 0.4% for the flat-foil target to

1.9% for the FTC target.

In summary, 2D Cu Ka imaging [Figs. 6(a) and 9] shows

that target C1, with an extremely large neck of 160 lm OD,

yielded the highest proton energy, and also exhibited an

asymmetric cone wall emission: the laser interacts with the

cone wall while still interacting directly with the flat top. If

the laser partially interacts with the cone wall, any oblique

reflection from the cone wall could end up increasing the in-

tensity on the flat top. Note that if the laser was centered with

respect to the neck (coaxially), for such a wide-neck cone

(i.e., 25 times the laser focal spot FWHM diameter), no opti-

cal collection or guiding would be expected.49 Even though

target C2 had a much thinner neck than target C1, with an

FIG. 7. (Color) Experimental data grouped with respect to maximum proton

energy and Cu Ka x-ray emission ratio e into three groups for FTCs (R, C,

and W) and one for flat-foils and RMTs (U); each data point is represented

by a black diamond, along with the associated63% error bars, and the aver-

aged group value by gray white filled diamonds with 2r gray error bars.

FIG. 8. (Color) Maximum proton cutoff energy for all targets of the entire

campaign as a function of laser energy showing relative group performance

(delineated by the three colored lines); data points with borders or crosses

are explained in the text.

FIG. 6. (Color) Experimental data

grouped according to the Cu Ka x-ray

emission into three groups for FTCs.

Group W shows prevailing emission

from the top. Group C shows a balanced

emission from the top and the cone

walls. Group R corresponds to the case

where the emission is almost all from

the cone walls or the supporting foil, due

to the laser directly hitting there, and not

reaching the flat top. (a, left) The colored

arrows for groups W (light red), C (light

green), and R (light blue) indicate

approximately how the laser interacted

with the FTC targets belonging to each

group; (right) Cu Ka 2D imaging (color

scale indicating emission intensity, qual-

itatively) of the FTC targets with the

highest proton energy performers of

these groups; (inset) The laser polariza-

tion is indicated by the purple arrow and

vector EL, while the laser Poynting vec-

tor is indicated by the red arrow and vec-

tor SL. (b) Normalized Cu Ka intensity

as a function of distance along the longi-

tudinal direction of the FTC for four

selected shots (R1, C1, C2, and W1).

FIG. 9. (Color) (top) Cu Ka images of targets C1 and C2: the orange rectan-

gles extend across the cone wall region of the FTC, the black arrows show

the extent of the fat top, and the vertical dotted lines show the longitudinal

axis of symmetry of the FTCs; (bottom) Integrated line-outs of the cone wall

region delimited by the rectangle, showing the asymmetry of the emission in

the cone wall region.

056710-5 Increased laser-accelerated proton energies Phys. Plasmas 18, 056710 (2011)



OD of �22 lm, resulting in an inner diameter of the order of

the laser focal spot size, it did not perform better than target

C1, unlike what would be expected in a pure microfocusing

case, but yielded the second highest proton energy. The inter-

action with the cone wall was in this case also asymmetric,

as determined from 2D Cu Ka [Figs. 6(a) and 9]. Therefore,

the important findings are that the neck diameter is not a cru-

cial parameter, but rather that it is when the laser interacts

with both the cone wall and the flat top that an enhancement

in proton energy is obtained. Moreover, the size of the flat

top is not observed to be a dominant parameter.

In retrospect, these new findings are not in contradiction

with previous observations,50 which showed that, although

the target yielding the highest proton energy (>30 MeV) at

20 J had a 25 lm OD neck and a flat top of 100 lm, some

good performers with respect to maximum proton energy had

much wider necks (up to 90 lm OD) and much larger tops

(up to 270 lm). Unfortunately, the degree of grazing in any

of those cones is unknown, due to the absence of a 2D x-ray

imaging diagnostic in the experiments reported in Ref. 50.

III. SIMULATIONS: EXTENDING THE EXPERIMENTAL
RESULTS

In order to identify the relevant mechanisms leading to

the observed high proton energies, a series of 2D particle-

in-cell (PIC) simulations using the collisional code PICLS

(Ref. 61) were conducted, the results of which are presented

in Figs. 11 and 12.

A 0.5 lm scale-length preplasma was added inside the

cone walls to mimic the effect of the small remaining laser

prepulse. Ionization and collisions61 were included. The target

electron density, when fully ionized, was set to 40 nc, as com-

pared to that of real copper (�2000 nc). This reduction in

electron density helps decrease the computational costs, to

allow for a complete parameter study; but as it is still well

above the critical density, the simulations still show the im-

portant physics. An area of 600� 250 lm2 (divided into

14880 cells� 6200 cells), using 54 macroparticles=cell and
1911 electrons=macroparticle, and with a temporal resolution

of s=24.8, where s is one laser oscillation period, was simu-

lated (s¼ 1 lm=c, where c is the speed of light). The simula-

tions were stopped after 1.7 ps, at which point in time it was

verified that the protons had reached more than 98% of their

final energy. The simulated laser parameters closely matched

the experimental parameters. The laser intensity was set to

2� 1020 W=cm2, rising with a half-Gaussian profile (r¼

20s), staying constant for 128s (flat-top pulse), and finally

dropping with a symmetric half-Gaussian profile. The laser

was focused to a spot size diameter of 6 lm FWHM, inside

the FTC, on the flat top, and was incident normal to the plane

of the flat top. The focal plane was the same in the experi-

ments and in the simulations [see Fig. 6(a), for example].

These simulations investigated the effect of the neck di-

ameter, as well as that of the laser offset for a given neck di-

ameter. Table II gives the geometric details of the targets

used in the simulations: FTC1 has dimensions in-between

those of targets C1 and C2 [Fig. 4(a)] and a 30 lm ID, while

FTC2 has a 1 lm ID. All targets were made of copper, and

the flat top was covered with a 2 lm proton layer (red layer,

Table II).

FIG. 11. (Color) (a,b) PICLS simulations at t¼ 1643 fs: As a function of

laser offset (horizontal lines indicate the RMT cases), (a) proton energy

(right, maroon) and laser-to-proton conversion efficiency for all proton ener-

gies (left, blue) and (b) laser-to-electron conversion efficiency for all elec-

tron energies (right, orange) and laser-to-proton conversion efficiency for all

proton energies (left, blue); the simulated maximum proton energy of 44

MeV for RMTs is very close to the average experimental value of 47 MeV;

(a, inset) FTC geometry (FTC1) and offset distances in lm. (c) PICLS simu-

lations at t¼ 1026 fs of the electron energy density in the FTC target for

three different offsets: 4, 15 (grazing), 24, and 40 lm; the laser is incident in

the cone as illustrated in the inset in (a); logarithmic rainbow color scale

normalized to respective maximum.

FIG. 10. (Color) Experimental proton spectra for a flat foil, UFF, and FTCs

W1, C1, and C2; (inset) Detector cut-off energies (denoted by the dashed

vertical lines) and laser-to-proton conversion efficiency (CE) using a simple

binned average of the data.
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Figure 11(a) shows, as a function of the laser offset with

respect to the center axis of FTC1 [Fig. 11(a), inset], the

maximum proton cutoff energy (maroon curve, right axis),

and the laser-to-proton conversion efficiency for all proton

energies (blue curve, left axis). Starting from small offset

values [e.g., Fig. 11(c), 4 lm], the maximum proton energy

increases until it reaches a maximum (107 MeV), which is

more than twice the energy seen from an RMT (44 MeV,

maroon horizontal line). This optimum is reached for an off-

set of 15 lm, where the laser axis is tangential to the cone

wall [i.e., grazing along the cone wall, Fig. 11(c), 15 lm].

For greater offsets [e.g., Fig. 11(c), 24 and 40 lm], the maxi-

mum proton energy approaches that of an RMT. The conver-

sion efficiency is maximized (14%) when the proton energy

is the highest, i.e., for a 15 lm offset. For large offsets

(i.e., >25 lm), it drops below the RMT energy level (8%,

blue horizontal line), due to the fact that the laser is deflec-

ted by the cone wall backward and does not focus on the flat

top. This latter case corresponds to the FTCs in group

R, for which the laser was misaligned and did not reach

the top.

As shown in Fig. 11(b), the laser-to-electron conversion

efficiencies for all electron energies (orange curve, right

axis) correlate well with the laser-to-proton conversion effi-

ciencies (blue curve, left axis): they both exhibit a maximum

for the 15 lm offset, and fall off for both smaller and larger

offsets. However, the laser-to-electron conversion efficiency

exhibits a secondary, larger maximum, at a specific larger

offset of 24 lm which arises when a portion of the laser light

is reflected to the opposite corner of the cone top, creating a

second hot electron source [Fig. 11(c)]. In this case, the

laser-to-electron conversion efficiency increase does not

translate into more energy for the TNSA protons, since the

electrons from the first wall interaction are not efficiently

transported to the cone tip and therefore do not contribute to

the creation of the relevant sheath.

Figure 12(a) shows the electron spectra of the simu-

lated targets with no laser offset, i.e., RMT (black), FTC1

(green) and FTC2 (blue), and FTC1 with a 15 lm laser off-

set (red); the table in Fig. 12(b) summarizes the correspond-

ing laser-to-proton conversion efficiencies [for protons with

energy above 0 MeV (CE> 0 MeV), and above 4 MeV

(CE> 4 MeV)] and maximum proton cutoff energies. The

electron spectra of the RMT and of the FTC1 with no offset

are similar with respect to temperature and density. Conse-

quently, only a small increase in proton energy (from 44 to

58 MeV) and conversion efficiency for all proton energies

(from 8% to 11%) is seen. In the case of grazing incidence,

when the laser interacts strongly with both the flat top and

the cone wall of FTC1 (15 lm offset), the electron spectrum

shows a much higher hot-electron number, maximum cutoff

energy, and temperature. Hence, the strong increase in pro-

ton energy from 58 to 107 MeV (and a comparatively small

increase in conversion efficiency for all proton energies

from 11% to 14%) is accompanied by the appearance of a

high-temperature, high-energy component in the electron

population. By reducing the cone neck ID from 30 to 1 lm

(FTC2), the laser can now interact with both cone walls and

the flat top; therefore, the conversion efficiency for all pro-

ton energies increases from 14% to 17%, and the total hot-

electron number is doubled in the [�20 MeV; �40 MeV]

energy range; however, almost no increase in proton energy

is observed.

From previous simulations,49 it is expected that the

microfocusing of the laser pulse in the cone geometry enhan-

ces the electron number and energy at the tip of the cone,

which should be the same in our case. As the effective

focused laser intensity becomes greater, the resulting

increase in the laser strength parameter a0 should also yield a

higher electron temperature, which can be estimated using

the ponderomotive scaling in Ref. 38, i.e.,

Te;pond ¼ 0:511

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ
a02

2

r

� 1

 !

; (1)

At a laser intensity of 2� 1020 W=cm2 (a0¼ 12), using

Eq. (1), one finds the ponderomotive temperature to be

Te,pond¼ 3.9 MeV. As found in the simulations, the electron

temperature for both the RMT (black) and the FTC1 with no

laser offset (green) is Te,PICLS¼ 4.4 MeV [Fig. 12(a)], which

is consistent with the ponderomotive scaling for the a0 of

13.3 measured in the simulations. In the simulation case of

FTC1 with grazing laser incidence (red), the electron tem-

perature is increased to Te,PICLS¼ 9.2 MeV. This increase

FIG. 12. (Color) PICLS simulations at t¼ 900 fs for different target geome-

tries (RMT, FTC1, and FTC2) and laser offsets (0 and 15 lm): (a) Number of

electrons as a function of electron energy (MeV); (b) Table summarizing the

laser-to-proton conversion efficiencies (%), for all proton energies (CE> 0

MeV) and for proton energies above 4 MeV (CE> 4 MeV), for comparison

with experiments; and the maximum proton cutoff energies (MeV).

TABLE II. Geometry of the targets used in the simulations.

Target denomination FTC1 FTC2 RMT

Target schematics

Cone wall curvature radius (lm) 80 80 —

Top diameter (lm) 180 180 180

Wall thickness (lm) 10 10 10

Neck ID (lm) 30 1 —
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can only be partially attributed to the effective intensity

increase resulting from microfocusing. The microfocused in-

tensity in the simulations was measured to be a0¼ 18.6,

which only corresponds to a Te,pond of 6.2 MeV from Eq. (1).

Thus, the local increase in laser intensity seen in the simula-

tions only explains less than 40% (1.8 MeV) of the observed

4.8 MeV electron temperature increase. Furthermore, even

though the much thinner necked cone FTC2 (blue) yields

more laser microfocusing (a0¼ 21), it too yields similar

electron temperatures and proton energies (see Fig. 12),

which still cannot be explained by the intensity increase

alone. This means that the optical collection and guiding

mechanism alone is not sufficient to explain—nor correlates

with—the considerably higher electron temperatures

observed in the simulations. Rather, we find that the high-

energy electrons could be generated via DLLPA of surface-

confined electrons, as described below.

IV. THE DIRECT LASER-LIGHT-PRESSURE
ACCELERATION MECHANISM

For a given angle h, between the surface normal and the

propagation direction of the incident laser light, the interfer-

ence of the reflected with the incident laser light produces a

traveling electric field along the surface with a period of

kL=sinh, and a phase velocity along the cone wall of

vw=c=sinh, where c is the speed of light. This electric field

extracts electrons lying within a skin depth beyond the criti-

cal density, in such a way that the resultant electron bunches

are separated by approximately kL=sinh, which, for near

grazing incidence is about the laser wavelength kL¼ 1 lm

(Fig. 13, top), and not by kL=2 as would be expected from

ponderomotive v�B acceleration. Once pulled out of the

target, the electrons are confined in a potential well caused

by the magnetic field Bz, which is created by the return cur-

rent inside the cone wall Jx and balanced by the electrostatic

field Ey created by the extracted escaping electrons (Fig. 13).

A similar effect of magnetic deflection in a self-generated

magnetic field has been described in Refs. 49, 62, and 63,

and the model developed there can be applied to our target

geometry and physical conditions.

Figure 13 (left) shows the magnetostatic and electro-

static fields along a vertical lineout through the cone wall,

displaying a shift in the electrostatic field maximum with

respect to that of the magnetic field maximum. This shift

results in a potential well for the electrons, along the inner

cone wall, and in the direction of the laser. In order to dis-

cover the origin of the high-energy electrons, Fig. 13 con-

trasts the spatial distribution of the high, >20 MeV, energy

electrons (blue) with that of the low, <20 MeV, energy elec-

trons (red). The high-energy electrons are localized just out-

side the surface critical density in the potential well. Their

density being in phase with the laser electric and magnetic

fields, they are bunched at a distance of 1 lm, as shown in

the phase-space x-py of the high-energy electrons (Fig. 13,

top). The number of hot electrons extracted from the surface,

per wavelength, is of the order Ne� (a0nckL=p) sinh, which
is derived in Ref. 64 from the balance equation between the

surface field and the electrostatic potential. As predicted,

more hot electrons are extracted and trapped in the simula-

tion as h approaches p=2 (i.e., near grazing incidence, x> 90

lm). If the initial velocity is close to the phase velocity of

the laser light—that is, c in vacuum—the extracted electrons

can co-move with the laser and be accelerated continually.

In doing so, these extracted electrons gain transverse energy

from the laser’s Ey field, and this transverse momentum is

converted into forward momentum by the v�B term of the

Lorentz force. The larger-than-c phase velocity in the curved

portion of the cone wall reduces both the electron trapping

efficiency and the acceleration time before dephasing,

whereas in the near-grazing incidence, vw! c.

Unlike the previous laser-cone interaction model49

involving microfocusing of the laser light, and resulting in

electron guiding along the cone walls down to the cone tip,

in the model presented here, the laser grazes along the cone

wall and the electron acceleration takes place in the laser

direction. For an increasing acceleration length, the continu-

ous loading of electrons into the accelerating phase of the

laser field yields an increase in high-energy electrons.

Increasing the length between the curved cone and the top

should further increase proton energies, provided the laser

field is still sufficiently strong. This was tested in the simula-

tions by adding a portion of straight length between the

curved cone and the flat top to increase the acceleration

length ‘, which, as illustrated in Fig. 14(a), corresponds to

the distance along the cone wall, projected onto the laser

axis, between the flat top and the point where the laser axis

is 1 lm away from the cone wall. In Fig. 14(b), we indeed

find that the temperature of the electrons increases with ‘,

FIG. 13. (Color) Direct acceleration of surface confined electrons by the

laser-light-pressure (PICLS simulations): (inset, bottom left) Electron den-

sity normalized to nc; the laser is represented by the red arrow. The central

image corresponds to the white box in the inset and shows the electron den-

sity and the distribution of the hot electrons (Ekin> 20 MeV, blue) in

bunches separated by 1 lm, trapped outside the target wall in the potential

well created by magnetostatic Bz and electrostatic Ey fields (normalized to

E0¼B0c¼ 2pmc2=kLe), self-generated by the escaping electrons and bal-

anced by the surface electron return currents Jx (right). (top) Transverse

phase-space of the hot electrons together with the laser B-field.
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and can thus become considerably larger than that of the

ponderomotively heated electrons.

V. CONCLUSIONS AND FUTURE OUTLOOK

In scalings, regarding proton energy as a function of laser

intensity,29,30,65 reporting on laser interactions with flat-foil tar-

gets, it is inferred that increasing the laser energy is necessary

to get to therapeutic proton energies, and especially to the

upper-end of the therapeutic window. The model in Ref. 65,

depending on the parameters used (e.g., electron divergence

and temperature) predicts >100 MeV for flat-foil targets, using

the Trident laser parameters. However—experimentally—only

50 MeV are measured, while the PICLS simulations yield 44

MeV for a RMT.

In the experiments described here, since the laser spot

size is small and the contrast very high, a central alignment

of the laser into the FTC yields similar results as an RMT.

However, we observe a clear increase in proton energy, up

to 67.5 MeV, for a wide-neck FTC target where the laser

grazed along the cone wall and interacted with the flat top.

Because of the asymmetry of the interaction, a new impor-

tant understanding of a novel hot-electron generation mech-

anism was developed: to our knowledge, this DLLPA of

surface-guided electrons has not been considered before to

enhance the target normal sheath accelerated protons in

cones.49,50 The nongrazing geometry presented in Ref. 66

limits the length of the acceleration region that is deter-

mined by the laser focus diameter; while in our case, the

acceleration takes place along the laser axis. As the laser

and hot electrons both move at c, electrons are directly

trapped in an accelerating laser phase, being confined inside

the laser focus by the self-generated surface potential. In

Ref. 49, electrons could not be preaccelerated to sufficient

energies to be trapped in the laser accelerating phase, possi-

bly because the laser intensity was lower (4� 1018 W=cm2

vs 2� 1020 W=cm2) and the cone geometry was different

(straight cone vs curved cone wall). In Ref. 50, no x-ray

imaging was available to observe the laser–cone interaction,

thus, no correlation between the highest proton energies and

laser grazing along the cone wall could be found in that

work.

Both the experimentally observed >60 MeV proton

energies as well as our 2D PIC simulations suggest that, for

laser intensities of 1.5� 1020 W=cm2, the higher proton

energies obtained in the asymmetrically irradiated FTC

result from the DLLPA of the electrons along the interior

surface of the cone wall, while the effect of laser-guiding of

the cone is of lesser importance.

Future experiments will require more stable laser align-

ment and pointing to achieve a higher level of control in

laser grazing and polarization of the laser–wall interaction,

and possibly achieve even higher proton energies. In addi-

tion, it will be useful to use two orthogonal x-ray imagers to

determine the laser–wall polarization, as well as a Brems-

strahlung spectrometer to characterize the electron energy

distribution inside the cone walls, and to optimize it with

respect to target geometry and laser pointing and polariza-

tion. Our new physical understanding will enable further tar-

get development of optimized target shapes, e.g., extension

of the acceleration length ‘; and of simpler targets. If the

results obtained here at �80 J and �1.5� 1020 W=cm2

became achievable at �10 J and similar intensities on a

high-repetition-rated laser system, it would open the door to

a variety of applications, and in particular to laser-based

hadron-therapy.
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Séguin, Phys. Rev. Lett. 104, 165002 (2010).
14M. Borghesi, D. H. Campbell, A. Schiavi, M. G. Haines, O. Willi, A. J.

MacKinnon, P. Patel, L. A. Gizzi, M. Galimberti, R. J. Clarke, F. Pegor-

aro, H. Ruhl, and S. Bulanov, Phys. Plasmas 9, 2214 (2002).
15L. Romagnani, J. Fuchs, M. Borghesi, P. Antici, P. Audebert, F. Ceccher-

ini, T. Cowan, T. Grismayer, S. Kar1, A. Macchi, P. Mora, G. Pretzler, A.

Schiavi, T. Toncian, and O. Willi, Phys. Rev. Lett. 95, 195001 (2005).
16T. E. Cowan, J. Fuchs, H. Ruhl, A. Kemp, P. Audebert, M. Roth, R. Ste-
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