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ABSTRACT

A time series (or equivalently a data stream) con-
sists of data arriving in time order. Single or multiple
data streams arise in fields including physics, finance,
medicine, and music, to name a few. Often the data
comes from sensors (in physics and medicine for exam-
ple) whose data rates continue to improve dramatically
as sensor technology improves and as the number of sen-
sors increases. So fast algorithms become ever more crit-
ical in order to distill knowledge from the data. This pa-
per presents our recent work regarding the incremental
computation of various primitives: windowed correla-
tion, matching pursuit, sparse null space discovery and
elastic burst detection. The incremental idea reflects the
fact that recent data is more important than older data.
Our StatStream system contains an implementation of
these algorithms, permitting us to do empirical studies
on both simulated and real data.

1 MOTIVATION

Many applications generate multiple data streams. For
example,

e The earth observing system data project consists
of 64,000 time series covering the entire earth [1]
though the satellite covers the earth in swaths, so the

time series have gaps.

There are about 50,000 securities traded in the
United States, and every second up to 100,000
guotes and trades (ticks) are generated.

Such applications share the following characteristics:

e Updates come in the form of insertions of new ele-
ments rather than modifications of existing data.

e Data arrives continuously.

e One pass algorithms to filter the data are essential
because the data is vast. Provided the filter does its
job properly, there should be few enough candidates
that even expensive detailed analysis per candidate

*This work has been partly supported by the U.S. National Sci-
ence Foundation under grants: NSF 11S-9988345,N2010%86,5%and
MCB-0209754.

will have only a modest impact on the overall run-
ning time. “Few enough” does not imply extremely
high precision. In our experiments a precision of
even 1% can still reduce computation times com-
pared to a naive method by factors of 100 or more.

2 INCREMENTAL PRIMITIVES FOR DATA FUSION

Data fusion is the set of problems having to do with
finding interesting relationships among multiple data
streams. In this section we describe algorithms for some
basic problems in data fusion: the incremental discov-
ery of pairs of time series windows having high Pear-
son correlations (we call this problewindowed corre-
lation), the incremental selection of representing time
series among an evolving time series pdatfemental
Matching Pursuiand the detection of a sparse null space
in a collection of time series. These representative prob-
lems offer a toolkit of techniques for many data fusion
problems.

2.1 Preliminaries

A data stream, for our purposes, is a potentially un-
ending sequence of data in time order. For specificity,
we consider data streams that produce one data item each
time unit.

Correlation over windows from the same or different
streams has many variants. This paper focuses on syn-
chronous and asynchronous (i.e., lagged) variations, de-
fined as follows.

e (Synchronous) GiveiV; streams, a start timg;,
and a window sizew, find, for each time win-
dow W of size w, all pairs of streamsS; and
S2 such thatS; during time windowW is highly
correlated (over 0.95 typically) witlyy during the
same time window. (Possible time windows are
[tstart e tsta7't+w—1]7 [tsta7't+1 e tsta7't+w]7
wheret s+ IS Some start time.)

e (Asynchronous correlation) Allow shifts in time.
That is, given N, streams and a window size
w, find all time windows W; and W, where
[W1| = |W3| = w and all pairs of streams$;
and .S, such thatS; during Wy is highly correlated
with S during Ws.
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Figure 1: Discrete Fourier Transform and Sketch esti-

mates for return data.

2.2 Related work

In some applications, time series exhibit a fundamental
degree of regularity, allowing them to be represented by
the first few few coefficients of a Fast Fourier or Wavelet
Transform [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12]. with little
loss of information. Random walk data such as price time
series is of thizooperativecharacter.

By contrast, the time series in some applications re-
semble white noise, so their energy is not concentrated
in only a few frequency components. For theseoop-
erative applications we adopt a sketch-based approach,
building on work by Johnson et al. [13], Kushikvitz et al.
[14], Indyk et al. [15], and Achlioptas [16].

2.3 The challenge and our contributions

In our earlier work [17, 18] we showed how to solve the
windowed correlation problem addressed in this paper.
That algorithm works quite well in the cooperative set-
ting using high quality digests obtained based on Fourier
transforms. Unfortunately, many applications generate
uncooperative time series. Stock market returns (i.e., the
change in price from one time period (e.g., day, hour,
or second) to the next divided by the price in the first
time period, symbolicallyp;+1 — p:)/p:) for example
are “white noise-like.” That is, there is almost no corre-
lation from one time point to the next.

Empirical studies confirm that sketches work much
better than Fourier methods for uncooperative data. Fig-
ure 1 compares the distances of the Fourier and sketch
approximations for 1,000 pairs of 256 timepoint windows
having a basic window size of length 32. As you can see,

the sketch distances are close to the real distances. On

the other hand, the Fourier approximation is essentially
never correct.

For collections ofuncooperativaime series, we pro-
ceed as follows:

1. We adopt a sketch-based approach on which a
“structured random vectors” scheme is employed to
reduce the time complexity.

. A sketch vector partition strategy is used to over-
come the “curse of dimensionality.”

. Combinatorial design and bootstrapping is com-
bined to optimize and validate the parameter appro-
priate to any specific application.
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Figure 2: Sliding windows and basic windows.

The end result is a system architecture that, given the
initial portions of a collection of time series streams,|wil
determine (i) whether the time series are cooperative or
not; (ii) if so, it will use Fourier or Wavelet methods; and
(iii) if not, it will discover the proper parameter settings
and apply them to compute sketches of the evolving data
streams.

Thus, our contributions are of two kinds: (1) a greatly
improved and more general solution to the on-line cor-
relation problem; and (2) a synthesis of techniques —
sketches, structured random vectors, combinatorial de-
sign with neighborhood search, and bootstrapping.

2.4 Algorithmic Ideas

Following [18, 17], our approach begins by distin-
guishing among three time periods from smallest to
largest.

e timepoint — the smallest unit of time over which the
system collects data, e.g., a second.

e basic window — a consecutive subsequence of time-
points over which the system maintaingigest(i.e.,
a compressed representation) e.g., two minutes.

¢ sliding window — a user-defined consecutive subse-
guence of basic windows over which the user wants
statistics, e.g., an hour. The user might ask, “which
pairs of streams were correlated with a value of over
0.9 for the last hour?”

Figure 2 shows the relationship between sliding win-
dows and basic windows.

The use of the intermediate time interval called the ba-
sic window yields several advantages [18, 17], mainly on
the near online response rates and free choice of window
size.

2.5 The Sketch Approach

For each random vecterof length equal to the sliding
window lengthsw = nb x bw, we compute the dot prod-
uct with each successive lengtty portion of the stream
(successive portions being one timepoint apart &ind
being the length of a basic window). As noted by In-
dyk [19], convolutions (computed via Fast Fourier Trans-
forms) can perform this efficiently off-line. The difficulty
is how to do this efficiently online.



Our approach is to use a “structured” random vector.
The apparently oxymoronic idea is to form each struc-
tured random vectar from the concatenation ofb ran-
dom vectors:r = sy, ..., spp Where eacts; has length
bw. Further eacls; is eitheru or —u, andu is a random
vector in{1, —1}**. This choice is determined by a ran-
dom binaryk-vectorb: if b;=1, s;=u and if;=0, s;=—u.

The structured approach leads to an asymptotic perfor-
mance of0(nb) integer additions an@(log bw) floating
point operations per datum and per random vector. In our
applications, we see 30 to 40 factor improvements over
the naive method.

In order to compute the dot products with structured
random vectors, we first compute dot products with the
random vecton. We perform this computation by mak-
ing the inner products once evebw timesteps. Then
each dot product withlr is simply a sum ofnb already
computed dot products. The use of structured random
vectors reduces the randomness, but experiments show
that this does not appreciably diminish the accuracy of
the sketch approximation. (For those who are interested
in the algorithm, please refer to [20]).

Though structured random vectors enjoy good per-
formance, a clever use of unstructured (that is, stan-
dard) random vectors together with convolutions can lead
to an asymptotic cost aD(log swlog(sw/bw)) float-
ing point multiplications per datum. Structured ran-
dom vector approaches use(logbw) multiplications
andO(log(sw/bw)) additions per datum. For the prob-
lem sizes we consider in this paper, the structured random
vector approach is faster, though in principle it must be
weighed against the small loss in accuracy.

2.6 Overcoming High Dimensionality by Parti-
tioning

In many applications, sketch vectors are of length up
to 60. (In such a case, there are 60 random vectors to
which each window is compared and the sketch vector is
the vector of the dot products to those random vectors).
Multi-dimensional search structures don’t work well for
more than 4 dimensions in practice [18]. Comparing each
sketch vector with every other one destroys scalability
though because it introduces a term proportional to the
square of the number of windows under consideration.

For this reason, we adopt an algorithmic framework
that partitions each sketch vector into subvectors and
builds data structures for the subvectors. For example,
if each sketch vector is of length 40, we might partition
each one into ten groups of size four. This would yield
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Figure 3: DFT distance versus sketch distance over em-
pirical data

The Hardware is a 1.6G, 512M RAM PC running Red-
Hat 8.0. The language is K (www.kx.com).

2.7.1 Experiment: cooperativeness is a property of
an application

In this experiment, we took a window size of 256 =

256 andbw = 32) across 10 data sets and tested the
accuracy of the Fourier coefficients as an approxima-
tion to distance compared with structured random vector-
based sketches. Figure 3 shows that the Discrete Fourier
Transform-based distance performs badly in some data
types while our sketch based distance works stably across
all the data sets.

2.7.2 Performance Tests

ten data structures. We then combine the closeness results The previous subsection shows that the sketch framework

of pairs from each data structure to determine an overall
set of candidates of correlated windows. Sketch vector
partitioning introduces a search space in four parameters,
which we explore using combinatorial design.
2.7 Empirical Study

Our empirical tests are based on financial data and on
test sets from the UC Riverside repository [24].

1The stock data in the experiments are end-of-day prices Tr&@i.
stocks from the Center for Research in Security Prices (JRBRhar-
ton Research Data Services (WRDS) of the University of Pduasia

gives a sufficiently high recall and precision. The next
guestion is what is the performance gain of using (i) our
sketch framework as a filter followed by verification on
the raw data from individual windows compared with (ii)
simply comparing all window pairs. Because the differ-
ent applications have different numbers of windows, we
take a sample from each application, yielding the same
number of windows.

[22]. All the other empirical data sets came from the UCR TBeeies
Data Mining Archive [21] maintained by Eamonn Keogh.
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Figure 4: System performance over a variety of datasets.

Given a vector pool containing time seriesV =
(v1,v2,- -+ ,v,) and a target vector,, tolerated ert
ror ¢, and approximating vector séy = (). Define
cosf = U; * U; as the cosine between and a vector
in V. Here vectord = L”

1. Seti=1;

2. Search the podlV and find the vectop; whose|
angle| cos 0| with respect ta, is maximal;

3. Compute the residuR = v; — c;v; wherec; =
HZ’” cosf. Vi =V U,

4. If |R| < eterminate, returiv

5. Else set =i + 1 andv; = R, go back ta2

Given a vector pool containing time seriesV’
(v1,v2,- -+ ,v,) and a target vectar,, tolerated errof
€, and approximating vectdry, = @; cacheC = 0;
threshold vectof” = (). Definecosd = ¥; * U; as the
cosine between; and a vector if/. Vectorv = HZ_H

1. Initialization. Perform MP over the initial sliding
window to arrive at; ~ Y c;v;. LetC =V, =
{v;| representative vectors selected frdfh and
T, = | cos ;| which is calculated af'" iteration.

. while(Update)

. Seti=land/y =0

4. Search the cach€'. The first vector with

|cosd| > T; will be selected as representatjve
vectorv;. If there is no such vector i@, turn
to V and do the same search. If no such vegtor
exists inV either, the vector i’ whose| cos 0|
is largest is chosen to be representative vegto
5. Compute the residuB = v; — c;v; wherec; =
H cost. Vi =VaUuw;;

6. If |R|| < e terminate, seC = C U Vy4, output
V4, at nextupdatego back to 3

7. Else sei =i + 1 andv; = R, go back tod
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Figure 5: Matching Pursuit Algorithm

Figure 4 compares the results from our system, a

Figure 6: Incremental Matching Pursuit Algorithm

of all the stock price vectors in the market and the target

Fourier-based approach, and a linear scan over several vector is the summation of all the vectors weighted by

data sets. To perform the comparison we normalize the
results of the linear scan to 1. The figure shows that

their volumes traded. The incremental problem is to ad-
just the setV4 and the corresponding weights for each

both the sketch-based approach described here and theupdate to the underlying vectors periodically. Formally,
Fourier-based approach are much faster than the linear given a target vector and a vector pool of sizewhen-

scan. Neither is consistently faster than the other. How-

ever an update takes place over both the target vector and

ever as already noted, the sketch-based approach pro-the vectors in the pool, MP is performed. Here an opera-

duces consistently accurate results unlike the Fourier-
based one.

3 MATCHING PURSUIT

Matching Pursuit(MP) is an algorithm, introduced by
Stephan Mallat and Zhifeng Zhang [23], for approximat-
ing a target vector by greedily selecting a linear combina-
tion of vectors from a dictionary. Figure 5 holds pseudo-
code for the MP algorithm. MP takes as input a target
vectorv; and a set of vector¥ from which it quickly
extracts as output a smaller subBgtalong with weights
¢; So thatv; ~ Z’UievA Civ;.

MP has been applied to many applications such as im-
age processing [24], physics [25, 26], medicine [27, 28]

tion “update” on a vector is defined such that a new basic
window (bw) of data are inserted to the head and data of
length bw are dropped off as outdated from the tail.

A naive method for the problem is straightforward.
Whenever an update happens MP is run. However, re-
computing MP entirely for each new sliding window is
inefficient. A better idea is to reuse the previously com-
puted linearly combination of vectors. We may expect a
slight change of the approximating vector &gtand per-
haps a larger change in the weights, when the basic win-
dow is small (Reminder: A basic window is a sequences
of time points as defined in Figure 2). Whether this holds

etc. Several researchers have proposed fast variants of for an application is an empirical question. In our experi-

the algorithm [29, 30, 31]. However, to the best of our
knowledge none has discussed how to apply MP incre-
mentally to a group of time series. In this section, we
will give a brief description of our incremental matching
pursuit technique.
3.1 Incremental MP

Imagine a scenario where a group of representative
stocks will be chosen to form an index e.g. for the Stan-
dard and Poor’s (S&P) 500. This situation can be consid-

ments on stock prices, this holds for very small basic win-
dows only. With a relatively large basic window size (e.g.
30 time points), only the most significantly weighted ap-
proximating vectors fron¥/4 remain important. More-
over, any perturbation may direct the approximation to a
different path and results in a different $é{.

Our solution therefore lies in the angle space — the
information given by the angle vect@ros 61, cos 65, . . .)

ered as a version of MP where the candidate pool consists wherecos 0; = v, x v; for eachv; € Vy.



3.2 Opportunities in Angle Space

The angle vectofcos 01, cos 0a, . . .) appears in experi-
ments to change only slightly over incremental vector up-

dates. This gives us a clue to a promising, though heuris-

tic algorithm. The basic idea is that although the approxi-
matingvectorsv; may vary a lot between two consecutive
sliding windows, everyanglecos 6; of the corresponding
rounds remains relatively consistent.

Therefore instead of searching through allofor the
vector best approximating the residue or new target vec-
tor at each iteration, if a vector in the pool is found hav-
ing | cos 6] with respect to the current target vector that is
larger than a certain threshold, then it is chosen. If such
a vector doesn't exist, the vector with largésbs §] is

chosen as usual. This vector is selected as the represen-

tative vector and its residue with the target vector will be
the new target vector for the next round of search. Here
the difference from the standard algorithm resides in the
search strategy: whenever a "good" vector is found, the
current round of iteration is stopped, as opposed to the
exhaustive search in Figure 5. The gain from this new
algorithm is obvious: no need to compute g 6 be-
tween target vector anall the vectors in the podV in
each iteration round.

One major concern with this method is the approxima-
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tion power. Since the resultant vector of each search step Figure 7: Time and Approximation Power Comparison

is not optimal — in order words, not the one with largest

| cos ] — the overall approximation power may be com-
promised. The empirical study shows that this is not a
problem. We may carefully choose a vector of thresholds
to yield results comparable to those calculated by regular
MP.

Here is an example:

Given a threshold vector, say, T
{0.9,0.8,0.7,0.6,0.5,...}, a target vectorr; and a
candidate vector podt, the first iteration is conducted
by computingcos # betweenv; andv in V' one by one.
The first vector found withcos 8| > 0.9 will be selected
as the representative vector in this iteration, naming.it
Otherwise, if there is no such vector, the vectoVimvith
largest| cos 0| is chosen to be the representative vector
v1. Then update the target vector by= v; — P (v, v1),
where P(v,,v1) is the projection ofv, onto v;. Test
the termination criterion; if it is not met, start the next
iteration. The second iteration is similar to the first
one — the only difference being that the threshold for
comparison i9).8. Continue the algorithm with 0.7 in
the third iteration, 0.6 in the fourth iteration, etc. until
the termination condition is satisfied.

Figure 6 gives the full pseudocode.

In practical applications, we apply the regular nonin-
cremental MP to the initial sliding window. Its.os 6| at
each iteration will be used to initialize the threshold vec-
tor T'. When the approximation power of using this angle
vectorT' gets unacceptably bad due to new data charac-
teristics, the threshold vector is reinitialized to refldnet
changes.

One bonus of this algorithm comes from the cache

vectorsVy in the present sliding window may appear
with high probability in the search launched for the fol-
lowing sliding window, we may take advantage of this
property by keeping track of a cacliefor the poolV'.

The representative vector search is therefore performed
first from the cache. If no “good” vector can be found in
the cache, the rest of the vector pool is searched.

3.3 Empirical Study

The experimental data comes from the same sources as
in the last section. Additional synthesized random walk
time series are also used to illustrate gains in other ap-
plications. Similar results also hold for data distribaso
such as white noise (not shown here).

Figure 7 compares the results from incremental MP
and naive MP. The sliding window size is fixedsat =
200 time points. Whenever an update event happens, both
incremental and regular MP are triggered. The power ra-
tio in the figure is defined amsongm[i;'ef(jf;‘;” el So
a small power ratio entails more iterations. Performance
is measured in terms of average time costs and returned
approximating vector number (i.e. the average sizg of
in each sliding window). To better demonstrate the com-
parison, we normalize the results of regular MR to

One apparent observation in Figure 7(a) is the signifi-
cant speed improvement whémw is small compared to
the sliding window size. This substantial speedup de-
rives largely from the vector cache. Figure 7(b) shows
that the number of vectors required by incremental MP is
no more than 1.4 times the number required by naive MP
to achieve the same representation fidelity.

The experimental results suggest the potential applica-

technique. Just as described above, the approximating tion of incremental MP in a real-time setting where rapid



response is as important as discovering a small approxi-
mating set’,.

4 FINDING SMALL LINEAR IDENTITIES
4.1 Problem & Motivation
Given data in the form of time series, it may be that

trix Sparsification: given matrix B, find a column-
equivalent matrixA with as many zero entries as pos-
sible. In the 1980’s, L.J. Stockmeyer showed that this
problem (and hence ours as well) is NP-hard (see [32] for
the proof). All efforts thereafter have focused on using
heuristics to achieve approximate sparsification in poly-

some small subsets of the series are related to each other,gmial time.

by simple linear equations. For example, if each time se-
ries represents the latest 100 prices of a certain stoak, the
a relation of the typ®SFT = HPQ + IBM tells us that,

for the last 100 trades of these stocks, Microsoft's share
price has been exactly the sum of Hewlett-Packard’s and
IBM’s.

An investor with such extra knowledge could take ad-
vantage of it in several ways. If we know the price of
HPQ andIBM, then we may infer that dfASFT. If the
investor wishes to have a portfolio split evenly between
HPQ andIBM, then some overhead can be saved by sim-
ply investing inMSFT. On a larger scale, we could ef-
fectively invest in an equivalent of the entire S&P 500 (a
weighted linear combination of 500 different stocks) by
actually investing in a much smaller number. Of course
these techniques can be extended to any set of time se-
ries with a propensity for linear dependencies — not just
stocks.

One principle of the following work is the idea that
smaller linear identities are less likely to be mere coinci-
dences. If the equality involves fewer unknowns, then we
have more power to use less information to make useful
deductions.

From a mathematical perspective, we can consider the
time series{x1,...,z,} as the columns of a matriX.
There is a 1-1 correspondence between sparse (mostly
zero) column vectors with Xv = 0 and small linear
equations between the vectars For example, ifv, =
1,v5 = —1,v1; = 3 and all other coordinates are zero,
then equatiodXv = 0 corresponds withrs + 3217 = 5.
Hence we are trying to solve the

Sparse Null Space Problem Givenanm x n
matrix X with coranke, find a full rank, optimally sparse
n x cmatrix N with X N = 0.

An n x ¢ matrix N having full rank means that
rank N) = min(n,c). In our casec < n, so all the
columns of N must be linearly independent (this ex-
cludes, for example, the trivial solutioN = 0). By
“optimally sparse,” we mean tha¥ contains as many
zero entries as possible. It turns out that maximizing the
global number of zeros itV also maximizes the column
(local) sparsity, which is our real motivation. It can also
be shown that, for each time series globally solving
Sparse Null Space also locally finds a minimal linear
equality involvingz; (if one exists).

In addition, we would like to find ouSparse Null
Space in an incremental, time-efficient manner to take
advantage of the fact that our data consists of constantly
evolving time series.

4.2 Related Work

It is easy to see that finding &parse Null Space

is really just a (polynomially-equivalent) version iffa-

In 1979, Topcu [33] introduced the Turnback algo-
rithm, which gives a banded null matrix for a banded in-
put matrix of theSparse Null Space problem. However,
this algorithm does not guarantee any more sparsity than
using mere Gaussian elimination on the columns of an
arbitrary null matrix.

In 1984, Hoffman and McCormick [32] found a class
of matrices on whiciMatrix Sparsification was solvable
in polynomial time. They also introduced the idea of us-
ing combinatorics and matchings within bipartite graphs
to help sparsify matrices. A few years later, Coleman &
Pothen [34], and Gilbert & Heath [35] formulated mod-
ifications to both the turnback techniques and the graph
matching methods.

4.3 Our Approach

Instead of attempting to find a sparse null matrix from
scratch, we assume that we have an already sparsified null
matrix which must be updated as new rows are introduced
— that is, as the time series evolve. This already sparsi-
fied null matrix is provided by the previous iterations of
our own algorithm, which is capable of both building and
maintaining this information.

Here we will sketch two techniques for sparsely track-
ing the null space of a set of time series. First we'll notice
a trick for following the null space of a set of full history
time series — that is, a matrix that is continuously gain-
ing new rows. Then we’'ll see a generalization of the first
method which can be applied to a partial history sliding
window — a matrix that continues to gain new rows and
simultaneously lose old ones.

4.3.1 Tracking Full History Time Series

Ourn time series form the columns of matri, which
hast rows representing thetime ticks passed thus far.
Let a; represent thé" row of A, — the data from the™
time tick. Now we may recursively define

di = nmat(aiNi_l) Ni = i—ldi (1)
where Ny is the identity matrix, anchmat returns a
sparse null matrix of a row matrix (which is easily com-
puted). It can be shown thaf; is then a null matrix of4,
of maximum rank. It can also be shown that each of the
d;, if nmat is computed properly, are optimally sparse.
Thus this algorithm takes advantage of the fact that the
product of sparse matrices is still likely to be somewhat
sparse.

If £is the maximum number of honzerosin any column
of N;_1, then the time complexity of a single step (adding
a single row) for this algirthm i®(¢n).

In order to help keep the null matrices extremely
sparse, we may optionally introdudg := smat(N;),
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Figure 8: One iteration of tracking the null space

wheresmat is an arbitrary incremental column sparsifi-
cation technique. Replacing eacN;* ;" with “ N;_;" in
(1) above does not affect the correctness of the technique
— specifically, each new, is still guaranteed to be a full
null matrix for the full historyA,.

However, in section 84.4 below, our experimental re-
sults reveal that this technique works relatively well with
out this optional §mat) step.

4.3.2 Tracking a Partial History Sliding Window

We will need to do a little more work when rows are
also being lost. Suppose our sliding window has constant
width s. Then we can consider thex n matrix 4; as
consisting of rowsy; througha,, ;1 (as abovep is still
the number of time series). It will be convenient to let
A} consist of rowsi;;1 througha;s—1, So that, writing
informally, A} = A: — as.

Along with each matrixA;, we will track two corre-
sponding matricespB; which isn x n and invertible,
and C; which is in column echelon form (lower trian-
gular) with sparser rows near the top. We will maintain
the matrix equalityd; B, = C;. By doing so, the last
columns ofB; will form a full null matrix of A;, where
¢ = corankKA;).

Our algorithm consists entirely of finding;,; and
Ciy1 based omB,, C; and the new row, ;. Notice that

At = (Zt,) If AtBt = Ct and Ct+s = G/t_t,_th then,
i A} _ (Ci
usingCy = Cy — ¢4, we have(aHS)Bt = (CHS). Call

this last matrixC’tH and notice that it ilmostin col-
umn echelon form, and so is easy to reduce. The entire
algorithm can be summarized as:

Ct+s = apysBy _
Biy1 = B - col_reduce(Ciiq)
Cit1 = Cyyq - col_reduce(Ciiq)

(This pseudocode is illustrated in Figure 8.) Here, the
functioncol_reduce(X) returns a matrix” so thatXy’
is in column echelon form. The actual implementation of
this pseudocode should of course efficiently perform the
column reduction by acting directly o andC' at once.

Each iteration can take advantage of the almost-
column-reduced nature of' for improved time effi-
ciency. In addition, any sparsity in the null space within

B is minimally perturbed in a single incremental itera-
tion.

Each iteration of this algorithm takes tinign?).

As above, we may wish to augment each iteration by
applying amlsmat algorithm to the null space basis within
B. Doing so at each step does not alter the invariant con-
dition AB = C or otherwise affect the correctness of the
algorithm.

In our experimental results (84.4), we attempt extra
sparsification (a version afmat) only when the corank
(dimension of the null space) increases. When this hap-
pens, we attempt to sparsify the new column by greedily
performing any column-pairwise sparsifications offered
by any of the old columns. This process runs in time
O(n?). In our experiments, the corank rarely increased.

Notice that if we are only adding (not subtracting)
columns to 4;, then the column reduction o@tﬂ
amounts to multiplying the null space portionsi®fand
Cy41 by nmat(a:+ s B:), which corresponds exactly with
our technique from §4.3.1 above.

4.4 Experimental Results

We used both real (stock prices) and simulated data to
test each of these two algorithms (full or partial history
sliding window). Our real data is from the NYSETAQ
stock database, and contains trade prices of a randomly
selected subset of 500 stocks. The data was normalized
so that 100 time ticks correspond to 1 full day (9am—
4pm) of trading. The simulated data consists of time se-
ries which were mostly random linear combinations of
the several previous values, and occasionaly a completely
new random set of values.

Our algorithmis compared with (nonincremental) back
substitution. The back substitution is performed at each
time tick on the full sliding window. Recall that the turn-
back algorithm, aside from giving a banded structure,
does not guarantee any increase in sparsity over back
substitution; hence these sparsity comparisons should be
similar to those from a turnback experiment as well.

Although time comparisons between these two algo-
rithms are somewhat unfair, it is useful to see how well
the sparsity of our much faster incremental algorithms
fares against that of the slower nonincremental algorithm.
(The authors are unaware of any other incremental sparse
null space tracking algorithms to compare against.)

Initially, both algorithms (for full or parital history
sliding windows) achieve sparsity nearly as efficiently as
back substitution. However, the stability and sparsity of
the partial history sliding window algorithm deteriorates
over time. To deal with this problem, we periodically
restarted the tracked decompositids = C'. Luckily,
when the need to periodically recalibrate is anticipated,
we can do so in an incremental fashion (using essentially
the full history technique from §4.3.1), without any awk-
ward pauses in computation.

e Figure 9 shows how the density (percentage of the
null matrix which is nonzero) evolves over 60 iter-
ates of our algorithm on the simulated data. Notice
the significant improvement we gain by periodically
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Figure 9: Density of null space comparison on simulated
data. Back substitution remains between 3—6% while our
periodically recalibrated algorithm achieves between 3—
7%.
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Figure 10: Average number of nonzeros per column in
stock price data. A full column could have contained up
to 500 nonzeros. Back substitution alternated between
38-41 while our algorithm accomplished between 41-49.

recalibrating our decomposition (which occurs ev-
ery 20 iterations in the figures).

e Figure 10 compares the average number of nonzero
entries per column between our algorithm and back
substitution run on the stock price data. Although
back substitution consistently does at least as well,
the factor of improvement is small — in this exper-
iment, the average ratio is 1.11 and the maximum
is 1.25. In practice, a factor of 1.11 would mean
that the linear identities we are finding contain 11%
more terms than they would with the (much slower)
back substitution method. For example, in the stock
market application of tracking an index, the larger
dependent set would mean that 11% more stocks
would be needed to track the index.

e Figure 11 illustrates how the time complexity of our
algorithm grows with respect to the width of the par-
tial history sliding window. Each data pointis the ra-
tio between one iteration of our algorithm in propor-
tion to back substitution on 1000 columns of simu-
lated data. (In this experiment our algorithm always
ran at least 49 times faster than the alternative.)

In summary, these incremental algorithms are time ef-
ficient and maintain sparsity well in comparison with
back substitution. In addition, they are easily extensible

Speedup factor of our algorithm against back substitution

Relative speedup factor

50 100 150 200 250
Sliding window width

Figure 11: Relative speedup factor between our algorithm
and back substitution over partial history sliding windows
of increasing width. Tests were run on 1000 streams of
simulated data. The factor represents the time efficiency
gained over one iteration.

with augmented null matrix manipulation via an optional
smat function.

5 ELASTIC BURST DETECTION
5.1 Problem Statement

A burst is a large number of events occurring within
a certain period of time. It's a noteworthy phenomenon
in many natural and social processe, for example, a burst
of trading volume in some stock might indicate insider
trading.

As an interesting and important phenomenon, burst
discovery has attracted more and more interest under dif-
ferent settings. For example, [37] models the bursty be-
haviors in self- similar time series, such as disk 1/O activ-
ity, network traffic; [38] studies the bursty and hierarchi-
cal structure in temporal text stream, such as emails, news
articles, etc; [39] mines the bursty behavior in the query
logs of the MSN search engine; [40, 41, 42] study the
problem of detecting significant spatial clusters in multi-
dimensional space. [43, 44] use multiresolution synopsis
to estimate the number of 1's in the Iast elements in
a 0-1 stream and the sum of bounded integers in an inte-
ger stream. Our interest here is in one dimensional data
stream.

If the lengthw of the time window when a burst occurs
is known in advance, the detection can easily be done in
linear time by keeping a running count of the number of
events in the lasty time units. However, in many situ-
ations, the window length is unknown a priori. For ex-
ample, interesting gamma ray bursts could last several
seconds, several minutes or even several days. One has
to monitor bursts across multiple window sizes. Further-
more, in many data applications, looking at different win-
dow scales at the same time gives differentinsight into the
data.

The elastic burst detection problem [18] is to simulta-
neously detect bursts across multiple window sizes. For-
mally:

Problem 1 Given a non-negative time series, xo, ...,

a set of window size$V = w,ws...,w,,, @ MonNo-
tonic, associative aggregation functioh(such as "sum"

or "maximum") that maps a consecutive sequence of
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Figure 12: Shifted Binary Tree (SBT) and the shadow
property. The shadowed subsequences of size 7 and 5
are included in the shadowed windows at level 4 and 3
respectively.

data elements to a number (it is monotonic in the sense
that A[IL't e $t+w71] S A[IEt e $t+w]| for all U}), and
thresholds associated with each window si¢y;), for

j =1,2,...,m, the elastic burst detection is the problem
of finding all pairs(¢, w) such thatt is a time point and

w is awindow size i and Afz; - - - ¢ 4w—1] > f(w).

A naive algorithm is to check each window size of in-
terest one at a time. To detect bursts over sthavin-
dow sizes in a sequence of lengthwould then require
O(mN) time. This is unacceptable in a high-speed data
stream environment.

5.2 Shifted Binary Tree (SBT)

In [18], we presented a simple data structure called the
Shifted Binary Tree (SBThat could be the basis of a filter
that would detect all bursts, yet perform in time indepen-
dent of the number of windows when the probability of
bursts is very low.

A Shifted Binary Tree is a hierarchical data structure
inspired by the Haar Wavelet Tree. The leaf nodes of this
tree (denoted level 0) have a one-to-one correspondence
to the time points of the incoming data; a node at level
1 aggregates two adjacent nodes at level 0. In general, a
node at level + 1 aggregates two nodes at leveso cov-
ers2i+! time points. The SBT includes a shifted sublevel
to each base level above level 0. In the shifted sublgvel
the corresponding windows are still of lengthbut those
windows are shifted bg‘~! from the base level. Figure
12 shows an example of a Shifted Binary Tree.

The overlapping between the base levels and the sub-
levels guarantees that all the windows of lengthw <
1+ 2¢, are included in one of the windows at level 1.
Because the aggregation functidns monotonically in-
creasing,Alx; - - Tpqpw—1] < Alxt - Tigwe), for all
wandc. So if Alz; - Tirwre) < f(w), then surely
Alze -+ x40—1] < f(w). The Shifted Binary Tree takes
advantage of this monotonic property as follows: each
node at level + 1 is associated with the threshold value
f(2 +2i=1). If more thanf (2 + 2¢~1) events are found
in a window of size2'*!, then a detailed search must
be performed to check if some subwindow of size
24271 < w < 1+ 2% hasf(w) events. Thus, any
burst in a window of sizev will be found.

When bursts are very rare, detailed searches whether
fruitful (they confirm a burst) or not will also be rare, so
the structure will incur an amortized constant time work
per time point[18]. However,

e When bursts are rare but not very rare, the number

Table 1: Comparing SAT with SBT

SBT SAT
Number of children 2 >2
Levels of children 1 <1
for leveli + 1
Shift at level: + 1: 2% .5; k*S;
Si+1 k Z 1
Overlapping window| window size at| > w;
size at level + 1: leveli: w;
Oit1

of fruitless detailed searches grows, suggesting that
we may want more levels than offered in the Shifted
Binary Tree.

e Conversely, when bursts are exceedingly rare we
may need fewer levels than offered in the SBT.

In other words we want a specific structure that fits a spe-
cific problem.

In this paper, we present a generalized framework [45]
for efficient elastic burst detection, which includes a fam-
ily of data structures, calleghifted aggregation trees
(SAT) and a heuristic algorithm to find an efficient SAT
given the inputs. Experiments show the SAT significantly
outperforms the SBT over a variety of inputs.

5.3 Shifted Aggregation Tree (SAT)

In [45], we generalized the Shifted Binary Tree to a
family of data structure§hifted Aggregation Tree (SAT)
which provides a pool of data structures to choose for
different inputs.

Like a Shifted Binary Tree, a Shifted Aggregation Tree
(SAT) is a hierarchical tree structure. It has several vel
each of which contains several nodes. The nodes at level
0 are in one-to-one correspondence with the original time
series. Any node at levelis computed by aggregating
some nodes below levél Two consecutive nodes in the
same level overlap in time.

A SAT is different from a SBT in two ways:

e The parent-child structure
This defines the topological relationship between a
node and its children, i.e. how many children it has
and their placements.

e The shifting pattern
This defines how many time points apart two neigh-
boring nodes at the same level are. We called this
distance thehift

In a SBT, the parent-child structure for each node is
always the same, one node aggregates two nodes at one
level lower; the shifting pattern is also fixed, two neigh-
boring nodes in the same level always half-overlap. In a
SAT, a node could have 3 children and be 2 time points
away from its preceding neighbor, or could have 64 chil-
dren and 128 time points away from its preceding one.
Table 5.3 gives a side-by-side comparison of the differ-
ence between a SAT and a SBT. Clearly, a SBT is a spe-
cial case of a SAT.



5.4 SAT Tradeoffs

A similar update-search framework can be used to-
gether with a Shifted Aggregation Tree to detect bursts.
The total running time is the sum of the updating time
and the detailed searching time. Intuitively, if a SAT has
more levels and smaller shifts, it would take longer time
to maintain the structure. On the other hand, more lev-
els and smaller shifts reduce the chance to trigger a fruit-
less detailed search and reduce the time for such a search.
Therefore a good SAT should balance the updating time
with the detailed searching time to obtain the optimal per-
formance. Depending on different inputs, different SAT

CPU time for different thresh
—®BM_SAT

120000 BM_SBT
£ 100000 ‘\‘\ 4SDSS_SAT
£ 80000 —®—sDss SBT
e 2009
8 60000 T2
O 40000 —~—
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0

5 6 7 8

Burst Probability p = 107-k

Figure 13: CPU time comparison under different thresh-

structures should be used to achieve better running time. olds

5.5 Heuristic State-Space Algorithm to Find an
Efficient SAT

Given the input time series and the window thresholds,
we can use a heuristic state-space algorithm to find an ef-
ficient SAT structure. Each SAT is seen as a state and the
growth from one SAT to another is seen as a transforma-
tion. We start from the SAT only containing the original
time series, then keep growing the candidate set of SATs
by adding one more level to the top of each candidate
SAT. A cost is associated with each SAT, which is de-
fined as the CPU time when running this SAT on a small
sample data. This growing process stops when a set of
final SATs covering the maximum window size of inter-
est are reached. The final SAT with the minimum cost is
picked as the desired SAT.
5.6 Empirical Results

We have used two real world data sets to test the
new detection framework with the Shifted Aggregation
Trees. The testing machine is 2Ghz Pentium 4 PC with
512M RAM, running Windows XP. The program is im-
plemented in C++.

e The Sloan Digital Sky Survey (SDSS) Weblog data
This data set records the web access requests to the
SDSS website in 2003, total 17,432,468 records.
The training data for the heuristic state-space algo-
rithm consists of seven days of second-by-second
data.

The NYSE TAQ Stock Data

This data set includes tick-by-tick trading activities
of the IBM stock between Jan. 2001 to May 2004,
total 6,134,362 ticks. Each record contains the time
precise to the second, as well as each trade’s price
and volume. A week’s (5 day) worth of data is used
as the training data.

In the experiments, we set the thresholds for different
window sizes as following. We used a week of the SDSS
weblog data and the IBM stock data as the training data
respectively. For each window size, we compute the
aggregates on the training data on a sliding window of
sizew. We set the threshold for sizein such a way, the
probability for a burst of sizev to happen i.

We are interested in comparing the Shifted Aggrega-
tion Tree with the Shifted Binary Tree under different
settings.

¢ Different thresholds
The thresholds are set to reflect a burst probability
ranging from10~—3 to 1071, The maximum win-
dow size is set to 300 for SDSS, 500 for IBM. Bursts
at every window size are detected.

Figure 13 shows the results for both data sets. As
the burst probability decreases, the CPU time for the
SAT decreases quickly.

e Different maximum window sizes of interest
The maximum window sizes are set from 10 seconds
up to 1800 seconds. The burst probability is set to
be10~6. Bursts in every window size are detected.

Figure 14 shows the results. As the maximum win-
dow size increases, the SAT can achieve increased
speedup comparing to the SBT.

Different sets of window sizes of interest

Instead of detecting bursts for every window size,
we detect bursts every size, i.e, detect bursts for
window sizes, 2xn, 3xn, Herenis settobe 1,

5, 10, 30, 60, 120 respectively. The burst probability
is set to bel0~¢ and the maximum window size is
set to be 600 for SDSS, 3600 for IBM.

Figure 15 shows that as the set of window sizes be-
comes sparser, both the SAT and the SBT take less
time to process.

Overall, the new framework, which includes a fam-
ily of Shifted Aggregation Trees and a heuristic state-
space algorithm, can be adaptive to different inputs. The
Shifted Aggregation Tree overperforms the Shifted Bi-
nary Tree over a variety of inputs.

6 SUMMARY AND FUTURE WORK

High performance time series algorithms are needed
in many previous applications. In this paper four in-
cremental techniques are presented addressing fast win-
dowed correlation, incremental matching pursuit, sparse
null space discovery and elastic burst detection. The ex-
perimental results show that they can improve the effi-
ciency dramatically compared to the previous algorithms.
Furthermore the incremental idea described in this paper
may be extended to other primitives.

The work demonstrated here is very much in progress.
Our goal is to build a set of such primitives and make
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