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#### Abstract

This paper introduces a fast algorithm for solving the DLP of Jacobian of hyperelliptic curve of small genus. To solve the DLP, Gaudry first shows that the idea of index calculus is effective, if a subset of the points of the hyperelliptic curve of the base field is taken by the smooth elements of index calculus. In an index calculus theory, a special element (in our case it is the point of hyperelliptic curve), which is not a smooth element, is called a large prime. A divisor, written by the sum of several smooth elements and one large prime, is called an almost smooth divisor. By the use of the almost smooth divisor, Thériault improved this index calculus. In this paper, a divisor, written by the sum of several smooth elements and two large primes, is called a 2 -almost smooth divisor. By use of the 2 -almost smooth divisor, we are able to give more improvements. The algorithm of this attack consists of the following seven parts: 1) Preparing, 2) Collecting reduced divisors, 3) Making sufficiently large sets of almost smooth divisors, 4) Making sufficiently large sets of smooth divisors, 5) Solving the linear algebra, 6) Finding a relation of collected reduced divisors, and 7) Computing a discreet logarithm. Parts 3) and 4) need complicated eliminations of the large prime, which is the key idea presented within this paper. Before the tasks in these parts are completed, two sub-algorithms for the eliminations of the large prime have been prepared. To explain how this process works, we prove the probability that this algorithm does not work to be negligible, and we present the expected complexity and the expected storage of the attack.
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## 1. Introduction

DLP of the Jacobian group of hyperelliptic curve $C$ over finite field $\mathbb{F}_{q}$, is a problem finding integer $n$ such that $D_{1}=n D_{2}$, where $D_{1}, D_{2}$ are given reduced divisors of the curve. When the base curve is a hyperelliptic curve, the additions of the Jacobian group are easily computable and it has fruitful application to public key cryptology. Gaudry [4] first present a variation of index calculus attack for the DLP of the Jacobian of hyperelliptic curve of small genus. In this attack, $B_{0}=\left\{(P-\infty) \mid P \in C\left(\mathbb{F}_{q}\right)\right\}$ is taking as smooth elements of index calculus. Gaudry and Harley [3] improved this result by the restriction of the smooth elements ( $B$ is taken as some subset of $B_{0}$ ) and by attaining the rebalance of the computation of the group laws and linear algebra. An element in $B_{0} \backslash B$ is called large prime and a divisor, written by the sum of several smooth elemments and one large prime, is called alomst smooth divisor. Thériault improved this attack by the use of alomst smooth divisor. These algorithms work in time $O\left(q^{2-\frac{2}{g+1}+\epsilon}\right)$ and $O\left(q^{2-\frac{4}{2 g+1}+\epsilon}\right)$ respectively, where $g$ is the genus of the curve $C$. When $g \geq 3$, the complexity
of Thériault's method is less than the complexity of the attack using square root methods such as Pollard's rho method or baby step giant step method.

Similarly, a divisor, written by the sum of several smooth elemments and two large primes, is called 2 -alomst smooth divisor. In this paper, we propose further improved index calculus attack against the DLP of the Jacobian by the use of 2 -alomst smooth divisor.

Note that the same kind of the attack is done by Gaudry, E. Thomé, N. Thériault, C. Diem [5] independently. (The method of Gaudry et al. interprets the elimination of large prime by the connection of the graph whose vertexes are large primes.)

First, we will explain the outline of the elimination of the large prime, which is a key of the algorithm. Note that an almost smooth divisor is written by the form $\sum$ terms of $B+(P-\infty)$, and a 2 -almost smooth divisor is written by the form $\sum$ terms of $B+(Q-\infty)+(R-\infty)$, where $P, Q, R \in B_{0} \backslash B$. Let $v_{1}=\sum$ terms of $B+$ $\left(P_{1}-\infty\right)$ and $v_{2}=\sum$ terms of $B+\left(P_{1}-\infty\right)$ be the almost smooth divisors, which have the same large prime. Then, a new smooth divisor $v_{1}-v_{2}=\sum$ terms of $B$ is obtained by the elimination of large prime $P_{1}$ and by using such new smooth divisors, Thériault realized a faster attack. Let $v=\sum$ terms of $B+\left(P_{0}-\infty\right)$ be an almost smooth divisor and $v_{1}=\sum$ terms of $B+\left(P_{0}-\infty\right)+\left(P_{1}-\infty\right), v_{2}=$ $\sum$ terms of $B+\left(P_{1}-\infty\right)+\left(P_{2}-\infty\right), \ldots, v_{n}=\sum$ terms of $B+\left(P_{n-1}-\infty\right)+\left(P_{n}-\infty\right)$, be the two-almost smooth divisors written by these forms. Then, new almost smooth divisors $v-v_{1}+v_{2}-v_{3}+\cdots+(-1)^{i} v_{i}=\sum$ terms of $B+(-1)^{i}\left(P_{i}-\infty\right)$, $(0 \leq i \leq n)$ are obtained by the elimination of large prime. In this paper, we propose a faster attack by using such new almost smooth divisors and show the following theorem.

Theorem 1. Let $C$ be a hyperelliptic curve of genus $\geq 3$ over finite field $\mathbb{F}_{q}$. Then the DLP of $\mathbf{J a c}_{C}\left(\mathbb{F}_{q}\right)$ can be solved in expected time $O\left(q^{2-2 / g+\varepsilon}\right)$.

Further, Diem [2] presents an index calculus to the Jacobian of nonhyperelliptic curve. The expected complexity of genus 3 non-hyperelliptic curve is $O\left(q^{1+\epsilon}\right)$ which is smaller than that of genus 3 hyperelliptic curve. Further, a variant of the index calculus of using two large primes is applied to the attack of XTR [6].

Further in this paper, we will use the symbols $\doteq$ and $\gg$ by the notations $a \doteq b \Leftrightarrow a / b=1+o(1)$ and $a \gg b \Leftrightarrow(a-b) / a=1+o(1)$.

## 2. Jacobian arithmetic

In this section, we will prepare the definitions and the lemmas of the Jacobian arithmetic. Let $C$ be a hyperelliptic curve of genus $g$ over $\mathbb{F}_{q}$ of the form $y^{2}+h(x) y=$ $f(x)$ with $\operatorname{deg} f=2 g+1$ and $\operatorname{deg} h \leq g$. Further, use the notation $J_{q}$ for $\mathbf{J a c} c_{C}\left(\mathbb{F}_{q}\right)$. Moreover, we will assume that $\left|J_{q}\right|$ is odd prime number, for simplicity.

Definition 1. Given $D_{1}, D_{2} \in J_{q}$ such that $D_{2} \in\left\langle D_{1}\right\rangle$, DLP for $\left(D_{1}, D_{2}\right)$ on $J_{q}$ is computing $\lambda$ such that $D_{2}=\lambda D_{1}$.

For an element $P=(x, y)$ in $C\left(\overline{\mathbb{F}}_{q}\right)$, put $-P:=(x,-h(x)-y)$.
Lemma 1. $C\left(\mathbb{F}_{q}\right)$ is written by the union of disjoint sets $\mathcal{P} \cup-\mathcal{P} \cup\{\infty\}$, where $-\mathcal{P}:=\{-P \mid P \in \mathcal{P}\}$.

Proof. Since $\left|J_{q}\right|$ is odd prime, we have $2 \nmid\left|J_{q}\right|$ and there are no point $P \in$ $C\left(\mathbb{F}_{q}\right)$ such that $P=-P$.

Further, we will fix $\mathcal{P}$.

## Definition 2.

1) $A$ subset $B$ of $\mathcal{P}$ is called factor base.
2) A point $P \in \mathcal{P} \backslash B$ is called large prime.

Note that the factor base $B$ is used to define the smoothness of index calculus. Point of $\mathbf{J a c}{ }_{C}$ can be represented uniquely by the reduced divisor of the form

$$
\sum_{i=1}^{k} n_{i} P_{i}-\sum_{i=1}^{k} n_{i} \infty, \quad P_{i} \in C\left(\overline{\mathbb{F}}_{q}\right), \quad P_{i} \neq-P_{j} \quad \text { for } \quad i \neq j
$$

with $n_{i} \geq 0$ and $\sum n_{i} \leq g$. Thus in this paper, a point of Jacobian will be called by using the expression "reduced divisor". Let $D(P):=P-\infty$. Note that $P+(-P) \sim 2 \infty$. From Lemma 1, a reduced divisor $v$ of $J_{q}$ can be represented by the form

$$
v=\sum_{P \in C\left(\mathbb{F}_{p}\right)} n_{P}^{(v)} D(P)
$$

with $n_{P}^{(v)} \in \mathbb{Z}$ and $\sum_{P \in C\left(\overline{\mathbb{F}}_{q}\right)}\left|n_{P}^{(v)}\right| \leq g$.
Definition 3. Let $v$ be a reduced divisor of Jacobian $J_{q}$.

1) If $v$ is written by the elements of $C\left(\mathbb{F}_{q}\right)$ i.e.

$$
v=\sum_{P \in C\left(\mathbb{F}_{q}\right)} n_{P}^{(v)} D(P)
$$

it is called potentially smooth reduced divisor.
2) If $v$ is written by the elements of factor base $B$ i.e.

$$
v=\sum_{P \in B} n_{P}^{(v)} D(P),
$$

it is called smooth reduced divisor.
3) If $v$ is written by the elements of factor base $B$ except one large prime $P^{\prime} \in$ $\mathcal{P} \backslash B$ i.e.

$$
v=n_{P^{\prime}}^{(v)} D\left(P^{\prime}\right)+\sum_{P \in B} n_{P}^{(v)} D(P)
$$

it is called almost smooth reduced divisor.
4) If $v$ is written by the elements of factor base $B$ except two large primes $P^{\prime}, P^{\prime \prime} \in \mathcal{P} \backslash B$ i.e.

$$
v=n_{P^{\prime}}^{(v)} D\left(P^{\prime}\right)+n_{P^{\prime \prime}}^{(v)} D\left(P^{\prime \prime}\right)+\sum_{P \in B} n_{P}^{(v)} D(P)
$$

it is called 2-almost smooth reduced divisor.
In this paper, we treat linear sums of reduced divisors whose coefficients are considerd modulo $|J q|$. So, we define the notation of smoothness to the general divisor of the form $\sum_{P \in C\left(\overline{\mathbb{F}}_{q}\right)} n_{p} D(P)$ where $n_{P}$ 's are integers modulo $\left|J_{q}\right|$.

## Definition 4.

1) A divisor $v$ of the form

$$
\sum_{P \in B} n_{P}^{(v)} D(P)
$$

is called smooth divisor.
2) A divisor $v$ of the form

$$
n_{P^{\prime}}^{(v)} D\left(P^{\prime}\right)+\sum_{P \in B} n_{P}^{(v)} D(P)
$$

where $P^{\prime}$ is a large prime, is called almost smooth divisor.
3) A divisor $v$ of the form

$$
n_{P^{\prime}}^{(v)} D\left(P^{\prime}\right)+n_{P^{\prime \prime}}^{(v)} D\left(P^{\prime \prime}\right)+\sum_{P \in B} n_{P}^{(v)} D(P)
$$

where $P^{\prime}, P^{\prime \prime}$ are large primes, is called 2-almost smooth divisor.
For a smooth (resp. almost smooth, resp. 2-almost smooth) divisor $v$, put

$$
l(v):=\#\left\{P \in B \mid n_{P}^{(v)} \neq 0\right\}
$$

LEMMA 2. Let $v_{1}, v_{2}$ be smooth (resp. almost smooth, resp. 2-almost smooth) divisors and let $r_{1}, r_{2}$ be integers modulo $\left|J_{q}\right|$. Then the cost for computing $r_{1} v_{1}+$ $r_{2} v_{2}$ is $O\left(g^{2}(\log q)^{2}\left(l\left(v_{1}\right)+l\left(v_{2}\right)\right)\right.$.

Proof. It requires $l\left(v_{1}\right)+l\left(v_{2}\right)$-time products and additions modulo $\left|J_{q}\right|$. Note that $\left|J_{q}\right| \doteq q^{g}$. Since the cost of one elementary operation modulo $\left|J_{q}\right|$ is $O\left(\left(\log \left|J_{q}\right|\right)^{2}\right)=O\left(g^{2}(\log q)^{2}\right)$, we have this estimation.

## 3. Outline of algorithm

In this section, we present the outline of the proposed algorithm. Let $k$ be a real number satisfying $0<k<\frac{1}{2 g}$. Note that in $\S 12$, we will take $k=\frac{1}{\log q}$ and
optimize the algorithm. Further in this paper, we will use $k$ as a parameter of this algorithm. Put

$$
r:=r(k)=\frac{g-1+k}{g}
$$

We will fix a set of factor base $B$ with $|B|=q^{r}$.
The main algorithm shown in Algorithm 1 consists of the following 7 parts 1) Preparing, 2) Collecting reduced divisors, 3) Making a sufficiently large set of almost smooth divisors, 4) Making a sufficiently large set of smooth divisors, 5) Solving the linear algebra, 6) Finding a relation of collected reduced divisors, and
7) Computing the discreet logarithm. Note that the number of collected 2 -almost smooth reduced divisors in Part 2 is bigger than $q^{1+k}$, which is the meaning of the parameter $k$.

## Algorithm 1. Main algorithm

Input: $C / \mathbb{F}_{q}$ hyper elliptic curve of small genus $g, D_{1}, D_{2} \in J_{q}$ such that $D_{2} \in\left\langle D_{1}\right\rangle$.
Output: Integer $\lambda$ modulo $\left|J_{q}\right|$ such that $D_{2}=\lambda D_{1}$.
1: Part 1 Computing all points of $C\left(\mathbb{F}_{q}\right)$ and making $\mathcal{P}$ and fix $B \subset \mathcal{P}$ with $|B|=q^{r}$.
2: Part 2 Collecting 2-almost smooth divisors and almost smooth divisors Computing a set $V_{2}$ of 2-almost smooth reduced divisors and a set $V_{1}$ of almost smooth reduced divisors of $J_{q}$, of the form $\alpha D_{1}+\beta D_{2}$ with $\left|V_{1}\right|>q^{\frac{(g-1)+(g+1) k}{g}}$ and $\left|V_{2}\right|>q^{1+k}$.
3: Part 3 Computing a set of almost smooth divisor $H_{m}$ with $\left|H_{m}\right|>q^{(1+r) / 2}$.
4: Part 4 Computing a set of smooth divisor $H$ with $|H|>q^{r}$.
5: Part 5 Solving linear algebra of the size $q^{r} \times q^{r}$
Computing integers $\left\{\gamma_{h}\right\}_{h \in H}$ modulo $\left|J_{q}\right|$, satisfying $\sum_{h \in H} \gamma_{h} h \equiv 0 \bmod \left|J_{q}\right|$.
6: Part 6 Computing integers $\left\{s_{v}\right\}_{v \in V_{1} \cup V_{2}}$ modulo $\left|J_{q}\right|$, satisfying $\sum_{v \in V_{1} \cup V_{2}} s_{v} v=0$.
7: Part 7 Computing $\lambda$.

## 4. Collecting 2-almost smooth reduced divisors and almost smooth reduced divisors

In order to collect enough 2-almost smooth divisors and almost smooth divisors (Part 2 of the main algorithm), the following Algorithm 2 can be used.

Further, we will estimate the cost of this algorithm.
Lemma 3. The probability that a reduced divisor in $J_{q}$ is almost smooth is

$$
\frac{1}{(g-1)!} q^{(-1+r)(g-1)}
$$

and the probability that a reduced divisor is 2-almost smooth is

$$
\frac{1}{2(g-2)!} q^{(-1+r)(g-2)} .
$$

Algorithm 2. Collecting the 2-almost smooth and almost smooth reduced divisors
Input: $C / \mathbb{F}_{q}$ curve of genus $g, D_{1}, D_{2} \in \mathbf{J a c}_{C}\left(\mathbb{F}_{q}\right)$
Output: $V_{1}$ a set of almost smooth reduced divisors, $V_{2}$ a set of 2-almost smooth reduced divisors such that $\left|V_{2}\right|>q^{1+k},\left|V_{1}\right|>q^{\frac{(g-1)+(g+1) k}{g}}$, Integers
$\left\{\left(\alpha_{v}, \beta_{v}\right)\right\}_{v \in V_{1} \cup V_{2}}$ such that $v=\alpha_{v} D_{1}+\beta_{v} D_{2}$
$V_{1} \leftarrow\{ \}, V_{2} \leftarrow\{ \}$
repeat
Let $\alpha, \beta$ be random numbers modulo $\left|J_{q}\right|$
Compute $v=\alpha D_{1}+\beta D_{2}$
if $v$ is almost smooth then
$V_{1} \leftarrow V_{1} \cup\{v\}$ $\left(\alpha_{v}, \beta_{v}\right) \leftarrow(\alpha, \beta)$
end if
if $v$ is 2 -almost smooth then
$V_{2} \leftarrow V_{2} \cup\{v\}$ $\left(\alpha_{v}, \beta_{v}\right) \leftarrow(\alpha, \beta)$
end if
until $\left|V_{2}\right|>q^{1+k}$ and $\left|V_{1}\right|>q^{\frac{(g-1)+(g+1) k}{g}}$
return $V_{1}, V_{2},\left\{\left(\alpha_{v}, \beta_{v}\right)\right\}_{v \in V_{1} \cup V_{2}}$

Proof. The first formula is from Propositions 3, 4, 5 in [8]. By the use of the similar argument, the probability of a reduced divisor being 2-almost smooth is roughly estimated by

$$
\frac{(2|B|)^{g-2}(2|\mathcal{P} \backslash B|)^{2}}{2!(g-2)!\left|J_{q}\right|} \doteq \frac{\left(q^{r}\right)^{g-2} q^{2}}{2!(g-2)!q^{g}}=\frac{1}{2(g-2)!} q^{(-1+r)(g-2)}
$$

and the second formula is obtained.
From this lemma, the number of the loops that $\left|V_{2}\right|>q^{1+k}$ is estimated by

$$
q^{(1+k)} \cdot 2(g-2)!q^{(1-r)(g-2)}=2(g-2)!q^{2 r}
$$

and the number of the loops that $\left|V_{1}\right|>q^{\frac{(g-1)+(g+1) k}{g}}$ is estimated by

$$
q^{\frac{(g-1)+(g+1) k}{g}} \cdot(g-1)!q^{(1-r)(g-1)}=(g-1)!q^{2 r}
$$

Since the cost of computing Jacobian $v=\alpha D_{1}+\beta D_{2}$ is $O\left(g^{2}(\log q)^{2}\right)$ and the cost of judging whether $v$ is potentially smooth or not is $O\left(g^{2}(\log q)^{3}\right)$, the total cost of this part is estimated by

$$
O\left(g^{2}(g-1)!(\log q)^{3} q^{2 r}\right)
$$

Here, we will estimate the required storage. Note that the bit-length of one potentially smooth reduced divisor is $2 g \log q$. So, the storage for $V_{1}$ is
$O\left(g q^{\frac{(g-1)+(g+1) k}{g}} \log q\right)$ and the storage for $V_{2}$ is $O\left(g q^{(1+k)} \log q\right)$. Since $1+k>$ $\frac{(g-1)+(g+1) k}{g}$, we have $g q^{(1+k)} \log q \gg g q^{\frac{(g-1)+(g+1) k}{g}} \log q$. So the total required storage can be estimated by

$$
O\left(g q^{(1+k)} \log q\right)
$$

## 5. Elimination of large prime

In this section, we give sub-algorithms of the elimination of large prime, which are needed Part 3 and Part 4 of Main Algorithm. Let $E$ be a set of almost smooth divisors. Also, let $F$ be 1 ) a set of 2 -almost smooth divisors or 2 ) a set of almost smooth divisors. Note that elements $e \in E$ and $f \in F$ are written by

$$
\begin{aligned}
& e=n_{P_{1}}^{(e)} D\left(P_{1}\right)+\sum_{P \in B} n_{P}^{(e)} D(P), \\
& f=n_{P_{2}}^{(f)} D\left(P_{2}\right)+\sum_{P \in B} n_{P}^{(f)} D(P), \quad \text { if } F \text { is a set of almost smooth divisors, } \\
& f=n_{P_{2}}^{(f)} D\left(P_{2}\right)+n_{P_{3}}^{(f)} D\left(P_{3}\right)+\sum_{P \in B} n_{P}^{(f)} D(P),
\end{aligned}
$$

if $F$ is a set of 2 -almost smooth divisors.
Put $\sup (e):=\left\{P_{1}\right\}$ and

$$
\sup (f):= \begin{cases}\left\{P_{2}\right\} & \text { if } F \text { is a set of almost smooth divisors, } \\ \left\{P_{2}, P_{3}\right\} & \text { if } F \text { is a set of 2-almost smooth divisors. }\end{cases}
$$

When $P \in \sup (e) \cap \sup (f)$, also put

$$
\phi(e, f, P):=n_{p}^{(f)} e-n_{p}^{(e)} f .
$$

Note that $\phi(e, f, P)$ is a new divisor obtained by once large prime elimination. So, if $F$ is a set of 2 -almost smooth divisors, $\phi(e, f, P)$ is an almost smooth divisor. If $F$ is a set of almost smooth divisors and $e$ is not of the form constant times $f$, $\phi(e, f, P)$ is a smooth divisor.

First, we treat the case that $E$ being a set of almost smooth divisors and $F$ being a set of 2-almost smooth divisors. By using Algorithm 3, we construct another set of almost smooth divisors, named $E^{\prime}$, by once elimination of large prime.

Here, we explain the meanings of $E^{\prime}$ and $F^{\prime}$ in Algorithm 3. A set of almost smooth divisors $\bigcup \phi(e, f, P)$, where $e, f$, and $P$ moves $e \in E, f \in F$, and $P \in$ $\sup (e) \cap \sup (f)$, is made by once large prime elimination from $E$ and $F$. The set of almost smooth divisors $E^{\prime}$ made by Algorithm 3 is a subset of $\bigcup \phi(e, f, P)$ and has the following properties: if $\phi\left(e_{1}, f, P_{1}\right)$ and $\phi\left(e_{2}, f, P_{2}\right)$ are distinct elements of $E^{\prime}$, $e_{1}, e_{2}$ are distinct. This property will be needed in Lemma 8. The set of 2 -almost smooth divisors $F^{\prime}$ made by Algorithm 3 is a subset of $F$, consist of the 2-almost smooth divisors that dose not used to the eliminations.

Algorithm 3. Elimination of large primes
Input: $E$ almost smooth divisors, $F$ 2-almost smooth divisors
Output: $E^{\prime}$ almost smooth divisors, $F^{\prime}$ 2-almostsmooth divisors
set $\mathcal{P} \backslash B=\left\{R_{1}, R_{2}, \ldots, R_{|\mathcal{P} \backslash B|}\right\}$ (pre-computation)
for $i=1,2, \ldots,|\mathcal{P} \backslash B|$ do
$s t[i] \leftarrow\}$
od
for all $e \in E$ do $P=\sup (e)$
Compute $i$ s.t. $P=R_{i}$ $s t[i] \leftarrow s t[i] \cup\{e\}$
od
$E^{\prime} \leftarrow\{ \}, F^{\prime} \longleftarrow F$
for all $f \in F$ do
$P_{1}, P_{2}:=\sup (f)$
Compute $i$ s.t. $P_{1}=R_{i}$ if $s t[i] \neq \emptyset$ then

Take some $e \in s t[i]$
$E^{\prime} \leftarrow E^{\prime} \cup\{\phi(e, f, P)\}, F^{\prime} \leftarrow F^{\prime} \backslash\{f\}$
break
break (return to the loop of next $f \in F$ )
end if
Compute $i$ s.t. $P_{2}=R_{i}$
if $s t[i] \neq \emptyset$ then
Take some $e \in s t[i]$
$E^{\prime} \leftarrow E^{\prime} \cup\{\phi(e, f, P)\}, F^{\prime} \leftarrow F^{\prime} \backslash\{f\}$
break
break (return to the loop of next $f \in F$ ) end if
od
return $E^{\prime}, F^{\prime}$

Definition 5. Further, put

$$
E \cdot F:=E^{\prime}, \quad E \odot F:=F^{\prime}
$$

We will estimate the size of $E \cdot F$ and $E \odot F$.
Lemma 4. Let $E$ be a set of randomly chosen almost smooth divisors and $F$ be a set of randomly chosen 2-almost smooth divisors. Assume $|E| \ll q<|F|$. The size of $E \cdot F$ is estimated by

$$
|E \cdot F| \doteq \frac{2|E||F|}{|\mathcal{P} \backslash B|} \doteq \frac{4|E||F|}{q} .
$$

Further, $|E \odot F|=|F|-|E \cdot F|$.

Proof. Let $e \in E, f \in F$ be randomly chosen elements. Put $P:=\sup (e)$. Since $F$ is a set of 2 -almost smooth divisors, the probability that $P \in \sup (f)$ is $\frac{2}{|\mathcal{P} \backslash B|} \doteq \frac{4}{q}$ and the size is estimated by $\frac{2}{|\mathcal{P} \backslash B|}|E||F|=\frac{4}{q} \times|E||F|$. Second formula is trivial.

We will estimate the cost and the storage for computing $E \cdot F$ and $E \odot F$ by Algorithm 3.

Lemma 5. Put $c_{1}:=\max \{l(e) \mid e \in E\}$ and $c_{2}:=\max \{l(f) \mid f \in F\}$. Assume that $|E| \ll q$. Then the cost of computing $E \cdot F$ and $E \odot F$ is

$$
O\left(c_{1}(\log q)^{2}|E|\right)+O\left((\log q)^{2}|F|\right)+O\left(\left(c_{1}+c_{2}\right)(g \log q)^{2}|E||F| / q\right)
$$

and the required storage is

$$
O\left(c_{1} \log q|E|\right)+O\left(\left(c_{1}+c_{2}\right) \log q|E||F| / q\right) .
$$

Proof. The required storage for $s t[i]$ is $O\left(c_{1} \log q|E|\right)$ and the required storage for $E^{\prime}$ is $O\left(\left(c_{1}+c_{2}\right) \log q|E||F| / q\right)$, since $\left|E^{\prime}\right| \doteq|E||F| / q$ and $\max \left\{l(v) \mid v \in E^{\prime}\right\}=$ $c_{1}+c_{2}$. Note that the cost of the routine "Computing index $i$ " is $\log q \log |\mathcal{P} \backslash B|=$ $O\left((\log q)^{2}\right)$. Also note that $|E \cdot F|=O(|E||F| / q)$ and remark that the probability of $s t[i] \neq \emptyset$ is very small, since $|E| \ll q$. Thus, we see that the cost of the 1st loop is $O\left(c_{1}(\log q)^{2}|E|\right)$, the cost of the part "Computing index $i$ " of the 2nd loop is $O\left((\log q)^{2}|F|\right)$, and the cost of the part "Computing the elements of $E^{\prime}$ and $F^{\prime \prime}$ of the 2nd loop is $O\left(\left(c_{1}+c_{2}\right)(g \log q)^{2}|E||F| / q\right)$ from Lemma 2.

Now, let $E$ be a set of almost smooth divisors. A set of smooth divisors $E^{\prime}$ is constructed from $E$ by Algorithm 4.

Similarly, the set of smooth divisors $\bigcup \phi\left(e_{1}, e_{2}, P\right)$, where $e, f$ and $P$ moves $e_{1}, e_{2} \in E, e_{1} \neq$ Const $\times e_{2}$, and $P=\sup \left(e_{1}\right) \cap \sup \left(e_{2}\right)$ is made by once large prime elimination from $E$. The set of smooth divisors $E^{\prime}$ made by Algorithm 4 is a subset of $\bigcup \phi(e, f, P)$ and has the following property: if $\phi\left(e, e_{1}, P_{1}\right), \phi\left(e, e_{2}, P_{2}\right)$, $\phi\left(e_{3}, e, P_{3}\right)$ and $\phi\left(e_{4}, e, P_{4}\right)$ are distinct elements of $E^{\prime}$, then $e_{1}, e_{2}, e_{3}$ and $e_{4}$ are distinct. Note that if $e_{1}, e_{2} \in E$ are used once, $e_{1}, e_{2}$ are never used to the construction of $E^{\prime}$. This property will be needed in Lemma 8.

Definition 6. Also put

$$
E \cdot E:=E^{\prime}
$$

We will estimate the size of $E \cdot E$ and the cost of this computation.
Lemma 6. Let $E$ be a set of randomly chosen almost smooth divisors. Assume $|E| \ll q$. The size of $E \cdot E$ is estimated by

$$
|E \cdot E| \doteq \frac{|E|^{2}}{2|\mathcal{P} \backslash B|} \doteq \frac{|E|^{2}}{q}
$$

Algorithm 4. Elimination of large primes
Input: $E$ almost smooth divisors
Output: $E^{\prime}$ smooth divisors
set $\mathcal{P} \backslash B=\left\{R_{1}, R_{2}, \ldots, R_{|\mathcal{P} \backslash B|}\right\}$ (pre-computation)
for $i=1,2, \ldots,|\mathcal{P} \backslash B|$ do $s t[i] \leftarrow\}$
od
for all $e \in E$ do $P=\sup (e)$
Compute $i$ s.t. $P=R_{i}$ $s t[i] \leftarrow s t[i] \cup\{e\}$
od
$E^{\prime} \leftarrow\{ \}$
for all $f \in E$ do $P:=\sup (f)$ Compute $i$ s.t. $P=R_{i}$ if $s t[i] \neq \emptyset$ then
for all $e \in \operatorname{st}[i]$ s.t. $e \neq$ Const $\times f$ do $E^{\prime} \leftarrow E^{\prime} \cup\{\phi(e, f, P)\}, s t[i] \leftarrow s t[i] \backslash\{e, f\}$ break (return to the loop of next $f \in E$ )
od end if od
od
return $E^{\prime}$

Further, put $c_{1}:=\max \{l(e) \mid e \in E\}$, then the cost of computing $E \cdot E$ is

$$
O\left(c_{1}(\log q)^{2}|E|\right)+O\left(c_{1}(g \log q)^{2}|E|^{2} / q\right)
$$

and the required storage is

$$
O\left(c_{1} \log q|E|\right)+O\left(c_{1} \log q|E|^{2} / q\right)
$$

Proof. Let $e_{1}, e_{2} \in E$ be randomly chosen elements. Put $P:=\sup \left(e_{1}\right)$. The probability that $P \in \sup \left(e_{2}\right)$ is $\frac{1}{|\mathcal{P} \backslash B|} \doteq \frac{2}{q}$ and the size is estimated by $\binom{|E|}{2} \times$ prob. $=$ $\frac{1}{2|\mathcal{P} \backslash B|}|E|^{2}=\frac{1}{q} \times|E|^{2}$. Cost estimations are similarly done by the previous case.

## 6. Computing a large enough set of almost smooth divisors

In this section, we construct a set of almost smooth divisors $H_{m}$ such that $\left|H_{m}\right|>q^{(1+r) / 2}$ using the following Algorithm 5 .

Note that the set of almost smooth divisors $H_{i}$ is obtained by $(i-1)$-th large prime eliminations from $V_{1}$ and $V_{2}$ and that 2-almost smooth divisors in $V_{2, i}$ are

Algorithm 5. Computing $H_{m}$
Input: $V_{1}$ a set of almost smooth divisors s.t. $\left|V_{1}\right|>q^{\frac{(g-1)+(g+1) k}{g}}, V_{2}$ a set of 2-almost smooth divisors s.t. $\left|V_{2}\right|>q^{(1+k)}$
Output: Integer $m>0$ and $H_{1}, H_{2}, \ldots, H_{m}$ sets of almost smooth divisors s.t. $\left|H_{m}\right|>q^{(1+r) / 2}$
$H_{1} \leftarrow V_{1}, V_{2,1} \leftarrow V_{2}$
$i \leftarrow 1$
repeat
$i++$
$H_{i} \leftarrow H_{i-1} \cdot V_{2, i-1}, V_{2, i} \leftarrow H_{i-1} \odot V_{2, i-1}$,
until $\left|H_{i}\right|>q^{(1+r) / 2}$
$m \leftarrow i$
return $m, H_{1}, H_{2}, \ldots, H_{m}$
not used to the construction of $H_{2}, \ldots, H_{i}$. Now, we estimate the size of $m$. In order to estimate the sizes $\left|H_{i}\right|$ and $\left|V_{2, i}\right|$, we use the size estimation of Lemma 4 as a heuristics. From Lemma 4 , the size of $H_{i}$ is estimated by

$$
\left|H_{i}\right| \doteq\left|H_{1}\right| \times\left(q^{k}\right)^{i-1}=q^{\frac{(g-1)+(g i+1) k}{g}}
$$

So, solving the equation $\frac{(g-1)+(g i+1) k}{g}=(1+r(k)) / 2$ for $i$, we have the following.
Lemma 7. $m$ is estimated by

$$
\frac{1-k}{2 g k} .
$$

Then, we can assume $m=O\left(\frac{1}{g k}\right)$, which is needed for the cost estimation in $\S 12$. Note that $\left\{l(v) \mid v \in \bigcup_{i \leq m} H_{i}\right\} \leq m g$. From Lemma 5, the cost for computing $H_{m}$ is

$$
\left.m \times\left(O\left((\log q)^{2} q^{(1+k)}\right)+O\left(m g(g \log q)^{2} q^{(1+r) / 2}\right)\right)\right)
$$

and the required storage is

$$
O\left(m g q^{(1+r) / 2} \log q\right)
$$

## 7. Computing a large enough set of smooth divisors

In this section, we construct a set of smooth divisors $H$ such that $|H|>q^{r}$ using the following Algorithm 6.

Note that one can put $H^{\prime}=H_{m}$. If we assume $H^{\prime}=H_{m}$, the arguments of this paper also hold. Moreover, the proof of Lemma 8 becomes easier. However, form an experimental point of view, not using the almost smooth divisors $\bigcup_{i=1}^{m-1} H_{i}$,

Algorithm 6. Computing $H$
Input: $H_{1}, H_{2}, \ldots, H_{m}$ sets of almost smooth divisors s.t. $\left|H_{m}\right|>q^{(1+r) / 2}$
Output: $H$ a set of smooth divisors s.t. $|H|>q^{r}$.
1: Put $H^{\prime}:=\bigcup_{i=1}^{m} H_{i}$
2: $H \leftarrow H^{\prime} \cdot H^{\prime}$
3: return $H$
difficultly obtained, is wasteful. Then we ought to use $\bigcup_{i=1}^{m} H_{i}$. From this construction, $\left|H^{\prime}\right|>\left|H_{m}\right| \geq q^{(1+r) / 2}$. Similarly, we use the size estimation of Lemma 6 as heuristics and the size of $H$ is estimated by

$$
|H|=\left|H^{\prime}\right|^{2} / q \geq q^{r} .
$$

Note that $\left\{l(v) \mid v \in \bigcup_{i \leq m} H\right\} \leq 2 m g$ and from Lemma 6, the cost for computing $H$ is estimated by

$$
O\left((\log q)^{2} q^{(1+r) / 2}\right)+O\left(m g(g \log q)^{2} q^{r}\right)
$$

and the required storage is estimated by

$$
O\left(m g \log q q^{(1+r) / 2}\right)
$$

## 8. Two-way representation of $h \in H$

An element $h \in H_{i}$ is written by the form

$$
h=n_{P_{1}} D\left(P_{1}\right)+\sum_{P \in B} a_{P}^{(h)} D(P),
$$

since it is a almost smooth divisor. Moreover, from its construction, we easily see that

$$
l(h)=\#\left\{P \in B \mid a_{P}^{(h)} \neq 0\right\} \leq i g .
$$

Similarly, an element $h \in H$ is written by the form

$$
h=\sum_{P \in B} a_{P}^{(h)} D(P),
$$

since it is a smooth divisor. Moreover, from its construction, we see easily that

$$
l(h)=\#\left\{P \in B \mid a_{P}^{(h)} \neq 0\right\} \leq 2 m g
$$

Set $B=\left\{R_{1}, R_{2}, \ldots, R_{|B|}\right\}$.

Definition 7. For any $h \in H_{i}$ or $H$, put $\operatorname{vec}(h):=\left(a_{R_{1}}^{(h)}, a_{R_{2}}^{(h)}, \ldots, a_{R_{|B|}}^{(h)}\right)$.
The computation of $h(=\operatorname{vec}(h))$ means the set of pairs $\left\{\left(a_{R_{i}}^{(h)}, R_{i}\right)\right\}$ for nonzero $a_{R_{i}}^{(h)}$. Note that the required storage for one $h$ is $O(m g \log q)$.

On the other hands, from its construction, $h \in H_{i}$ is written by linear sum of at most $i$ elements of $V_{1} \cup V_{2}$. i.e.

$$
h=\sum_{v \in V_{1} \cup V_{2}} b_{v}^{(h)} v, \quad \#\left\{v \mid b_{v}^{(h)} \neq 0\right\} \leq i .
$$

Similarly, $h \in H$ is written by linear sum of at most $2 m$ elements of $V_{1} \cup V_{2}$. i.e.

$$
h=\sum_{v \in V_{1} \cup V_{2}} b_{v}^{(h)} v, \quad \#\left\{v \mid b_{v}^{(h)} \neq 0\right\} \leq 2 m
$$

Definition 8. For any $h \in H_{i}$ or $H$, put $\mathbf{v}(h):=\left\{\left(b_{v}^{(h)}, v\right) \mid b_{v}^{(h)} \neq 0\right\}$.
Note that the required storage for one $\mathbf{v}(h)$ is $O(m \log q)$.
By slightly modifying Algorithms $2,3,4,5,6$, we can obtain both representations of $h$ of the forms $\mathbf{v e c}(h)$ and $\mathbf{v}(h)$. Note that the order of the cost and the order of the storage for computing $H$ is essentially the same.

Further, we will assume that the computations of $\mathbf{v e c}(h)$ and $\mathbf{v}(h)$ for each $h \in H_{i}$ or $H$ are done.

## 9. Linear algebra

In this section, we will solve linear algebra and finding a linear relation of $H$ by the following Algorithm 7.

Algorithm 7. Linear algebra
Input: $H$ a set of smooth divisors such that $|H|>q^{r}$
Output: Integers $\left\{\gamma_{h}\right\}_{h \in H}$ modulo $\left|J_{q}\right|$ s.t. $\sum_{h \in H} \gamma_{h} h \equiv 0 \bmod \left|J_{q}\right|$
1: Set $H=\left\{h_{1}, h_{2}, \ldots, h_{|H|}\right\}$
2: Set matrix $M=\left({ }^{t} \boldsymbol{v e c}\left(h_{1}\right),{ }^{t} \mathbf{v e c}\left(h_{2}\right), \ldots,{ }^{t} \mathbf{v e c}\left(h_{|H|}\right)\right)$
: Solve linear algebra of $M$ and compute $\left(\gamma_{1}, \gamma_{2}, \ldots, \gamma_{|H|}\right)$ such that $\sum_{i=1}^{|H|} \gamma_{i} \operatorname{vec}\left(h_{i}\right) \equiv \overrightarrow{0} \bmod \left|J_{q}\right|$
return $\left\{\gamma_{i}\right\}$

Note that the elements of matrix is integers modulo $\left|J_{q}\right| \doteq q^{g}$ and that the cost of an elementary operation modulo $J_{q}$ is $O\left(g^{2}(\log q)^{2}\right)$.
$M$ is a sparse matrix of the size $q^{r} \times q^{r}$. Note that the number of non-zero elements in one column is 2 mg . So, using [7,9], the cost of computing $\left\{\gamma_{i}\right\}$ is estimated by

$$
O\left(g^{2}(\log q)^{2} \cdot 2 m g \cdot q^{r} q^{r}\right)=O\left(m g^{3}(\log q)^{2} q^{2 r}\right)
$$

The required storage for sparse linear algebra is essentially the storage for non-zero data. Note that the bit length of integer modulo $\left|J_{q}\right|$ is $\log \left(q^{g}\right)$ and that the number of nonzero elements of one row is $m g$. Thus the required storage is estimated by

$$
O\left(\log \left(q^{g}\right) m g \cdot q^{r}\right)=O\left(m g^{2} q^{r} \log q\right)
$$

## 10. Nontrivial relation of the divisors in $V_{1} \cup V_{2}$

In the previous section, we found $\left\{\gamma_{h}\right\}$ such that $\sum_{h \in H} \gamma_{h} h \equiv 0 \bmod \left|J_{q}\right|$. On the other hands, in order to solving DLP, the relation of collected reduced divisors $V_{1} \cup V_{2}$ is desired. $h \in H$ is written by some linear sum $h=\sum_{v \in V_{1} \cup V_{2}} b_{v}^{(h)} v$. So, put

$$
s_{v}:=\sum_{h \in H} \gamma_{h} b_{v}^{(h)} \bmod \left|J_{q}\right| \quad \text { for all } \quad v \in V_{1} \cup V_{2}
$$

and we have the relation of the reudced divisors $V_{1} \cup V_{2}$

$$
\sum_{v \in V_{1} \cup V_{2}} s_{v} v=0 .
$$

Algorithm 8. Computing $s_{v}$

```
Input: \(V_{1}, V_{2}, H,\left\{\gamma_{h}\right\}_{h \in H}\) s.t. \(\sum_{h \in H} \gamma_{h} h \equiv 0 \bmod \left|J_{q}\right|\)
Output: \(\left\{s_{v}\right\}_{v \in V_{1} \cup V_{2}}\)
    for all \(v \in V_{1} \cup V_{2}\) do
        \(s_{v} \leftarrow 0\)
    od
    for all \(h \in H\) do
        for all \(v \in V_{1} \cup V_{2}\) s.t. \(b_{v}^{(h)} \neq 0\) do
            \(s_{v} \leftarrow s_{v}+\gamma_{h} b_{v}^{(h)}\)
        od
    od
    return \(\left\{s_{v}\right\}\)
```

The cost of this part is

$$
O\left(g q^{1+k} \log q\right)+O\left(m g^{2}(\log q)^{2} q^{(1+r) / 2}\right)
$$

and the storage is

$$
O\left(g q^{1+k} \log q\right)
$$

Here, we will show that the obtained relation $\sum s_{v} v=0$ is non-trivial.
Lemma 8. $\left\{s_{v}\right\}_{v \in V_{1} \cup V_{2}}$ contains at least one non-zero element.
Proof of this lemma is complicated, so we prepare the following two lemmas.

Lemma 9. For any $h \in H_{i}$, there exists some $v \in V_{2, i-1}$ satisfying

1) $\quad b_{v}^{(h)} \neq 0$ and
2) $\quad b_{v}^{\left(h^{\prime}\right)}=0$ for any $h^{\prime} \in \bigcup_{k=1}^{i} H_{k} \backslash\{h\}$.

Proof. $h$ is written by the form $\phi(h[1], v, *)$ for $h[1] \in H_{i-1}$ and $v \in V_{2, i-1}$. We will show that this $v$ satisfies the conditions of the lemma. Form the construction, we see $b_{v}^{(h)} \neq 0$. Further, we see that $b_{v}^{\left(h^{\prime}\right)}=0$ for all $h^{\prime} \in \bigcup_{k=1}^{i-1} H_{k}$, since this $v$ is not used to the construction of $H_{1}, H_{2}, \ldots, H_{i-1}$. So, we have to show that $b_{v}^{\left(h^{\prime}\right)}=0$ for all $h^{\prime} \in H_{i}$. $h^{\prime} \in H_{i}$ is written by the form $\phi\left(h^{\prime}[1], v^{\prime}, *\right)$ for $h^{\prime}[1] \in H_{i-1}$ and $v^{\prime} \in V_{2, i-1}$. From the construction, we see $v \neq v^{\prime}$, since $H_{i}$ does not contains both elements of the form $\phi\left(h_{1}, v, *\right)$ and $\phi\left(h_{2}, v, *\right)\left(h_{1} \neq h_{2}\right)$. Then $h^{\prime}$ is written by the linear sum of $V_{2} \backslash V_{2, i-1} \cup\left\{v^{\prime}\right\}$, which does not contains the term of $v$ (The 2-almost smooth divisors in $V_{2} \backslash V_{2, i-1}$ are used the construction of $H_{1}, H_{2}, \ldots, H_{i-1}$.). Thus we have $b_{v}^{\left(h^{\prime}\right)}=0$.

Lemma 10. Let $G$ be a non-empty subset of $H$. Then there exists some $g \in G$ and some $v \in V_{2}$ satisfying

1) $b_{v}^{(g)} \neq 0$ and
2) $b_{v}^{\left(g^{\prime}\right)}=0$ for all $g^{\prime} \in G \backslash\{g\}$.

Proof. $h \in H$ is written by the form $\phi(h[1], h[2], *)$ with $h[1] \in H_{i 1}, h[2] \in$ $H_{i 2}$. Put $d(h):=\max \left(i_{1}, i_{2}\right)$. Take $g \in G$ whose $d=d(g)$ is maximal; i.e., $d=$ $d(g) \geq d\left(g^{\prime}\right)$ for any $g^{\prime} \in G . g$ is written by the form $\phi(g[1], g[2], *)$ with $g[1] \in$ $H_{d_{1}}, g[2] \in H_{d_{2}}$ and $\max \left(d_{1}, d_{2}\right)=d$. Without loss of generality, we can assume $d=d_{1} \geq d_{2}=d^{\prime}$; i.e. $g[1] \in H_{d}, g[2] \in H_{d^{\prime}}$ and $d \leq d^{\prime}$. Let $g^{\prime} \in G \backslash\{g\}$. $g^{\prime}$ is also written by the form $\phi\left(g^{\prime}[1], g^{\prime}[2], *\right)$. Then we see that $g[1] \neq g[2], g[1] \neq g^{\prime}[1]$, and $g[1] \neq g^{\prime}[2]$, since form the construction of $H$, any 2 elements of the form $\phi\left(e_{1}, f, *\right)$, $\phi\left(e_{2}, f, *\right), \phi\left(f, e_{3}, *\right)$, and $\phi\left(f, e_{4}, *\right)\left(f\right.$ and $e_{i}$ 's are distinct) are not in $H$. Thus, we have $g[2], g^{\prime}[1], g^{\prime}[2] \in \bigcup_{k=1}^{d} H_{k} \backslash\{g[1]\}$. From the previous lemma, there exists some $v \in V_{2}$ satisfying

1) $b_{v}^{(g[1])} \neq 0, b_{v}^{(g[2])}=0$ and
2) $b_{v}^{\left(g^{\prime}[1]\right)}=b_{v}^{\left(g^{\prime}[2]\right)}=0$ for any $g^{\prime} \in G \backslash\{g\}$.

Since $g^{\prime}$ is written by the linear sum of $g^{\prime}[1]$ and $g^{\prime}[2]$, we see that $b_{v}^{\left(g^{\prime}\right)}=0$. Similarly, since $g$ is written by the linear sum of $g[1]$ and $g[2]$, we see that $b_{v}^{(g)} \neq 0$.

Now, return to the proof of Lemma 8.
Proof. Take $G:=\left\{h \in H \mid \gamma_{h} \neq 0\right\}$. Then we see easily $s_{v}=\sum_{g \in G} \gamma_{g} b_{v}^{(g)}$. Applying the previous Lemma, there exists some $v \in V_{2}$ and some $g \in G$ satisfying 1) $\quad b_{v}^{(g)} \neq 0$ and
2) $b_{v}^{\left(g^{\prime}\right)}=0$ for any $g^{\prime} \in G \backslash\{g\}$.

Thus we have $s_{v}=\gamma_{g} b_{v}^{(g)} \neq 0$.

## 11. Finding discrete log

In the previous section, we found $\left\{s_{v}\right\}$ such that $\sum s_{v} v \equiv 0 \bmod \left|J_{q}\right|$. In the Part 2 of the algorithm, we computed $\left(\alpha_{v}, \beta_{v}\right)$ such that

$$
v=\alpha_{v} D_{1}+\beta_{v} D_{2} .
$$

So, we have
$\sum_{v \in V_{1} \cup V_{2}} s_{v}\left(\alpha_{v} D_{1}+\beta_{v} D_{2}\right)=\left(\sum_{v \in V_{1} \cup V_{2}} s_{v} \alpha_{v}\right) D_{1}+\left(\sum_{v \in V_{1} \cup V_{2}} s_{v} \beta_{v}\right) D_{2} \equiv 0 \bmod \left|J_{q}\right|$.
So, $-\left(\sum_{v \in V_{1} \cup V_{2}} s_{v} \alpha_{v}\right) /\left(\sum_{v \in V_{1} \cup V_{2}} s_{v} \beta_{v}\right) \bmod \left|J_{q}\right|$ is required discrete log. Since $\left\{s_{v}\right\}$ contains non-zero elements (Lemma 8), the probability $\sum_{v \in V_{1} \cup V_{2}} s_{v} \beta_{v}=$ $0 \bmod \left|J_{q}\right|$ is $1 /\left|J_{q}\right|$ and can be omitted.

Algorithm 9. Computing $\lambda$
Input: $V_{1}, V_{2},\left\{\alpha_{v}, \beta_{v}\right\},\left\{s_{v}\right\}$
Output: Integer $\lambda \bmod \left|J_{q}\right|$ s.t. $D_{1}=\lambda D_{2}$
1: return $-\left(\sum_{v \in V_{1} \cup V_{2}} s_{v} \alpha_{v}\right) /\left(\sum_{v \in V_{1} \cup V_{2}} s_{v} \beta_{v}\right) \bmod \left|J_{q}\right|$

Note that the cost of this part is $O\left(g^{2} q^{1+k}(\log q)^{2}\right)$.

## 12. Cost estimation and optimization

In this section, we will estimate the cost and the required storage of the main algorithm under the assumption of

$$
k=\frac{1}{\log q} .
$$

First, remember that $m=O\left(\frac{1}{g k}\right)=O\left(\frac{\log q}{g}\right)$ (Lemma 7). By a direct computation, we have

$$
r=r(k)=\frac{g-1+k}{g}=1-\frac{1}{g}+\frac{1}{g \log q},
$$

and

$$
q^{2 r}=q^{2-\frac{2}{g}} \times \exp \left(\frac{2}{g}\right)=O\left(q^{2-\frac{2}{g}}\right)
$$

From our cost estimation, the cost of the routine except Part 2 and Part 5 is written by the form

$$
O\left(g^{a}(\log q)^{b} q^{c}\right) \quad a, b \leq 4, c \leq 1+k
$$

On the other hands, the cost of the routine Part 2 and Part 5 is written by

$$
O\left(g^{2}(g-1)!(\log q)^{3} q^{2 r}\right) \quad \text { and } \quad O\left(m g^{3}(\log q)^{2} q^{2 r}\right)
$$

From the definion of $r$, we see $1+k<2 r$ and the cost of the whole parts can be estimated by

$$
O\left(g^{2}(g-1)!(\log q)^{3} q^{2 r}\right)=O\left(g^{2}(g-1)!(\log q)^{3} q^{2-\frac{2}{g}}\right)
$$

Similarly, we see that the required storage (dominant part is Part 2 and Part 7, since $1+k>1>(1+r) / 2$ from the definition of $r)$ is

$$
O\left(g q^{1+k} \log q\right)=O\left(g q^{1+k} \log q\right)=O(g q \exp (1) \log q)=O(g q \log q)
$$

## 13. Conclusion

Thériault presented a variant of index calculus for the Jacobian of hyperelliptic curve of small genus, using almost smooth divisors. Here, we improve Thériault's result, using 2-almost divisors and propose an attack for DLP of the Jacobian of hyperelliptic curves of small genus, which works $O\left(q^{2-\frac{2}{9}+\epsilon}\right)$ running time.
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