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## Abstract

In this thesis, we discuss some properties of indicator polynomial functions. We extend some existing results from regular designs to non-regular designs. More general results which were not obtained even for regular designs are also provided.

First, we study indicator polynomial functions with one, two, or three words. Classification of indicator polynomial functions with three words are provided. Second, we consider the connections between resolutions of general twolevel factorial designs. As special cases of our results, we generalize the results of Draper and Lin [14]. Next, we discuss the indicator polynomial functions of partial foldover design, especially, semifoldover designs. Using the indicator polynomial functions, we examine various possible semifoldover designs. We show that the semifoldover resolution III.x design obtained by reversing the signs of all the factors can de-alias at least the same number of the main factors as the semifoldover design obtained by reversing the signs of one or more, but not all, the main factors. We also prove that the semifoldover resolution IV.x designs can de-alias the same number of two-factor interactions as the corresponding full foldover designs. More general results are also provided. Finally, we present our conclusions and outline possible future work.
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## Chapter 1

## Introduction

### 1.1 General Introduction

In practice many processes or systems are affected by two or more factors. Thus scientists are often interested in the study of effects of several factors simultaneously. An experiment which involves several factors is called a factorial experiment.

Suppose a factorial design has $m$ factors with each factor at two levels. A complete replicate of such a design would require $2^{m}$ observations and such a design is called a $2^{m}$ factorial design (see, for example, Figure 1). To distinguish it from fractional factorial designs (which are studied in this thesis) (see, for example, Figure 2), it is also called a full factorial design. This experimental design would enable the experimenter to investigate the individual effects of each factor and also to determine whether the factors interact or not. The experiment can be replicated, which means some runs of experiment are carried out two or more times.


Factor


Figure 2. $2^{3-1}$ Fractional Factorial Design with Defining Relation

$$
A B C=1 .
$$

Figure 1. $2^{3}$ Full Factorial Design
However, quite often in practice, full factorial design is infeasible both from time as well as resource points of view. For instance, if there are ten factors with each factor at two levels, then a full factorial design would need $2^{10}=1024$ observations; if there are five factors with each factor at five levels, then it would need $3^{5}=3125$ runs. Thus, for large number of factors, full factorial designs may not be affordable in practice and fractional factorial designs, which consist of a subset or fraction of the runs, are more economic and are therefore commonly used in practice.

Fractional factorial designs have been studied for many years. In this area, many problems have a geometric, algebraic or combinatorial fiavour. For example, if $A$ and $B$ are two factors of a full $2^{2}$ factorial design, then the main effects $A$ and $B$ and the interaction effect $A B$ with the identity element I form a group; if $x_{1}, x_{2}, \ldots, x_{6}$ are six factors such that $x_{5}=x_{1} x_{4}$ and $x_{6}=x_{2} x_{3}$, then the runs which satisfy these two conditions form a fraction of the full $2^{6}$
factorial design; we call $x_{5}=x_{1} x_{4}$ and $x_{6}=x_{2} x_{3}$ as generators or defining relation, and $x_{1} x_{4} x_{5}=x_{2} x_{3} x_{6}=x_{1} x_{2} x_{3} x_{4} x_{5} x_{6}=1$, where $x_{1} x_{2} x_{3} x_{4} x_{5} x_{6}=$ $x_{1} x_{4} x_{5} \cdot x_{2} x_{3} x_{6}$, is called a complete defining relation. Moreover, the set $G=$ $\left\{1, x_{1} x_{4} x_{5}, x_{2} x_{3} x_{6}, x_{1} x_{2} x_{3} x_{4} x_{5} x_{6}\right\}$ forms a group and each element except 1 in $G$ is called a word, an interaction effect or an effect, the fraction is called $2^{6-2}$ fractional factorial design, since this fraction has only $2^{6-2}$ runs, " 6 " represents 6 factors and " 2 " represents 2 generators; we also say, for example, $x_{5}$ is aliased with $x_{1} x_{4}$ since $x_{5}=x_{1} x_{4}$. In general, a $2^{m-p}$ design is a fraction of a full $m$-factor design with $p$ generators and, thus, contains $2^{m-p}$ runs. A fractional factorial design which has defining relations is called a regular design. This design has a group structure. Thus, the classical method for studying this area uses algebras such as linear algebra and finite groups. Early works in this direction have been summarized in Raktoe, Hedayat and Federer [25] and Dey [11]. For recent reviews, we refer to Dey and Mukerjee [12] and Wu and Hamada [30].

A fractional factorial design which has no generator or defining relation is called a non-regular design. Non-regular designs have not been well studied since these designs have no defining relation. However, sometimes non-regular designs are more useful than regular designs since they need fewer runs; see, for example, Addelman [2], Westlake [29] and Draper [13].

In 1996, Pistone and Wynn [23] introduced a method based on Gröbner bases (see; for example, Cox, Little and O'Shea [8] or Adams and Loustaunau [1]), an area in computational commutative algebra, to study the identifiability problem in experimental designs. Gröbner bases form a very useful tool to deal with problems in polynomial ring. The basic idea in their article is to represent the design as the solution of a set of polynomial equations. This application of Gröbner bases in experimental designs gives a completely new interface between computational commutative algebra and experimental designs, and it turns out
to be a powerful tool in some areas of experimental designs (see Holliday, Pistone, Riccomagno and Wynn [17] and Bates, Giglio, Riccomagno and Wynn [4]).

In fact, it should not be surprising that there is such an interface between computational commutative algebra and statistics, since the mathematical structure of real random variables is a commutative ring, and other commutative rings and ideals appear naturally in distribution theory and modelling (see Pistone, Riccomagno and Wynn [24]). This interface attracts considerable interest from both the algebraic community (see Robbiano [26]) as well as from the statistical community since the publication of the paper by Pistone and Wynn [23]. As mentioned in the preface of the book Algebraic Statistics [24],
"Just as the introduction of vectors and matrices has greatly improved the mathematics of statistics, these new tools provide a further step forward by offering a constructive methodology for a basic mathematical tool in statistics and probability, that is to say a ring."

After the publication of Pistone and Wynn [23], Fontana, Pistone and Rogantin [15] introduced the indicator polynomial function (see Section 1.2) as a tool to study fractional factorial designs without replicates, which was subsequently extended to the case of replication by Ye [31]. Indicator polynomial functions unify regular designs and non-regular designs and provide an effective tool for studying non-regular designs.

In Section 1.2, we introduce indicator polynomial functions and review some of their properties. The definition of fractional resolution and the connections between regular fractional factorial designs of resolution $I I I$ and $V$ are presented in Section 1.3. In Section 1.4, we introduce foldover designs and semifoldover designs. Some related work is also reviewed in this section. Finally, we present in Section 1.5 an outline and notation used in this thesis.

### 1.2 Indicator Polynomial Functions

Let $D_{2^{m}}$ be the full two-level m-factor design, i.e.,

$$
\begin{gathered}
D_{2^{m}}=\left\{x=\left\{x_{1}, x_{2}, \ldots, x_{m}\right\} \mid x_{i}=1 \text { or }-1, \dot{i}=1,2, \ldots, m\right\}, \\
M=\{1,2, \ldots, m\}, \\
L_{2^{m}}=\left\{\alpha=\left\{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{m}\right\} \mid \alpha_{i}=1 \text { or } 0 \forall i \in M\right\}, \\
x^{\alpha}=x_{1}^{\alpha_{1}} x_{2}^{\alpha_{2}} \cdots x_{m}^{\alpha_{m}},
\end{gathered}
$$

and

$$
\|\alpha\|=\sum_{i=1}^{m} \alpha_{i} .
$$

Then, $\|\alpha\|$ is the number of letters of $x^{\alpha}$.
Let $\mathcal{F}$ be any two-level $m$-factor design such that for any $x \in \mathcal{F}, x \in D_{2^{m}}$, but $x$ might be repeated in $\mathcal{F}$. The indicator polynomial function of $\mathcal{F}$ is a function $f(x)$ defined on $D_{2^{m}}$ such that

$$
f(x)= \begin{cases}r_{x} & \text { if } x \in \mathcal{F} \\ 0 & \text { if } x \notin \mathcal{F}\end{cases}
$$

where $r_{x}$ is the number of appearances of the point $x$ in design $\mathcal{F}$. In particular, if $\mathcal{F}=\emptyset$ (i. e., there is no runs in $\mathcal{F}$ ) or $\mathcal{F}$ contains all the points in $D_{2^{m}}$ (i.e., $\mathcal{F}$ is a full $2^{m}$ design), the indicator polynomial function of $\mathcal{F}$ is $f(x)=0$ or $f(x)=r_{x}$ for any $x \in \mathcal{F}$, respectively. In this thesis, we assume that $\mathcal{F}$ contains some but not all the points in $D_{2^{m}}$.

Fontana, Pistone and Rogantin [15] and Ye [31] showed that the indicator polynomial function $f(x)$ of $\mathcal{F}$ can be uniquely represented by a polynomial function

$$
\begin{equation*}
f(x)=\sum_{\alpha \in L_{2} m} b_{\alpha} x^{\alpha}, \tag{1.2.1}
\end{equation*}
$$

where the coefficients $\left\{b_{\alpha}, \alpha \in L_{2^{m}}\right\}$ can be determined as

$$
\begin{equation*}
b_{\alpha}=\frac{1}{2^{m}} \sum_{x \in \mathcal{F}} x^{\alpha} . \tag{1.2.2}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\left|\frac{\bar{b}_{\alpha}}{b_{0}}\right| \leq 1 \tag{1.2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
b_{0}=\frac{n}{2^{m}}, \tag{1.2.4}
\end{equation*}
$$

where $n$ is the total number of runs.
Thus, given a design, we can find the coefficients of its indicator polynomial function. For a regular design, its indicator polynomial function is easy to find. For example, if $x_{5}=x_{1} x_{4}$ and $x_{6}=x_{2} x_{3} x_{4}$ are generators of a two-level 6 -factor design, then we can easily check that the corresponding indicator polynomial function is
$f(x)=\frac{1}{2^{2}}\left(1+x_{1} x_{4} x_{5}\right)\left(1+x_{2} x_{3} x_{4} x_{6}\right)=\frac{1}{4}\left(1+x_{1} x_{4} x_{5}+x_{2} x_{3} x_{4} x_{6}+x_{1} x_{2} x_{3} x_{5} x_{6}\right)$.
Conversely, given an indicator polynomial function of a two-level factorial design $\mathcal{F}$, we can check whether it represents a regular design or not. Proposition 1.2.1 below was proved by Fontana, Pistone and Rogantin [15] and Ye [32].

Proposition 1.2.1. $\mathcal{F}$ is a regular design (with or without replicates) if and only if

$$
\left|b_{\alpha} / b_{0}\right|=1
$$

for all nonzero $b_{\alpha}$ in the indicator polynomial function of $\mathcal{F}$.
Example 1.2.2. [15] An indicator polynomial function of a two-level 5 -factor design $\mathcal{F}$ without replicate is $f(x)=\frac{1}{2}-\frac{1}{4} x_{1} x_{2} x_{3}+\frac{1}{4} x_{2} x_{3} x_{4}+\frac{1}{4} x_{2} x_{3} x_{5}+\frac{1}{4} x_{1} x_{2} x_{3} x_{4} x_{5}$. Since $\left|b_{\alpha} / b_{0}\right| \neq 1$ for all nonzero $b_{\alpha}, \mathcal{F}$ is not a regular design. By (1.2.4), this design contains 16 runs. It is a half fraction of the full $2^{5}$ factorial design.

Any word in the indicator polynomial function indicates alias relations. For example, if $x^{\alpha}=x_{1} x_{2} x_{4} x_{6}$ is a word in an indicator polynomial function, then $x_{1} x_{2}, x_{1} x_{4}, x_{1} x_{6}, x_{2} x_{4}, x_{2} x_{6}$ and $x_{4} x_{6}$ are aliased with $x_{4} x_{6}, x_{2} x_{6}, x_{2} x_{4}$, $x_{1} x_{6}, x_{1} x_{4}$ and $x_{1} x_{2}$, respectively. If $\left|b_{\alpha} / b_{0}\right|=1$, then they are fully aliased; if $\left|b_{\alpha} / b_{0}\right|<1$, then they are partially aliased.

Let $\mathcal{F}$ be a fraction which does not allow replicates. Then, its complementary fraction contains the runs which are in $D_{2^{m}}$ but not in $\mathcal{F}$. Proposition 1.2.3 is a part of Corollary 3.5 in Fontana, Pistone and Rogantin [15] which provides the relations of indicator polynomial functions of the two fractions.

Proposition 1.2.3. If $\mathcal{F}$ and $\mathcal{F}^{\prime}$ are complementary un-replicated fractions and $b_{\alpha}$ and $b_{\alpha}^{\prime}$ are the coefficients of the respective indicator polynomial functions defined as in (1.2.1), then

$$
b_{0}=1-b_{0}^{\prime} \quad \text { and } \quad b_{\alpha}=-b_{\alpha}^{\prime}, \quad \forall \alpha \neq 0
$$

When one or more factors are not important in a factorial design, one might be interested in the projection of the design. Some projection properties of fractional factorial designs have been studied (see, Wang and Wu [28] and Cheng [6]). Theorem 1.2.4 provide the indicator polynomial function of the projection given the indicator polynomial function of the original design and was provided by Fontana, Pistone and Rogantin [15] and Ye [31].

Theorem 1.2.4. Let (1.2.1) be the indicator polynomial function of $\mathcal{F}, \mathcal{P}$ be its projection to $\left\{x_{1}, x_{2}, \ldots, x_{l}\right\}$, and

$$
S=\left\{\alpha \in L_{2^{m}} \mid \alpha_{j}=0, \forall j=l+1, \ldots, m\right\}
$$

Then the indicator polynomial function of $\mathcal{P}$ is

$$
f_{\mathcal{P}}=2^{m-l} \sum_{\alpha \in S} b_{\alpha} x^{\alpha} .
$$

### 1.3 Resolutions and Their Connections

The traditional definition of resolution is defined through the complete defining relation, that is, the resolution of a regular design is the number of letters in the shortest word of the complete defining relation. Deng and Tang [10] and Tang and Deng [27] defined the generalized resolution, that is, fractional resolution, and generalized aberration criteria for non-regular designs. These criteria were redefined through indicator functions by Ye [31] and Li , Lin and Ye [19]. In this thesis, the definition of fractional resolutions by Li , Lin and $\mathrm{Ye}[19]$ is used.

First, Li, Lin and Ye [19] extended the traditional definition of the word to non-regular designs by calling each term (except the constant) in the indicator function of a design a word. If $x^{\alpha}$ is a word, its length is defined as

$$
\left\|x^{\alpha}\right\|=\|\alpha\|+\left(1-\left|b_{\alpha} / b_{0}\right|\right)
$$

Thus for regular designs, since $\left|b_{\alpha} / b_{0}\right|=1$, for each word $x^{\alpha}$, its length is the number of letters of the word; for non-regular designs, the length of words may be fractional since $\left|b_{\alpha} / b_{0}\right|$ may be less than 1. In Example 1.2.2, the length of the word $x_{1} x_{2} x_{3}$ is 3.5 .

Next, Li, Lin and Ye [19] defined the extended word length pattern of $\mathcal{F}$ as

$$
\left(f_{1}, \ldots, f_{1+(n-1) / n}, f_{2}, \ldots, f_{2+(n-1) / n}, \ldots, f_{m}, \ldots, f_{m+(n-1) / n}\right)
$$

where $f_{i+j / n}$ is the number of length $(i+j / n)$ words.
Finally, the generalized resolution is defined as the length of the shortest word. Thus the generalized resolution may be fractional. In this thesis, we will denote fractional resolutions by $N . x$, where $N$ is an integer and $x$ is a fraction. Thus, the resolution of the design in Example 1.2.2 is IHI.5.

Given the extended word length patterns of two designs, the aberration
criterion is defined by sequentially comparing the two extended word length patterns from the shortest-length word to the longest-length word.

Resolution $I I I^{*}$ regular designs are regular resolution $I I I$ designs in which no two-factor interactions are confounded with one another. These designs are valuable in composite designs and were first examined by Hartley [16]. Draper and $\operatorname{Lin}[14]$ found the connection between resolutions $I I I^{*}$ and $V$ designs so that one can study resolution $I I I^{*}$ designs through well-known resolution $V$ designs.

The following Theorems and Corollaries are taken from Draper and Lin [14].

Theorem 1.3.1. Any m-factor two-level fractional factorial design of resolution III* forms a base that can be converted into a $(m-1)$-factor design of resolution $V$ in the same number of runs.

Corollary 1.3.2. If $m$ is the maximum number of factors that can be accommodated in a resolution III* design, then the maximum number of factors that can be accommodated in a resolution $V$ design with the same number of runs is at least $m-1$.

Theorem 1.3.3. Any $(m-1)$-factor two-level fractional factorial design of resolution $V$ can be converted into a m-factor design of resolution III* in the same number of runs.

Corollary 1.3.4. If $m-1$ is the maximum number of factors that can be accommodated in a resolution $V$ design, then the maximum number of factors that can be accommodated in a resolution III* design with the same number of runs is at least $m$.

Theorem 1.3.5 is the extension of Theorem 1.3.1 by Draper and Lin [14].

Theorem 1.3.5. Any m-factor two-level fractional factorial design of resolution $(2 l-1)^{*}$ forms a base that can be converted into a $(m-1)$-factor design of resolution $(2 l+1)$ in the same number of runs.

### 1.4 Foldover Designs and Semifoldover Designs

When two effects are aliased, it is difficult to estimate one of them. Foldover is a classic technique to de-alias effects. Define a foldover of a factorial design as the procedure of adding a new fraction in which signs are reversed on one or more factors of the original design. The combined design has the double size of the original runs. A foldover design is also called a full foldover design.

For regular resolution $I I I$ designs, some main effects are aliased with twofactor interactions. It is well-known ( see, for example, [22] ) that if we add to a resolution III fractional a second fraction in which the signs for all the factors are reversed, then the combined design has resolution IV.

For regular resolution IV designs, all the main effects are de-aliased with two-factor interactions. However, some two-factor interactions are aliased with each other. Box, Hunter, and Hunter [5] studied the foldover design obtained by reversing the sign of one factor. Montgomery and Runger [21] considered reversing the signs of one or two factors to de-alias as many two-factor interactions as possible. They stated that the complete defining relation of the combined design from a foldover consists of those effects in the complete defining relation of the original fraction that are not sign-reversed in the new fraction.

Li , Lin and Ye [19] studied foldover non-regular designs using indicator polynomial functions and extended above well-known results to non-regular designs. They provide the following three properties of indicator polynomial functions which are useful for studying foldover designs:

1. Let $f\left(x_{1}, x_{2}, \ldots, x_{m}\right)$ be the indicator polynomial function of a design. If the sign of factor $x_{1}$ is reversed, then the indicator polynomial function of the new design is $f\left(-x_{1}, x_{2}, \ldots, x_{m}\right)$.
2. Let $f_{\mathcal{F}_{1}}$ and $f_{\mathcal{F}_{2}}$ be the indicator polynomial functions of the designs $\mathcal{F}_{1}$ and $\mathcal{F}_{2}$, respectively. Then the indicator polynomial function of the combined design $\mathcal{F}_{1} \cup \mathcal{F}_{2}$ is given by $f_{\mathcal{F}_{1} \cup \mathcal{F}_{2}}=f_{\mathcal{F}_{1}}+f_{\mathcal{F}_{2}}$.
3. Let $f\left(x_{1}, x_{2}, \ldots, x_{m}\right)$ be the indicator polynomial function of a design. Without loss of generality, assume that the signs of factors $x_{1}, x_{2}, \ldots, x_{r}$ are reversed; then, the indicator polynomial function of the foldover design is $f\left(x_{1}, x_{2}, \ldots, x_{m}\right)+f\left(-x_{1},-x_{2}, \ldots,-x_{r}, x_{r+1}, \ldots, x_{m}\right)$.

Although foldover designs can de-alias all the main effects for resolution III.x designs and as many two-factor interactions as possible for resolution IV.x designs, they involve twice the original runs. Therefore, it will be much more efficient to do a partial foldover. One of the partial foldover designs is the semifoldover design.

Semifoldover designs are obtained by reversing signs of one or more factors in the original design and adds half of the new runs to the original designs. Thus, semifoldover designs save half of the original runs compared to the full foldover designs and are more valuable sometimes. A semifoldover design obtained by reversing signs of one factor in a resolution $I V$ regular design with generators $x_{1} x_{2} x_{3} x_{5}=1$ and $x_{2} x_{3} x_{4} x_{6}=1$ was first studied by Daniel [ 0$]$ and then investigated by Barnett et al. [3] through a case study.

Mee and Peralta [20] studied various possible semifoldover regular resolution $I I$ and $I V$ designs.

Let

$$
\begin{equation*}
\mathcal{F}^{(e)}=\{x \in \mathcal{F} \mid z=e\} \tag{1.4.1}
\end{equation*}
$$

where $e=1,-1$, and $z$ is a main effect or an interaction. Denote by $\mathcal{F}_{0}$ the new fraction obtained by reversing the signs of $x_{1}, x_{2}, \ldots, x_{r}$. Then, we can add either the fraction $\mathcal{F}_{0}^{(1)}$ or the fraction $\mathcal{F}_{0}^{(-1)}$ to the original design to get the semifoldover design. In this case, according to Mee and Peralta's notation, we say that the semifoldover design is obtained by foldover on $x_{1}, x_{2}, \ldots, x_{r}$ and subset on $z$.

For resolution IV designs, Mee and Peralta [20] proved Theorem 1.4.1.
Theorem 1.4.1. For any regular $2_{I V}^{m-p}$ design and any two factors $x$ and $y$, the full foldover design obtained by folding over on $x$ and the semifoldover design obtained by folding over on $x$ and subsetting on $y$ permit estimation of the same two-factor interactions, assuming that three-factor and higher-order interactions are negligible.

Mee and Peralta [20] studied semifoldover resolution $I I I$ design through an example. Although semifoldover resolution $I I I$ designs usually can not de-alias as many two-factor interactions as the corresponding full foldover designs, Mee and Peralta [20] pointed out that the half new runs can be used as comfirmation runs which verify the validity of one's assessment of active versus inactive factors.

### 1.5 Outline and Notations

Define a resolution $N .{ }^{*} x$ design is a resolution $N . x$ design such that its indicator polynomial function contains no $(N+1)$-letter word. The thesis is organized as follows:

In Chapter 2, we study some properties of indicator polynomial functions and $N .^{*} x$ design. We discuss indicator polynomial functions with one, two or three words. In particular, we show that the indicator polynomial functions with
only one word must be a regular design or replicates of a regular design; there is no indicator polynomial function with only two words; we also classify the indicator polynomial functions which contain only three words.

In Chapter 3, we discuss the comnections between designs of general twolevel factorial designs. First, we prove that a resolution (2l-1).* $x m$-factor design can be converted into resolution $(2 l+1) \cdot x(m-1)$-factor design. The relations between designs of resolution $2 l . x$ and $(2 l-1) \cdot x$ are also provided. Next, we show that a resolution $I I I^{*} m$-factor design can be obtained from any design with resolution equal or bigger than $V$. Some illustrative examples are also provided.

In Chapter 4, we study indicator polynomial functions of partial foldover designs. We study indicator polynomial functions of semifoldover designs first. Then we extend them to partial foldover designs.

In Chapter 5, we discuss semifoldover resolution III.x designs. We show that the semifoldover design obtained by folding over on all the factors can dealias at least the same number of the main effects as the semifoldover design obtained by folding over on one or more, but not all, the main effects when subsetting on a same factor. We also study the semifoldover design obtained by subsetting on a two-factor interaction. Some illustrative examples are provided at the end of this chapter.

In Chapter 6, we consider semifoldover resolution IV.x designs. After proving that the semifoldover non-regular design obtained by folding over on a factor and subsetting on a factor can de-alias the same number of the twofactor interactions as the corresponding full foldover design, we present a sufficient condition for a semifoldover design to de-alias the same number of the two-factor interactions as the corresponding full foldover design. Finally, we provide some illustrative examples.

In Chapter 7, We present some conclusions based on the results in this thesis. Then, several interesting problems for future work are outlined.

The notation used in this thesis are as follows:
In Chapter 2, we denote

$$
\begin{gathered}
\Omega=\left\{\alpha \in L_{2^{m}} \mid b_{\alpha} \neq 0 \text { and }\|\alpha\| \neq 0\right\} \\
\Omega_{1}=\{\alpha \in \Omega \mid\|\alpha\| \text { is even }\} \cup\left\{\alpha \in L_{2^{m}} \mid\|\alpha\|=0\right\}
\end{gathered}
$$

and

$$
\Omega_{2}=\{\alpha \in \Omega \mid\|\alpha\| \text { is odd }\} .
$$

In Chapter 3, we denote

$$
\begin{gathered}
\Omega^{\mathcal{F}}=\left\{\alpha \in L_{2^{m}} \mid b_{\alpha} \neq 0 \text { and }\|\alpha\| \neq 0\right\}, \\
\Omega_{o}^{\mathcal{F}}=\left\{\alpha \in \Omega^{\mathcal{F}} \mid\|\alpha\| \text { is odd }\right\},
\end{gathered}
$$

and

$$
\Omega_{e}^{\mathcal{F}}=\left\{\alpha \in \Omega^{\mathcal{F}} \mid\|\alpha\| \text { is even }\right\}
$$

In Chapters 4-6, we denote

$$
\begin{equation*}
\mathcal{F}^{(e)}=\{x \in \mathcal{F} \mid z=e\}, \tag{1.5.1}
\end{equation*}
$$

where $e=1,-1$, and $z$ is a main effect or an interaction.
Without loss of generality, we assume that the partial foldover design is obtained by reversing the signs of $x_{1}, x_{2}, \ldots, x_{r}$. Denote by $\Omega_{e}$ the set of all $\alpha \in \Omega$ such that there are 0 or even number of the first $r$ entries which are 1 and $\Omega_{0}$ the set of all $\alpha \in \Omega$ such that there are odd number of the first $r$ entries which are 1. Let

$$
\begin{aligned}
& \mathcal{W}_{e}=\left\{x^{\alpha} \mid \alpha \in \Omega_{e}\right\}, \\
& \mathcal{W}_{o}=\left\{x^{\alpha} \mid \alpha \in \Omega_{0}\right\}
\end{aligned}
$$

Then, the indicator polynomial function (1.2.1) of $\mathcal{F}$ can be written as

$$
\begin{equation*}
f(x)=\sum_{\alpha \in \Omega_{e}} b_{\alpha} x^{\alpha}+\sum_{\alpha \in \Omega_{0}} b_{\alpha} x^{\alpha} . \tag{1.5.2}
\end{equation*}
$$

Note that the constant term is in $\sum_{\alpha \in \Omega_{e}} b_{\alpha} x^{\alpha}$.

## Chapter 2

## Properties of Indicator

## Polynomial Functions

### 2.1 Introduction

Indicator polynomial functions have been in the literature for several years, and yet only a few of their properties have been studied. In this chapter, we study some properties of indicator polynomial functions.

It is known that there is no regular design with only two words in their indicator polynomial functions, but there are regular designs with one or three words. Theoretically, one might be interested in knowing whether there exist nonregular designs with only one, two or three words in their indicator polynomial functions, and if they exist, what forms do those indicator polynomial functions have. In this chapter, we study some properties of indicator polynomial functions and, especially, indicator polynomial functions with only one, two or three words.

In Section 2.2, we study when a indicator polynomial function represents a half fraction and show that there is no $(2 l+1)$-factor design of resolution
$(2 l-1) . * x$ when the run size of the design is not equal to $2^{2 l}$. Section 2.3 shows that the indicator polynomial functions with only one word must be a regular design or replicates of a regular design. Indicator polynomial functions with more than two words but only one odd or even word are also studied in this section. In Section 2.4, we establish that there is no indicator polynomial function with only two words. Indicator polynomial functions with more than two words but only two even words are also considered in this section. We prove that the indicator polynomial functions with only three words must have one or three even words and provide the forms of indicator polynomial functions for each case in Section 2.5 .

In this chapter, we call a set of factors whose signs are reversed in the foldover design a foldover plan [19].

### 2.2 Indicator polynomial functions which represent half fractions and $N^{*} \cdot x$ designs

Lemma 2.2.1. Assume that $\mathcal{F}$ is a two-level $m$-factor design and (1.2.1) is its indicator polynomial function. Then the run size of $\mathcal{F}$ does not equal $2^{m} r$, where $r=f(1,1, \ldots, 1)$, if and only if $\sum_{\alpha \in \Omega} b_{\alpha} \neq 0$.

Proof. Since $f(1,1, \ldots, 1)=b_{0}+\sum_{\alpha \in \Omega} b_{\alpha}, \sum_{\alpha \in \Omega} b_{\alpha}=0$ if and only if $b_{0}=$ $f(1,1, \ldots, 1)=r$ and if and only if the run size of $\mathcal{F}$ equals $2^{m} r$.

Proposition 2.2.2. Assume that $\mathcal{F}$ is a two-level $m$-factor design. For any $x \in \mathcal{F}$, if all the words in its indicator polynomial function are odd words, then the sum of the number of replicates of the points $x=\left(x_{1}, x_{2}, \ldots, x_{m}\right)$ and $-x=$
$\left(-x_{1},-x_{2}, \ldots,-x_{m}\right)$ is $2 b_{0}$. If all the words in its indicator polynomial function are even words, then the points $x$ and $-x$ have the same number of replicates.

If there is no replicate and all the words in its indicator polynomial function are odd words, then either the point $x$ or the point $-x$ is in $\mathcal{F}$ and $b_{0}=1 / 2$. In other words, if $b_{0} \neq 1 / 2$, then there exists at least one $\alpha \in \Omega$ such that $\|\alpha\|$ is even.

Proof. Assume that (1.2.1) is the indicator polynomial function of $\mathcal{F}$. Then for any $x \in \mathcal{F}, f(x)=b_{0}+\sum_{\alpha \in \Omega} b_{\alpha} x^{\alpha}$. If all the words are odd words, then $f(-x)=b_{0}-\sum_{\alpha \in \Omega} b_{\alpha} x^{\alpha}$. Thus $f(x)+f(-x)=2 b_{0}$. If all the words are even words, the proof $f(x)=f(-x)$ follows similarly.

If there is no replicate and all the words in its indicator polynomial function are odd words, since $\# \mathcal{F} \neq 0,2^{m}$, by Lemma 2.2.1, $\sum_{\alpha \in \Omega} b_{\alpha} \neq 0$. It then follows that $f(x) \neq f(-x)$, that is, either the point $x$ or the point $-x$ is in $\mathcal{F}$. Thus $f(x)+f(-x)$ can only be 1 . Therefore, $b_{0}=1 / 2$.

Proposition 2.2 .2 shows that a design with only odd words implies a half fraction. The result "If all the words in its indicator polynomial function are even words, then the points $x$ and $-x$ have the same number of replicates" is also informally given by Cheng [7]. He showed that a design with only even words is a foldover of another design.

Example 1.2.2 shows that in the case of non-regular designs without replicate, if $b_{0}=1 / 2$ and $\# \Omega \geq 2$, then it is possible that all the words in the indicator polynomial function are odd words.

Proposition 2.2.3. Assume that (1.2.1) is an indicator polynomial function of
a two-level factorial design without replicates. If there exists a foldover plan such that the indicator polynomial function $g(x)$ of the foldover design contains no words, then this design is a half fraction.

Proof. If the indicator polynomial function of the foldover design does not contain any word, then $g(x)$ must be 1 . So $2 b_{0}=1$, i.e., $b_{0}=\frac{1}{2}$.

Corollary 2.2.4. Assume that (1.2.1) is an indicator polynomial function of a two-level factorial design without replicates. If there exists a main effect which is contained in all the words, then this design is a half fraction.

Proof. Choosing the foldover plan as reversing the sign of the factor which is contained in all the words in $f(x)$, then the result.

By Proposition 2.2.3, we also can get the result "if all the words in the indicator polynomial function are odd words, then the design is a half fraction" in Proposition 2.2.2 by reversing the signs of all the factors.

Note that a resolution $N .{ }^{*} x$ design is a resolution $N . x$ design such that its indicator polynomial function contains no $(N+1)$-letter word.

Hartley [16] pointed out that there is no regular $2_{I I I^{*}}^{5-2}$ design. Proposition 2.2 .5 shows that this is also true in general.

Proposition 2.2.5. Assume that $\mathcal{F}$ is a (2l+1)-factor resolution ( $2 l-1$ ). $x$ design without replicate. Then, it is not a resolution $(2 l-1) .{ }^{*} x$ design if $\# \mathcal{F} \neq 2^{2 l}$. Proof. Since the design $\mathcal{F}$ has only $2 l+1$ factors, it has no $(2 l+2)$-letter word. If $\# \mathcal{F} \neq 2^{2 l}$, then $b_{0} \neq 1 / 2$. By Proposition 2.2.2, it must have a (2l)-letter word.

Example 1.2 .2 shows that when $\mathcal{F}$ is a 5 -factor design and $\# \mathcal{F}=2^{4}$, there exists a design of resolution $I I I{ }^{*} 5$.

### 2.3 Indicator polynomial functions with one even or odd word

Proposition 2.3.1. Assume that $\mathcal{F}$ is a two-level $m$-factor design and $f(x)=$ $b_{0}+b_{\alpha} x^{\alpha}$ is its indicator polynomial function. Then all the points in $\mathcal{F}$ have the same number of replicates $2 b_{0}$ and $\mathcal{F}$ is a regular design. If there is no replicate, $\left|b_{\alpha}\right|=b_{0}=\frac{1}{2}$.

Proof. For any $x \in D_{2^{m}}, x^{\alpha}$ can only be 1 or -1 . Thus, $f(x)$ equals either $b_{0}+b_{\alpha}$ or $b_{0}-b_{\alpha}$. Since for any $x \notin \mathcal{F}, f(x)=0$, we have either $b_{0}+b_{\alpha}=0$ or $b_{0}-b_{\alpha}=0$. Consider $b_{0}+b_{\alpha}=0$. Let $b_{0}-b_{\alpha}=a \neq 0$. Then, any point $x$ such that $f(x)=b_{0}-b_{\alpha}=a$ is in $\mathcal{F}$ and has the same number of replicates $a$. In this case, we have $a=2 b_{0}$ and $b_{\alpha}=-b_{0}$. When $b_{0}-b_{\alpha}=0$, the proof follows similarly. In this case, $a=2 b_{0}$ and $b_{\alpha}=b_{0}$. Thus, $\left|b_{\alpha} / b_{0}\right|=1$. By Proposition 1.2.1, $\mathcal{F}$ is a regular design.

If there is no replicate, $2 b_{0}=1$. Thus, $\left|b_{\alpha}\right|=b_{0}=\frac{1}{2}$.
Note that in this thesis, we assume that $\mathcal{F}$ does not contain all the points in $D_{2^{m}}$. If $\mathcal{F}$ contains all the points in $D_{2^{m}}$, then $\left|b_{\alpha}\right|$ may not equal $b_{0}$. For example, $f(x)=\frac{3}{2}+\frac{1}{2} x^{\alpha}$, for any $x \in \mathcal{F}, f(x)=1$ or 2 , this means $\mathcal{F}$ contains all the points in $D_{2^{m}}$ and each point has one or two replications.

Lemma 2.3.2. Assume that (1.2.1) is the indicator polynomial function of $\mathcal{F}$. Then the points $x=\left\{x_{1}, x_{2}, \ldots, x_{m}\right\}$ and $-x=\left\{-x_{1},-x_{2}, \ldots,-x_{m}\right\}$ have different numbers of replicates if and only if $\sum_{\alpha \in \Omega_{2}} b_{\alpha} x^{\alpha} \neq 0$. Moreover,

$$
\begin{equation*}
\sum_{\alpha \in \Omega_{1}} b_{\alpha}=\frac{1}{2}(f(1,1, \ldots, 1)+f(-1,-1, \ldots,-1)) \tag{2.3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{\alpha \in \Omega_{2}} b_{\alpha}=\frac{1}{2}(f(1,1, \ldots, 1)-f(-1,-1, \ldots,-1)) \tag{2.3.2}
\end{equation*}
$$

Proof. (1.2.1) can be wristen as

$$
f(x)=\sum_{\alpha \in \Omega_{1}} b_{\alpha} x^{\alpha}+\sum_{\alpha \in \Omega_{2}} b_{\alpha} x^{\alpha} .
$$

So

$$
f(-x)=\sum_{\alpha \in \Omega_{1}} b_{\alpha} x^{\alpha}-\sum_{\alpha \in \Omega_{2}} b_{\alpha} x^{\alpha}
$$

Thus $\sum_{\alpha \in \Omega_{2}} b_{\alpha} x^{\alpha} \neq 0$ if and only if $f(x) \neq f(-x)$ and if and only if $x$ and $-x$ have different numbers of replicates. Note that

$$
\begin{equation*}
f(1,1, \ldots, 1)=\sum_{\alpha \in \Omega_{1}} b_{\alpha}+\sum_{\alpha \in \Omega_{2}} b_{\alpha} \tag{2.3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
f(-1,-1, \ldots,-1)=\sum_{\alpha \in \Omega_{1}} b_{\alpha}-\sum_{\alpha \in \Omega_{2}} b_{\alpha} \tag{2.3.4}
\end{equation*}
$$

we get (2.3.1) and (2.3.2).
Proposition 2.3.3. Assume that (1.2.1) is the indicator polynomial function of a design which does not allow replicates; then, $\sum_{\alpha \in \Omega_{1}} b_{\alpha}=\frac{1}{2}$ and

$$
\sum_{\alpha \in \Omega_{2}} b_{\alpha}= \begin{cases}\frac{1}{2} & \text { if }(1,1, \ldots, 1) \in \mathcal{F},(-1,-1, \ldots,-1) \notin \mathcal{F} \\ -\frac{1}{2} & \text { if }(1,1, \ldots, 1) \notin \mathcal{F},(-1,-1, \ldots,-1) \in \mathcal{F}\end{cases}
$$

if and only if $\sum_{\alpha \in \Omega_{2}} b_{\alpha} \neq 0$, and

$$
\sum_{\alpha \in \Omega_{1}} b_{\alpha}= \begin{cases}1 & i f(1,1, \ldots, 1),(-1,-1, \ldots,-1) \in \mathcal{F} \\ 0 & i f(1,1, \ldots, 1),(-1,-1, \ldots,-1) \notin \mathcal{F}\end{cases}
$$

if and only if $\sum_{\alpha \in \Omega_{2}} b_{\alpha}=0$.

Proof. By (2.3.3) and (2.3.4), $\sum_{\alpha \in \Omega_{2}} b_{\alpha} \neq 0$ if and only if $f(1,1, \ldots, 1) \neq$ $f(-1,-1, \ldots,-1)$. Note that $f(x)$ can only be 0 or 1 , thus, $f(1,1, \ldots, 1) \neq$ $f(-1,-1, \ldots,-1)$ if and only if $f(1,1, \ldots, 1)+f(-1,-1, \ldots,-1)=1$ and

$$
f(1, \ldots, 1)-f(-1, \ldots,-1)= \begin{cases}1 & \text { if }(1, \ldots, 1) \in \mathcal{F},(-1, \ldots,-1) \notin \mathcal{F} \\ -1 & \text { if }(1, \ldots, 1) \notin \mathcal{F},(-1, \ldots,-1) \in \mathcal{F}\end{cases}
$$

By Lemma 2.3.2, we get the first result.
On the other hand, by (2.3.3) and (2.3.4), $\sum_{\alpha \in \Omega_{2}} b_{\alpha}=0$ if and only if $f(1,1, \ldots, 1)=f(-1,-1, \ldots,-1)$ if and only if

$$
f(1, \ldots, 1)+f(-1, \ldots,-1)= \begin{cases}2 & \text { if }(1, \ldots, 1),(-1, \ldots,-1) \in \mathcal{F} \\ 0 & \text { if }(1, \ldots, 1),(-1, \ldots,-1) \notin \mathcal{F}\end{cases}
$$

By Lemma 2.3.2, we get the second result.
Corollary 2.3.4. If there is only one odd word $x^{\alpha}$ in the indicator polynomial function of a design which does not allow replicates, then either $(1,1, \ldots, 1)$ or $(-1,-1, \ldots,-1)$ is in $\mathcal{F}$ and

$$
b_{\alpha}= \begin{cases}\frac{1}{2} & \text { if }(1,1, \ldots, 1) \in \mathcal{F},(-1,-1, \ldots,-1) \notin \mathcal{F}  \tag{2.3.5}\\ -\frac{1}{2} & \text { if }(1,1, \ldots, 1) \notin \mathcal{F},(-1,-1, \ldots,-1) \in \mathcal{F}\end{cases}
$$

Proposition 2.3.5. If there is only one even word $x^{\alpha}$ in the indicator polynomial function of a design which does not allow replicates, then, $b_{0}=b_{\alpha}=\frac{1}{4}$ or $b_{0}=-3 b_{\alpha}=\frac{3}{4} \Longleftrightarrow$ either $(1,1, \ldots, 1)$ or $(-1,-1, \ldots,-1)$ is in $\mathcal{F}$, $b_{0}=b_{\alpha}=\frac{1}{2}, b_{0}=\frac{1}{3} b_{\alpha}=\frac{1}{4}$ or $b_{0}=3 b_{\alpha}=\frac{3}{4} \Longleftrightarrow(1,1, \ldots, 1),(-1,-1, \ldots,-1) \in \mathcal{F}$, and

$$
b_{0}=-b_{\alpha}=\frac{1}{4}, \frac{1}{2} \text { or } \frac{3}{4} \Longleftrightarrow(1,1, \ldots, 1),(-1,-1, \ldots,-1) \notin \mathcal{F} .
$$

Proof. The indicator polynomial function of the foldover design obtained by folding over on all the factors is $g(x)=2 b_{0}+2 b_{\alpha} x^{\alpha}$. There exist $y$ and $z$ such that $g(y)=2 b_{0}+2 b_{\alpha}$ and $g(z)=2 b_{0}-2 b_{\alpha}$. Thus $b_{0}=\frac{1}{4}(g(y)+g(z))$. Since $g(x)$ can be 0,1 or $2, b_{0}=\frac{1}{4}, \frac{1}{2}$ or $\frac{3}{4}$.

Note that $b_{\alpha} \neq 0$, we get

$$
\begin{gathered}
b_{0}=b_{\alpha}=\frac{1}{4} \text { or } b_{0}=-3 b_{\alpha}=\frac{3}{4} \Longleftrightarrow b_{0}+b_{\alpha}=\frac{1}{2}, \\
b_{0}=b_{\alpha}=\frac{1}{2}, b_{0}=\frac{1}{3} b_{\alpha}=\frac{1}{4} \text { or } b_{0}=3 b_{\alpha}=\frac{3}{4} \Longleftrightarrow b_{0}+b_{\alpha}=1,
\end{gathered}
$$

and

$$
b_{0}=-b_{\alpha}=\frac{1}{4}, \frac{1}{2} \text { or } \frac{3}{4} \Longleftrightarrow b_{0}+b_{\alpha}=0
$$

by Proposition 2.3.3, we get the results.

### 2.4 Indicator polynomial functions which contain two special words

In this section, we prove that when all the runs in a design have the same number of replicates, the indicator polynomial function of this design can not contain only two words. To prove this, we need the Remark 2.4.1 below.

Remark 2.4.1. Let $x^{\alpha}$ and $x^{\beta}$ be two different words. Then, we can choose a point $y \in D_{2^{m}}$ such that $y^{\alpha}=y^{\beta}= \pm 1$ or $y^{\alpha}=-y^{\beta}= \pm 1$. This point can be chosen as follows:

1. When all the factors in $x^{\alpha}$ are also in $x^{\beta}$. Assume that $x_{i}$ is in $x^{\alpha}$ and $x_{j}$ is in $x^{\beta}$ but not in $x^{\alpha}$. We can choose a point $y$ such that its $i$ th entry is
$\pm 1$ and other entries are 1 so that $y^{\alpha}=y^{\beta}= \pm 1$ or its $i$ th entry is $\pm 1, j$ th entry is -1 and other entries are 1 so that $y^{\alpha}=-y^{\beta}= \pm 1$.
2. When there exists a factor $x_{i}$ which is in $x^{\alpha}$ but not in $x^{\beta}$ and a factor $x_{j}$ which is in $x^{\beta}$ but not in $x^{\alpha}$. We can choose a point $y$ such that its $i$ th and $j$ th entries are $\pm 1$ and other entries are 1 so that $y^{\alpha}=y^{\beta}= \pm 1$ or its $i$ th entry is $\pm 1, j$ th entry is $\mp 1$ and other entries are 1 so that $y^{\alpha}=-y^{\beta}= \pm 1$.

Now, we are ready to prove Theorem 2.4.1.

Theorem 2.4.1. There is no two-level factorial design such that all the points in it have the same number of replicates and its indicator polynomial function has only two words.

Proof. Assume that $f(x)$ is the indicator polynomial function of a design $\mathcal{F}_{1}$ which does not allow replicates. Let $\mathcal{F}_{2}$ be the design which contains the same points as $\mathcal{F}_{1}$ and each point has $n$ replicates. Then, using the formula (1.2.2), it is easy to check that the indicator polynomial function of $\mathcal{F}_{2}$ is $n f(x)$. Thus, if $f(x)$ can not contain only two words, the indicator polynomial function of $\mathcal{F}_{2}$ also can not contain only two words.

Now we establish that $f(x)$ can not be only two words.
Assume that there exists a design such that its indicator polynomial function is $f(x)=b_{0}+b_{\alpha} x^{\alpha}+b_{\beta} x^{\beta}$. By Remark 2.4.1, we can choose a point $y$ such that $y^{\alpha}=y^{\beta}=1$ and a point $z$ such that $z^{\alpha}=z^{\beta}=-1$. Then, $f(y)=b_{0}+b_{\alpha}+b_{\beta}$ and $f(z)=b_{0}-b_{\alpha}-b_{\beta}$, and thus, $b_{0}=\frac{1}{2}(f(y)+f(z))$, which can only be $0, \frac{1}{2}$, and 1. But $b_{0}$ can not be 0 and 1 , therefore $b_{0}=\frac{1}{2}$. We can also choose another point $h$ such that $h^{\alpha}=-h^{\beta}=1$, then, we get $b_{\beta}=\frac{1}{2}(f(y)-f(h))$, which can be
$\pm \frac{1}{2}$. Similarly, $b_{\alpha}= \pm \frac{1}{2}$. Since $x^{\alpha}$ and $x^{\beta}$ can only be 1 and $-1, f(x)$ can never be an integer.

We can also prove the result through the following three cases using Proposition 2.3.3 and Proposition 2.3.5:

1. If $x^{\alpha}$ is an odd word and $x^{\beta}$ is an even word, then, by Proposition 2.3.3 and Proposition 2.3.5, $f(x)=\frac{1}{4} \pm \frac{1}{2} x^{\alpha}+\frac{1}{4} x^{\beta}$ or $\frac{3}{4} \pm \frac{1}{2} x^{\alpha}-\frac{1}{4} x^{\beta}$, which are impossible since when $x^{\beta}=-1, f(x)$ can not be an integer.
2. If both $x^{\alpha}$ and $x^{\beta}$ are odd words, then, $\sum_{\alpha \in \Omega_{1}} b_{\alpha}=b_{0}=\frac{1}{2}$. By Proposition 2.3.3, $b_{\alpha}+b_{\beta}$ can only be $\pm \frac{1}{2}$. Thus $f(x)=\frac{1}{2}+b_{\alpha} x^{\alpha}+\left( \pm \frac{1}{2}-b_{\alpha}\right) x^{\beta}$. Choosing a point $y$ such that $y^{\alpha}=-1$ and $y^{\beta}=1$, then $f(y)=\left(\frac{1}{2} \pm \frac{1}{2}\right)-2 b_{\alpha}$. Since $f(y)$ can only be 1 or $0, b_{\alpha}=0$ or $\frac{1}{2}$ if $f(y)=1-2 b_{\alpha}$ and $-\frac{1}{2}$ or 0 if $f(y)=-2 b_{\alpha}$. Since $b_{\alpha}$ and $b_{\beta}$ can not be 0 , all the solutions are impossible.
3. If both $x^{\alpha}$ and $x^{\beta}$ are even words, then, since $\sum_{\alpha \in \Omega_{2}} b_{\alpha}=0$, by Proposition 2.3.3, $b_{0}+b_{\alpha}+b_{\beta}=1$ or 0.
(a) If $b_{0}+b_{\alpha}+b_{\beta}=1$, then $f(x)=b_{0}+b_{\alpha} x^{\alpha}+\left(1-b_{0}-b_{\alpha}\right) x^{\beta}$. When $x^{\alpha}=x^{\beta}=-1$, we get $b_{0}=\frac{1}{2}$. Then $f(x)=\frac{1}{2}+b_{\alpha} x^{\alpha}+\left(\frac{1}{2}-b_{\alpha}\right) x^{\beta}$, which is impossible by the proof of (2).
(b) If $b_{0}+b_{\alpha}+b_{\beta}=0$, then $f(x)=b_{0}+b_{\alpha} x^{\alpha}+\left(-b_{0}-b_{\alpha}\right) x^{\beta}$. When $x^{\alpha}=x^{\beta}=-1$, we get $b_{0}=\frac{1}{2}$. which is again impossible by the proos of (2).

Remark 2.4.2. Proposition 2.3.1 implies that when all the runs in a design have the same number of replicates and $b_{0} \neq \frac{1}{2}$, then there are at least two words in the indicator polynomial function. By Theorem 2.4.1, if $b_{0} \neq \frac{1}{2}$, then there are at least three words in the indicator polynomial function.

Lemma 2.4.2. If there exists a foldover plan of an un-replicated two-level factorial design such that the indicator polynomial function of the foldover design has only two words, then this design is a half fraction. Moreover, if the two words are $x^{\alpha}$ and $x^{\beta}$, then $b_{\alpha}= \pm \frac{1}{4}$ and $b_{\beta}= \pm \frac{1}{4}$.

Proof. Assume that (1.2.1) is the indicator polynomial function of the original design and the indicator polynomial function of the foldover design is $g(x)=2 b_{0}+$ $2 b_{\alpha} x^{\alpha}+2 b_{\beta} x^{\beta}$. Then, we can choose $y, z \in D_{2^{m}}$ such that $g(y)=2 b_{0}+2 b_{\alpha}+2 b_{\beta}$ and $g(z)=2 b_{0}-2 b_{\alpha}-2 b_{\beta}$. So, $b_{0}=\frac{1}{4}(g(y)+g(z))$. Since $g(x)$ can only be 0,1 , or $2, b_{0}$ can only be $\frac{1}{4}, \frac{1}{2}$, or $\frac{3}{4}$. We can also choose $h \in D_{2^{m}}$ such that $g(h)=2 b_{0}-2 b_{\alpha}+2 b_{\beta}$. So $b_{\alpha}=\frac{1}{4}(g(y)-g(h))$, which can be $\pm \frac{1}{4}$ and $\pm \frac{1}{2}$. Similarly, $b_{\beta}= \pm \frac{1}{4}, \pm \frac{1}{2}$.

1. When $b_{0}=\frac{1}{4}$. If $\left|b_{\alpha}\right|=\left|b_{\beta}\right|=\frac{1}{2}$, then $g(x)=\frac{1}{2} \pm x^{\alpha} \pm x^{\beta}$, which can not be an integer. If $\left|b_{\alpha}\right|=\left|b_{\beta}\right|=\frac{1}{4}$, then $g(x)=\frac{1}{2} \pm \frac{1}{2} x^{\alpha} \pm \frac{1}{2} x^{\beta}$, which can also not be an integer. If one of $b_{\alpha}$ and $b_{\beta}$, say $b_{\alpha}$, such that $\left|b_{\alpha}\right|=\frac{1}{2}$ and another one $\left|b_{\beta}\right|=\frac{1}{4}$, then $g(x)=\frac{1}{2} \pm x^{\alpha} \pm \frac{1}{2} x^{\beta}$, which may be negative for some points in $D_{2^{m}}$. Thus $b_{0} \neq \frac{1}{4}$.
2. When $b_{0}=\frac{1}{2}$. If $\left|b_{\alpha}\right|=\left|b_{\beta}\right|=\frac{1}{2}$, then $g(x)=1 \pm x^{\alpha} \pm x^{\beta}$, which may be negative. If one of $b_{\alpha}$ and $b_{\beta}$, say $b_{\alpha}$, such that $\left|b_{\alpha}\right|=\frac{1}{2}$ and another one $\left|b_{\beta}\right|=\frac{1}{4}$, then $g(x)=1 \pm x^{\alpha} \pm \frac{1}{2} x^{\beta}$, which can never be an integer.

If $\left|\vec{b}_{\alpha}\right|=\left|b_{\beta}\right|=\frac{1}{4}$, then $g(x)=1 \pm \frac{1}{2} x^{\alpha} \pm \frac{1}{2} x^{\beta}$, which is always an integer between 0 and 2. Thus, when $b_{0}=\frac{1}{2},\left|b_{\alpha}\right|=\left|b_{\beta}\right|=\frac{1}{4}$.
3. When $b_{0}=\frac{3}{4}$. If $\left|b_{\alpha}\right|=\left|b_{\beta}\right|=\frac{1}{2}$ or $\frac{1}{4}$, then we can similarly get $g(x)$ can not be an integer. If one of $b_{\alpha}$ and $b_{\beta}$, say $b_{\alpha}$, such that $\left|b_{\alpha}\right|=\frac{1}{2}$ and another one $\left|b_{\beta}\right|=\frac{1}{4}$, then $g(x)=\frac{3}{2} \pm x^{\alpha} \pm \frac{1}{2} x^{\beta}$, which may equal to 3 for some points in $D_{2^{m}}$. Thus, $b_{0} \neq \frac{3}{4}$.

Theorem 2.4.3 provides the coefficients of the two even words in more detail if there are two even words in the indicator polynomial function.

Theorem 2.4.3. If the indicator polynomial function of a two-level un-replicated factorial design $\mathcal{F}$ has more than two words but only two of them are even words, say $x^{\alpha}$ and $x^{\beta}$, then this design must be a half fraction and

$$
\begin{cases}b_{\alpha}=-b_{\beta}= \pm \frac{1}{4} & \text { if }(1,1, \ldots, 1) \text { or }(-1,-1, \ldots,-1) \in \mathcal{F}  \tag{2.4.1}\\ b_{\alpha}=b_{\beta}=\frac{1}{4} & \text { if }(1,1, \ldots, 1),(-1,-1, \ldots,-1) \in \mathcal{F} \\ b_{\alpha}=b_{\beta}=-\frac{1}{4} & \text { if }(1,1, \ldots, 1),(-1,-1, \ldots,-1) \notin \mathcal{F}\end{cases}
$$

Proof. Assume that the indicator polynomial function of a design is $f(x)=b_{0}+$ $b_{\alpha} x^{\alpha}+b_{\beta} x^{\beta}+\sum_{\gamma \in \Omega_{2}} b_{\gamma} x^{\gamma}$, where $x^{\alpha}$ and $x^{\beta}$ are even words. Then, the indicator polynomial function of the foldover design obtained by reversing the signs of all the factors is $g(x)=2 b_{0}+2 b_{\alpha} x^{\alpha}+2 b_{\beta} x^{\beta}$. By Lemma 2.4.2, $b_{0}=\frac{1}{2}$.

1. If $\sum_{\alpha \in \Omega_{2}} b_{\alpha} \neq 0$, by Proposition 2.3.3, $b_{0}+b_{\alpha}+b_{\beta}=\frac{1}{2}$. Since $b_{0}=\frac{1}{2}$, $b_{\alpha}+b_{\beta}=0$. By Lemma 2.4.2, $b_{\alpha}=-b_{\beta}= \pm \frac{1}{4}$.
2. If $\sum_{\alpha \in \Omega_{2}} b_{\alpha}=0$, by Proposition $2.3 .3, b_{0}+b_{\alpha}+b_{\beta}=1$ or 0 .

If $b_{0}+b_{\alpha}+b_{\beta}=1$, then $b_{\alpha}+b_{\beta}=\frac{1}{2}$. By Lemma 2.4.2, $b_{\alpha}=b_{\beta}=\frac{1}{4}$.
If $b_{0}+b_{\alpha}+b_{\beta}=0$, then $b_{\alpha}+b_{\beta}=-\frac{1}{2}$. By Lemma $2.4 .2, b_{\alpha}=b_{\beta}=-\frac{1}{4}$.

When there are two odd words, say $x^{\alpha}$ and $x^{\beta}$, in the indicator polynomial function, it is hard to say their coefficients when either $(1,1, \ldots, 1)$ or $(-1,-1, \ldots,-1)$ is in $\mathcal{F}$, but when both $(1,1, \ldots, 1)$ and $(-1,-1, \ldots,-1)$ are either in $\mathcal{F}$ or not in $\mathcal{F}$ in the case of replicates, the sum of the two coefficients is equal to 0 by Proposition 2.3.3. Thus, $b_{\alpha}=-b_{\beta}$.

### 2.5 Indicator polynomial functions with only three words

In this section, we discuss indicator polynomial functions with only three words and give the classification of the indicator polynomial functions.

Assume that $f(x)=b_{0}+b_{\alpha} x^{\alpha}+b_{\beta} x^{\beta}+b_{\gamma} x^{\gamma}$ is the indicator polynomial function of an un-replicated design $\mathcal{F}$. By Remark 2.4.1, given $\alpha, \beta \in \Omega$, there exists a point $x \in D_{2^{m}}$ such that $x^{\alpha}$ and $x^{\beta}$ have either the same sign or different signs. Given $\alpha, \beta$ and $x$, i.e., given $x^{\alpha}$ and $x^{\beta}, x^{\gamma}$ is either 1 or -1 . The following claims will be used later in this section.

Claim 1 Given the indicator polynomial function $f(x)$, if there exist $y, z \in D_{2^{m}}$ such that $y^{\alpha}=z^{\alpha}$ and $y^{\beta}=z^{\beta}$, but $y^{\gamma} \neq z^{\gamma}$, then $b_{\gamma}= \pm \frac{1}{2}$.

By assumptions, $f(y)-f(z)=b_{\gamma}\left(y^{\gamma}-z^{\gamma}\right)$. Since $f(y)-f(z)$ can only be 0,1 and -1 and $y^{\gamma}-z^{\gamma}$ can only be $\pm 2, b_{\gamma}= \pm \frac{1}{2}$.

Claim 2 There is no indicator polynomial function of three words satisfies $\left|b_{\alpha}\right|=\left|b_{\beta}\right|=\left|b_{\gamma}\right|=b_{0}=\frac{1}{2}$.

In this case, $\left|b_{\alpha} / b_{0}\right|=\left|b_{\beta} / b_{0}\right|=\left|b_{\gamma} / b_{0}\right|=1$, and thus by Proposition 1.2.1, the design is a regular design. But, then $\left|b_{\alpha}\right|=\left|b_{\beta}\right|=\left|b_{\gamma}\right|=b_{0}$ has to equal $\frac{1}{4}$.

Claim 3 There is no indicator polynomial function which has the form

$$
\begin{equation*}
f(x)=\frac{1}{2}+b x^{\alpha}-b x^{\beta} \pm \frac{1}{2} x^{\gamma} . \tag{2.5.1}
\end{equation*}
$$

When $x^{\alpha}$ and $x^{\beta}$ have the same sign, $f(x)=0$ or 1 . When $x^{\alpha}$ and $x^{\beta}$ have different signs, $f(x)=1 \pm 2 b$ or $\pm 2 b$. For $f(x)$ to be 0 or $1,|b|$ has to equal $\frac{1}{2}$. This is impossible by Claim 2.

Now, we are ready to prove Theorem 2.5.1.
Theorem 2.5.1. Assume that $f(x)=b_{0}+b_{\alpha} x^{\alpha}+b_{\beta} x^{\beta}+b_{\gamma} x^{\gamma}$ is the indicator polynomial function of an un-replicated design $\mathcal{F}$. Then, either one or all of the three words are even words and $\mathcal{F}$ is either a $\frac{1}{4}$ fraction or a $\frac{3}{4}$ fraction. More specifically,

1. When there is only one even word, say $x^{\gamma}$,
(a) if $\mathcal{F}$ is a $\frac{1}{4}$ fraction, then, $f(x)$ has the forms:

$$
f(x)= \begin{cases}\frac{1}{4}+\frac{1}{4} x^{\alpha}+\frac{1}{4} x^{\beta}+\frac{1}{4} x^{\gamma} & \text { if }(1, \ldots, 1) \in \mathcal{F},(-1, \ldots,-1) \notin \mathcal{F} \\ \frac{1}{4}-\frac{1}{4} x^{\alpha}-\frac{1}{4} x^{\beta}+\frac{1}{4} x^{\gamma} & \text { if }(1, \ldots, 1) \notin \mathcal{F},(-1, \ldots,-1) \in \mathscr{K} 2.5 .2) \\ \frac{1}{4} \pm \frac{1}{4} x^{\alpha} \mp \frac{1}{4} x^{\beta}-\frac{1}{4} x^{\gamma} & \text { if }(1, \ldots, 1),(-1, \ldots,-1) \notin \mathcal{F} .\end{cases}
$$

(b) if $\mathcal{F}$ is a $\frac{3}{4}$ fraction, then, $f(x)$ has the forms:

$$
f(x)= \begin{cases}\frac{3}{4}+\frac{1}{4} x^{\alpha}+\frac{1}{4} x^{\beta}-\frac{1}{4} x^{\gamma} & \text { if }(1, \ldots, 1) \in \mathcal{F},(-1, \ldots,-1) \notin \mathcal{F} \\ \frac{3}{4}-\frac{1}{4} x^{\alpha}-\frac{1}{4} x^{\beta}-\frac{1}{4} x^{\gamma} & \text { if }(1, \ldots, 1) \notin \mathcal{F},(-1, \ldots,-1) \in \notin 2.5 .3) \\ \frac{3}{4} \mp \frac{1}{4} x^{\alpha} \pm \frac{1}{4} x^{\beta}+\frac{1}{4} x^{\gamma} & \text { if }(1, \ldots, 1),(-1, \ldots,-1) \in \mathcal{F}\end{cases}
$$

2. When all the words are even words,
(a) if $\mathcal{F}$ is a $\frac{1}{4}$ fraction, then, $f(x)$ has the forms:

$$
f(x)= \begin{cases}\frac{1}{4}+\frac{1}{4} x^{\alpha}+\frac{1}{4} x^{\beta}+\frac{1}{4} x^{\gamma} & \text { if }(1, \ldots, 1),(-1, \ldots,-1) \in \mathcal{F}  \tag{2.5.4}\\ \frac{1}{4}+\frac{1}{4} x^{\alpha}-\frac{1}{4} x^{\beta}-\frac{1}{4} x^{\gamma} & \text { if }(1, \ldots, 1),(-1, \ldots,-1) \notin \mathcal{F}\end{cases}
$$

(b) if $\mathcal{F}$ is a $\frac{3}{4}$ fraction, then, $f(x)$ has the forms:

$$
f(x)= \begin{cases}\frac{3}{4}-\frac{1}{4} x^{\alpha}+\frac{1}{4} x^{\beta}+\frac{1}{4} x^{\gamma} & \text { if }(1, \ldots, 1),(-1, \ldots,-1) \in \mathcal{F}  \tag{2.5.5}\\ \frac{3}{4}-\frac{1}{4} x^{\alpha}-\frac{1}{4} x^{\beta}-\frac{1}{4} x^{\gamma} & \text { if }(1, \ldots, 1),(-1, \ldots,-1) \notin \mathcal{F}\end{cases}
$$

Proof. 1. If all the three words are odd words, then, by Proposition 2.2.2, $b_{0}=\frac{1}{2}$. By Proposition 2.3.3, either $(1,1, \ldots, 1)$ or $(-1,-1, \ldots,-1)$ is in $\mathcal{F}$ and
$f(x)= \begin{cases}\frac{1}{2}+b_{\alpha} x^{\alpha}+b_{\beta} x^{\beta}+\left(\frac{1}{2}-b_{\alpha}-b_{\beta}\right) x^{\gamma} & \text { if }(1,1, \ldots, 1) \in \mathcal{F} \\ \frac{1}{2}+b_{\alpha} x^{\alpha}+b_{\beta} x^{\beta}+\left(-\frac{1}{2}-b_{\alpha}-b_{\beta}\right) x^{\gamma} & \text { if }(-1,-1, \ldots,-1) \in \mathcal{F} .\end{cases}$
(a) When $f(x)=\frac{1}{2}+b_{\alpha} x^{\alpha}+b_{\beta} x^{\beta}+\left(\frac{1}{2}-b_{\alpha}-b_{\beta}\right) x^{\gamma}$. Since there exists a point $x$ such that $x^{\alpha}=-x^{\beta}=1$, if $x^{\gamma}=1$, then, $f(x)=1-2 b_{\beta}$, which yields $b_{\beta}=\frac{1}{2}$. So $f(x)=\frac{1}{2}+b_{\alpha} x^{\alpha}+\frac{1}{2} x^{\beta}-b_{\alpha} x^{\gamma}$, which is the form (2.5.1), by Claim 3, this is impossible. If $x^{\gamma}=-1$, then, $f(x)=2 b_{\alpha}$, which yields $b_{\alpha}=\frac{1}{2}$. So $f(x)=\frac{1}{2}+\frac{1}{2} x^{\alpha}+b_{\beta} x^{\beta}-b_{\beta} x^{\gamma}$. This is again the form (2.5.1).
(b) When $f(x)=\frac{1}{2}+b_{\alpha} x^{\alpha}+b_{\beta} x^{\beta}+\left(-\frac{1}{2}-b_{\alpha}-b_{\beta}\right) x^{\gamma}$. There exists a point $x$ such that $x^{\alpha}=-x^{\beta}=1$. If $x^{\gamma}=1$, then, $f(x)=-2 b_{\beta}$, which yields $b_{\beta}=-\frac{1}{2}$. So $f(x)=\frac{1}{2}+b_{\alpha} x^{\alpha}-\frac{1}{2} x^{\beta}-b_{\alpha} x^{\gamma}$, which is the form (2.5.1), by Claim 3, this is impossible. If $x^{\gamma}=-1$, then, $f(x)=1+2 b_{\alpha}$, which yields $b_{\alpha}=-\frac{1}{2}$. So $f(x)=\frac{1}{2}-\frac{1}{2} x^{\alpha}+b_{\beta} x^{\beta}-b_{\beta} x^{\gamma}$. This is also impossible by Claim 3.
2. If there are two even words, say $x^{\alpha}$ and $x^{\beta}$, in the three words, then, by Corollary 2.3.4 and Theorem 2.4.3, we get

$$
f(x)=\left\{\begin{aligned}
\frac{1}{2}+\frac{1}{4} x^{\alpha}-\frac{1}{4} x^{\beta}+\frac{1}{2} x^{\gamma} & \text { if }(1, \ldots, 1) \in \mathcal{F},(-1, \ldots,-1) \notin \mathcal{F} \\
\frac{1}{2}+\frac{1}{4} x^{\alpha}-\frac{1}{4} x^{\beta}-\frac{1}{2} x^{\gamma} & \text { if }(1, \ldots, 1) \notin \mathcal{F},(-1, \ldots,-1) \in \mathcal{F}
\end{aligned}\right.
$$

which has the form (2.5.1). By Claim 3, this is impossible.
3. If there is one even word, say $x^{\gamma}$, in the three words, then, by Proposition 2.3.3 and Proposition 2.3.5, the indicator polynomial function has the following possible forms.
(a) $f(x)=\frac{1}{4}+b_{\alpha} x^{\alpha}+\left(\frac{1}{2}-b_{\alpha}\right) x^{\beta}+\frac{1}{4} x^{\gamma}$ or $\frac{3}{4}+b_{\alpha} x^{\alpha}+\left(\frac{1}{2}-b_{\alpha}\right) x^{\beta}-\frac{1}{4} x^{\gamma}$, if $(1,1, \ldots, 1) \in \mathcal{F},(-1,-1, \ldots,-1) \notin \mathcal{F}$.
i. When $f(x)=\frac{1}{4}+b_{\alpha} x^{\alpha}+\left(\frac{1}{2}-b_{\alpha}\right) x^{\beta}+\frac{1}{4} x^{\gamma}$, considering various cases, we have the table below.
$\left.\begin{array}{|c|c|c|c|c|c|}\hline \text { Case \# } & x^{\alpha} & x^{\beta} & x^{\gamma} & f(x) & b_{\alpha}, b_{\beta}, b_{\gamma} \\ \hline 1 & 1 & 1 & 1 & 1 & \\ \hline 2 & -1 & -1 & 1 & 0 & \\ \hline-1 & \frac{1}{2} & \text { impossible } \\ \hline 3 & 1 & -1 & 1 & 2 b_{\alpha} & b_{\alpha}=\frac{1}{2} \\ -1 & -\frac{1}{2} & \text { impossible } \\ \hline 4 & -1 & 1 & 1 & \begin{array}{c}1-2 b_{\alpha} \\ 1\end{array} & \begin{array}{c}b_{\alpha}=\frac{1}{2} \\ b_{\alpha}-\frac{1}{2}\end{array} \\ b_{\alpha}=\frac{1}{4}, \frac{3}{4}\end{array}\right]$

Since $b_{\gamma} \neq \pm \frac{1}{2}$, by Claim 1, for each case, $x^{\gamma} \equiv 1$ or -1 . From Case 4, $b_{\alpha}=\frac{1}{2}, \frac{1}{4}$ and $-\frac{1}{4}$. If $b_{\alpha}=\frac{1}{2}$, then, $b_{\beta}=\frac{1}{2}-b_{\alpha}=0$, a contradiction. If $b_{\alpha}=-\frac{1}{4}$, then, in Case 3, $f(x)$ can not be an integer. If $b_{\alpha}=\frac{1}{4}$, then, $f(x)$ in other 3 cases can be 0 or 1 . Thus $b_{\alpha}=\frac{1}{4}$. This gives the first form of (2.5.2).
ii. When $f(x)=\frac{3}{4}+b_{\alpha} x^{\alpha}+\left(\frac{1}{2}-b_{\alpha}\right) x^{\beta}-\frac{1}{4} x^{\gamma}$, we have the table below.

| Case \# | $x^{\alpha}$ | $x^{\beta}$ | $x^{\gamma}$ | $f(x)$ | $b_{\alpha}, b_{\beta}, b_{\gamma}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 1 | 1 |  |
|  |  |  | -1 | $\frac{3}{2}$ | impossible |
| 2 | -1 | -1 | 1 | 0 |  |
|  |  |  | -1 | $\frac{1}{2}$ | impossible |
| 3 | 1 | -1 | 1 | $2 b_{\alpha}$ | $b_{\alpha}=\frac{1}{2}$ |
|  |  |  |  | $2 b_{\alpha}+\frac{1}{2}$ | $b_{\alpha}=\frac{1}{4},-\frac{1}{4}$ |
| 4 | -1 | 1 | 1 | $1-2 b_{\alpha}$ | $b_{\alpha}=\frac{1}{2}$ |
|  |  |  | -1 | $\frac{3}{2}-2 b_{\alpha}$ | $b_{\alpha}=\frac{1}{4}, \frac{3}{4}$ |

Similarly, we get $b_{\alpha}=\frac{1}{4}$. This gives the first form of (2.5.3).
(b) $f(x)=\frac{1}{4}+b_{\alpha} x^{\alpha}+\left(-\frac{1}{2}-b_{\alpha}\right) x^{\beta}+\frac{1}{4} x^{\gamma}$ or $\frac{3}{4}+b_{\alpha} x^{\alpha}+\left(-\frac{1}{2}-b_{\alpha}\right) x^{\beta}-\frac{1}{4} x^{\gamma}$, if $(1,1, \ldots, 1) \notin \mathcal{F},(-1,-1, \ldots,-1) \in \mathcal{F}$.
i. When $f(x)=\frac{1}{4}+b_{\alpha} x^{\alpha}+\left(-\frac{1}{2}-b_{\alpha}\right) x^{\beta}+\frac{1}{4} x^{\gamma}$. Considering various cases, we have the table below.

| Case \# | $x^{\alpha}$ | $x^{\beta}$ | $x^{\gamma}$ | $f(x)$ | $b_{\alpha}, b_{\beta}, b_{\gamma}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 1 | 0 |  |
|  |  |  | -1 | $-\frac{1}{2}$ | impossible |
| 2 | -1 | -1 | 1 | 1 |  |
|  |  |  | -1 | $\frac{1}{2}$ | impossible |
| 3 | 1 | -1 | 1 | $1+2 b_{\alpha}$ | $b_{\alpha}=-\frac{1}{2}$ |
|  |  |  | -1 | $\frac{1}{2}+2 b_{\alpha}$ | $b_{\alpha}=-\frac{1}{4}, \frac{1}{4}$ |
| 4 | -1 | 1 | 1 | $-2 b_{\alpha}$ | $b_{\alpha}=\frac{1}{2}$ |
|  |  |  | -1 |  | $b_{\alpha}=-\frac{1}{4},-\frac{3}{4}$ |

Similar as the discussion in (3a), we get $b_{\alpha}=-\frac{1}{4}$. This gives the second form of (2.5.2).
ii. When $f(x)=\frac{3}{4}+b_{\alpha} x^{\alpha}+\left(-\frac{1}{2}-b_{\alpha}\right) x^{\beta}-\frac{1}{4} x^{\gamma}$, we have the table below.

| Case \# | $x^{\alpha}$ | $x^{\beta}$ | $x^{\gamma}$ | $f(x)$ | $b_{\alpha}, b_{\beta}, b_{\gamma}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 1 | 0 |  |
| 2 | -1 | -1 | 1 | 1 |  |
| -1 | $\frac{1}{2}$ | impossible |  |  |  |
| 3 | 1 | -1 | 1 | $1+2 b_{\alpha}$ <br> -1 | $\frac{3}{2}+2 b_{\alpha}$ |
| $b_{\alpha}=-\frac{1}{4},-\frac{3}{4}$ |  |  |  |  |  |
| 4 | -1 | 1 | 1 | $-2 b_{\alpha}$ | $b_{\alpha}=\frac{1}{2}$ |
| impossible |  |  |  |  |  |
| -1 | $\frac{1}{2}-2 b_{\alpha}$ | $b_{\alpha}=-\frac{1}{4}, \frac{1}{4}$ |  |  |  |

Similarly, we get $b_{\alpha}=-\frac{1}{4}$. This gives the second form of (2.5.3).
(c) $f(x)=\frac{1}{4}+b_{\alpha} x^{\alpha}-b_{\alpha} x^{\beta}+\frac{3}{4} x^{\gamma}, \frac{1}{2}+b_{\alpha} x^{\alpha}-b_{\alpha} x^{\beta}+\frac{1}{2} x^{\gamma}$ or $\frac{3}{4}+b_{\alpha} x^{\alpha}-$ $b_{\alpha} x^{\beta}+\frac{1}{4} x^{\gamma}$, if $(1,1, \ldots, 1),(-1,-1, \ldots,-1) \in \mathcal{F}$.
i. When $f(x)=\frac{1}{4}+b_{\alpha} x^{\alpha}-b_{\alpha} x^{\beta}+\frac{3}{4} x^{\gamma}$, we have the table below.

| Case \# | $x^{\alpha}$ | $x^{\beta}$ | $x^{\gamma}$ | $f(x)$ | $b_{\alpha}, b_{\beta}, b_{\gamma}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 1 | 1 |  |
| 2 | -1 | -1 | 1 | 1 |  |
| -1 | $-\frac{1}{2}$ | impossible |  |  |  |
| 3 | 1 | -1 | 1 | $1+2 b_{\alpha}$ | $b_{\alpha}=-\frac{1}{2}$ |
| -1 | $-\frac{1}{2}$ | impossible |  |  |  |
| 4 | -1 | 1 | 1 | $1-2 b_{\alpha}$ <br> -1 <br> $-\frac{1}{2}-2 b_{\alpha}$ | $b_{\alpha}=\frac{1}{4}, \frac{3}{4}$ |
| $b_{\alpha}=-\frac{1}{4},-\frac{3}{4}$ |  |  |  |  |  |

From Case 3 and $4, f(x)$ can not always be an integer for any $b_{\alpha}$.
Thus, $f(x)$ can not be this form.
ii. When $f(x)=\frac{1}{2}+b_{\alpha} x^{\alpha}-b_{\alpha} x^{\beta}+\frac{1}{2} x^{\gamma}$. This is the form (2.5.1) and, so, is impossible by Claim 3.
iii. When $f(x)=\frac{3}{4}+b_{\alpha} x^{\alpha}-b_{\alpha} x^{\beta}+\frac{1}{4} x^{\gamma}$, we have the table below.

| Case \# | $x^{\alpha}$ | $x^{\beta}$ | $x^{\gamma}$ | $f(x)$ | $b_{\alpha}, b_{\beta}, b_{\gamma}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 1 | 1 |  |
| 2 | -1 | -1 | 1 | 1 |  |
| 3 | 1 | -1 | 1 | $1+2 b_{\alpha}$ | $b_{\alpha}=-\frac{1}{2}$ |
| -1 | $\frac{1}{2}$ | impossible |  |  |  |
|  |  |  | -1 | $\frac{1}{2}+2 b_{\alpha}$ | $b_{\alpha}=-\frac{1}{4}, \frac{1}{4}$ |$|$| impossible |
| :---: |
| 4 |
| -1 | 1

Since $b_{\gamma}=\frac{1}{4}$, similar as the discussion in (3a), we get $b_{\alpha}= \pm \frac{1}{4}$.
This gives the third form of (2.5.3).
(d) $f(x)=\frac{1}{4}+b_{\alpha} x^{\alpha}-b_{\alpha} x^{\beta}-\frac{1}{4} x^{\gamma}, \frac{1}{2}+b_{\alpha} x^{\alpha}-b_{\alpha} x^{\beta}-\frac{1}{2} x^{\gamma}$ or $\frac{3}{4}+b_{\alpha} x^{\alpha}-$ $b_{\alpha} x^{\beta}-\frac{3}{4} x^{\gamma}$, if $(1,1, \ldots, 1),(-1,-1, \ldots,-1) \notin \mathcal{F}$.
i. When $f(x)=\frac{1}{4}+b_{\alpha} x^{\alpha}-b_{\alpha} x^{\beta}-\frac{1}{4} x^{\gamma}$, we have the table below.

| Case \# | $x^{\alpha}$ | $x^{\beta}$ | $x^{\gamma}$ | $f(x)$ | $b_{\alpha}, b_{\beta}, b_{\gamma}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 1 | 0 |  |
| 2 | -1 | -1 | 1 | 0 |  |
| 3 | 1 | -1 | 1 | $2 b_{\alpha}$ | $b_{\alpha}=\frac{1}{2}$ |
| -1 | $\frac{1}{2}$ | impossible |  |  |  |
| 4 | -1 | 1 | 1 | $-2 b_{\alpha}$ | $b_{\alpha}=-\frac{1}{2}$ <br> $b_{2}$ <br> $b_{\alpha}$ |
| 4 |  |  | $\frac{1}{2}-2 b_{\alpha}$ | $b_{\alpha}=\frac{1}{4},-\frac{1}{4}$ |  |

Since $b_{\gamma}=-\frac{1}{4}$, similar as the discussion in (3a), we get $b_{\alpha}= \pm \frac{1}{4}$.
This gives the third form of (2.5.2).
ii. When $\frac{1}{2}+b_{\alpha} x^{\alpha}-b_{\alpha} x^{\beta}-\frac{1}{2} x^{\gamma}$. This is the form (2.5.1). By Claim 3, this is impossible.
iii. When $f(x)=\frac{3}{4}+b_{\alpha} x^{\alpha}-b_{\alpha} x^{\beta}-\frac{3}{4} x^{\gamma}$, we have the table below.

| Case \# | $x^{\alpha}$ | $x^{\beta}$ | $x^{\gamma}$ | $f(x)$ | $b_{\alpha}, b_{\beta}, b_{\gamma}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 1 | 0 |  |
| 2 | -1 | -1 | 1 | 0 |  |
| -1 | $\frac{3}{2}$ | impossible |  |  |  |
| 3 | 1 | -1 | 1 | $2 b_{\alpha}$ | $b_{\alpha}=\frac{1}{2}$ |
|  |  |  | -1 | $\frac{3}{2}+2 b_{\alpha}$ | $b_{\alpha}=-\frac{3}{4},-\frac{1}{4}$ |
| 4 | -1 | 1 | 1 | $-2 b_{\alpha}$ | $b_{\alpha}=-\frac{1}{2}$ |
|  |  |  | -1 | $\frac{3}{2}-2 b_{\alpha}$ | $b_{\alpha}=\frac{1}{4}, \frac{3}{4}$ |

From the Case 3 and 4, we can see that $f(x)$ can not be an integer
for any $b_{\alpha}$. Therefore, $f(x)$ can not have this form.
4. If all the three words are even words, then $\sum_{\alpha \in \Omega_{2}} b_{\alpha}=0$. By Proposition 2.3.3, $f(x)$ has two possible forms.
(a) $f(x)=b_{0}+b_{\alpha} x^{\alpha}+b_{\beta} x^{\beta}+\left(1-b_{0}-b_{\alpha}-b_{\beta}\right) x^{\gamma}$, if $(1,1, \ldots, 1),(-1,-1, \ldots,-1) \in$ $\mathcal{F}$.

Considering various cases, we have the table below.
\(\left.$$
\begin{array}{|c|c|c|c|c|c|}\hline \text { Case \# } & x^{\alpha} & x^{\beta} & x^{\gamma} & f(x) & b_{\alpha}, b_{\beta}, b_{\gamma} \\
\hline 1 & 1 & 1 & 1 & 1 & \\
\hline 2 & -1 & -1 & 1 & \begin{array}{c}1-2\left(b_{\alpha}+b_{\beta}\right) \\
-1\end{array} & \begin{array}{c}b_{\alpha}+b_{\beta}=0, \frac{1}{2} \\
2\left(b_{0}+b_{\alpha}+b_{\beta}\right)-1 \\
b_{0}+b_{\alpha}+b_{\beta}=\frac{1}{2}, 1\end{array}
$$ <br>

\hline 3 \& 1 \& -1 \& 1 \& 1-2 b_{\beta} \& b_{0}=\frac{1}{2}\end{array}\right]\)| $b_{\beta}=\frac{1}{2}$ |
| :---: |
| -1 |

i. Show that $b_{0} \neq \frac{1}{2}$. Assume that $b_{0}=\frac{1}{2}$. Then, for Case 4, if $b_{\alpha}=\frac{1}{2}$, then $f(x)$ has the form (2.5.1), which is impossible; if $b_{0}+b_{\beta}=\frac{1}{2}$, then, $b_{\beta}=0$, a contradiction; if $b_{0}+b_{\beta}=1$, then, $b_{\beta}=\frac{1}{2}$ and $f(x)$ also has the form (2.5.1), which is impossible. Thus, in Case 2, that is, when $x^{\alpha}=x^{\beta}=-1, x^{\gamma}$ must be 1 , which needs

$$
\begin{equation*}
b_{\alpha}+b_{\beta}=0 \tag{2.5.6}
\end{equation*}
$$

or

$$
\begin{equation*}
b_{\alpha}+b_{\beta}=\frac{1}{2} \tag{2.5.7}
\end{equation*}
$$

ii. Show that $b_{\beta} \neq \frac{1}{2}$. Assume that $b_{\beta}=\frac{1}{2}$. Then, since $b_{0} \neq 0$, $b_{\alpha}+b_{\beta} \neq \frac{1}{2}$. So $b_{\alpha}+b_{\beta}=0$ by (2.5.6) and (2.5.7) and, thus, $b_{\alpha}=-\frac{1}{2}$. Therefore, for Case 4 , we have $b_{0}+b_{\beta}=\frac{1}{2}$ or 1 , which yields $b_{0}=0$ or $\frac{1}{2}$, respectively, a contradiction. Thus, in Case 3, that is, when $x^{\alpha}=-x^{\beta}=1, x^{\gamma}$ must be -1 , which needs

$$
\begin{equation*}
b_{0}+b_{\alpha}=\frac{1}{2} \tag{2.5.8}
\end{equation*}
$$

or

$$
\begin{equation*}
b_{0}+b_{\alpha}=1 \tag{2.5.9}
\end{equation*}
$$

iii. Show that $b_{\alpha} \neq \frac{1}{2}$. Assume that $b_{\alpha}=\frac{1}{2}$. Then, by (2.5.8) and (2.5.9), $b_{0}=0$ or $\frac{1}{2}$, which is impossible. Thus, in Case 4, that is, when $x^{\alpha}=-x^{\beta}=-1, x^{\gamma}$ must be -1 , which needs

$$
\begin{equation*}
b_{0}+b_{\beta}=\frac{1}{2} \tag{2.5.10}
\end{equation*}
$$

or

$$
\begin{equation*}
b_{0}+b_{\beta}=1 \tag{2.5.11}
\end{equation*}
$$

iv. By (i), (2.5.6) and (2.5.7), we know that $b_{0}+b_{\alpha}+b_{\beta}$ can not be $\frac{1}{2}$ or 1 . Thus, in Case 1, that is, when $x^{\alpha}=x^{\beta}=1, x^{\gamma}$ must be 1 and $f(x)=1$.

Now, by (2.5.6), (2.5.8) and (2.5.11), we get $b_{0}=\frac{3}{4}, b_{\alpha}=-b_{\beta}=$ $-b_{\gamma}=-\frac{1}{4}$, which gives the first form of (2.5.5). By (2.5.6), (2.5.9)
and (2.5.10), we get $b_{0}=\frac{3}{4}, b_{\alpha}=-b_{\beta}=b_{\gamma}=\frac{1}{4}$, which also gives the first form of (2.5.5). By (2.5.7), (2.5.8) and (2.5.10), we get $b_{0}=b_{\alpha}=$ $b_{\beta}=b_{\gamma}=\frac{1}{4}$, which gives the first form of (2.5.4). By (2.5.7), (2.5.9) and (2.5.11), we get $b_{0}=\frac{3}{4}, b_{\alpha}=b_{\beta}=-b_{\gamma}=\frac{1}{4}$, which again gives the first form of (2.5.5). All the other combinations of the equations (2.5.6) or (2.5.7), (2.5.8) or (2.5.9), and (2.5.10) or (2.5.11) lead to the solutions with $b_{0}$ equals $\frac{1}{2}$, contradictions.
(b) $f(x)=b_{0}+b_{\alpha} x^{\alpha}+b_{\beta} x^{\beta}+\left(-b_{0}-b_{\alpha}-b_{\beta}\right) x^{\gamma}$, if $(1,1, \ldots, 1),(-1,-1, \ldots,-1)$ $\notin \mathcal{F}$.

Considering various cases, we have the table below.

| Case \# | $x^{\alpha}$ | $x^{\beta}$ | $x^{\gamma}$ | $f(x)$ | $b_{\alpha}, b_{\beta}, b_{\gamma}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 1 | 0 |  |
| 2 | -1 | -1 | 1 | $-2\left(b_{\alpha}+b_{\beta}\right)$ <br> $2 b_{0}$ | $b_{\alpha}+b_{\beta}=0,-\frac{1}{2}$ <br> $b_{0}=\frac{1}{2}$ |
| 3 | 1 | -1 | 1 | $-2 b_{\beta}$ | $b_{\beta}=-\frac{1}{2}$ <br> $b_{0}$ <br> $b_{0}+b_{\alpha}=0, \frac{1}{2}$ |
| 4 | -1 | 1 | 1 | $-2 b_{\alpha}$ | $b_{\alpha}=-\frac{1}{2}$ |
| $2\left(b_{0}+b_{\beta}\right)$ | $b_{0}+b_{\beta}=0, \frac{1}{2}$ |  |  |  |  |

i. Show that $b_{0} \neq \frac{1}{2}$. Assume that $b_{0}=\frac{1}{2}$. Then, for Case 4, if $\dot{b}_{\alpha}=-\frac{1}{2}$, then $f(x)$ has the form (2.5.1), which is impossible; if $b_{0}+b_{\beta}=0$, then, $b_{\beta}=-\frac{1}{2}$ and $f(x)$ also has the form (2.5.1), which is again impossible; $b_{0}+b_{\beta}$ can not be $\frac{1}{2}$, since, then, $b_{\beta}=0$.

Thus, when $x^{\alpha}=x^{\beta}=-1, x^{\gamma}$ must be 1 , which needs

$$
\begin{equation*}
b_{\alpha}+b_{\beta}=0 \tag{2.5.12}
\end{equation*}
$$

or

$$
\begin{equation*}
b_{\alpha}+b_{\beta}=-\frac{1}{2} . \tag{2.5.13}
\end{equation*}
$$

ii. Show that $b_{\beta} \neq-\frac{1}{2}$. Assume that $b_{\beta}=-\frac{1}{2}$. Then $b_{\alpha}+b_{\beta} \neq-\frac{1}{2}$. So $b_{\alpha}+b_{\beta}=0$ by (2.5.12) and (2.5.13) and, thus, $b_{\alpha}=\frac{1}{2}$. Therefore, for Case 4 , we have $b_{0}+b_{\beta}=0$ or $\frac{1}{2}$, which yields $b_{0}=\frac{1}{2}$ or 1 , respectively, a contradiction. Thus, when $x^{\alpha}=-x^{\beta}=1, x^{\gamma}$ must be -1 , which needs

$$
\begin{equation*}
b_{0}+b_{\alpha}=0 \tag{2.5.14}
\end{equation*}
$$

or

$$
\begin{equation*}
b_{0}+b_{\alpha}=\frac{1}{2} . \tag{2.5.15}
\end{equation*}
$$

iii. Show that $b_{\alpha} \neq-\frac{1}{2}$. Assume that $b_{\alpha}=-\frac{1}{2}$. Then, by (2.5.14) and (2.5.15), $b_{0}=\frac{1}{2}$ or 1 , which is impossible. Thus, when $x^{\alpha}=$ $-x^{\beta}=-1, x^{\gamma}$ must be -1 , which needs

$$
\begin{equation*}
b_{0}+b_{\beta}=0 \tag{2.5.16}
\end{equation*}
$$

or

$$
\begin{equation*}
b_{0}+\dot{b}_{\beta}=\frac{1}{2} \tag{2.5.17}
\end{equation*}
$$

iv. By (i), (2.5.12) and (2.5.13), we know that $b_{0}+b_{\alpha}+b_{\beta}$ can not be 0 or $\frac{1}{2}$. Thus, when $x^{\alpha}=x^{\beta}=1, x^{\gamma}$ must be 1 and $f(x)=0$.

Now, by (2.5.12), (2.5.14) and (2.5.17), we get $b_{0}=-b_{\alpha}=b_{\beta}=-b_{\gamma}=$ $\frac{1}{4}$, which gives the second form of (2.5.4). By (2.5.12), (2.5.15) and
(2.5.16), we get $b_{0}=b_{\alpha}=-b_{\beta}=-b_{\gamma}=\frac{1}{4}$, which also gives the second form of (2.5.4). By (2.5.13), (2.5.14) and (2.5.16), we get $b_{0}=$ $-b_{\alpha}=-b_{\beta}=b_{\gamma}=\frac{1}{4}$, which again gives the second form of (2.5.4). By (2.5.13), (2.5.15) and (2.5.17), we get $b_{0}=\frac{3}{4}, b_{\alpha}=b_{\beta}=b_{\gamma}=-\frac{1}{4}$, which gives the second form of (2.5.5). All the other combinations of the equations (2.5.12) or (2.5.13), (2.5.14) or (2.5.15), and (2.5.16) or (2.5.17) lead to the solutions with $b_{0}$ equals $\frac{1}{2}$ or 0 , contradictions.

By Proposition 1.2.3, the $\frac{3}{4}$ fractions with the forms of indicator polynomial functions in (2.5.3) and (2.5.5) are corresponding complementary fractions of the $\frac{1}{4}$ fractions with the forms of indicator polynomial functions in (2.5.2) and (2.5.4). For example, when there is one even word, the fraction $f(x)=\frac{3}{4}+\frac{1}{4} x^{\alpha}+\frac{1}{4} x^{\beta}-\frac{1}{4} x^{\gamma}$ is the complementary fraction of the fraction $f(x)=\frac{1}{4}-\frac{1}{4} x^{\alpha}-\frac{1}{4} x^{\beta}+\frac{1}{4} x^{\gamma}$; when all the three words are even words, the fraction $f(x)=\frac{3}{4}-\frac{1}{4} x^{\alpha}+\frac{1}{4} x^{\beta}+\frac{1}{4} x^{\gamma}$ is the complementary fraction of the fraction $f(x)=\frac{1}{4}+\frac{1}{4} x^{\alpha}-\frac{1}{4} x^{\beta}-\frac{1}{4} x^{\gamma}$.

## Chapter 3

## Connections Between the

## Resolutions of General

## Two-Level Factorial Designs

### 3.1 Introduction

Regular resolution $I I I^{*}$ designs are regular resolution III designs in which no two-factor interactions are confounded with one another. Draper and Lin [14] showed that resolution $I I I^{*} m$-factor regular designs can be converted into resolution $V(m-1)$-factor regular designs and, conversely, resolution $V m$-factor regular designs can be converted into resolution III* $(m+1)$-factor regular designs. In this chapter, using indicator polynomial functions, we not only extend these results to general two-level factorial designs, but also obtain even more general results.

Remember that a resolution $N .{ }^{*} x$ design is a resolution $N . x$ design such
that its indicator polynomial function contains no $(N+1)$-letter word.
In Section 3.2, we provide a way to convert resolution $(2 l-1) .{ }^{*} x$ designs to resolution $(2 l+1) \cdot x$ designs. A link between resolution $(2 l-1) \cdot x$ designs and resolution $2 l . x$ designs is also presented in this section. In Section 3.3, we show that resolution $I I . .^{*} x$ designs can be obtained from designs whose resolutions are equal or bigger than $V$.

### 3.2 Changing Resolutions by Converting a $m$ Factor Design into a $(m-1)$-Factor Design

In this section, we extend Theorems 1 and 2 of Draper and Lin [14] to general two-level factorial designs. A more general theorem is also proved in this section. As another special case of this theorem, a relation between designs of resolution $(2 l-1) \cdot x$ and resolution $2 l . x$ is also presented. For this purpose, we use the same transformations as Draper and Lin [14] used in their work.

Assume that $x_{1}, x_{2}, \ldots, x_{m}$ are the $m$ factors that form a two-level factorial design $\mathcal{F}$ with the indicator polynomial function (1.2.1). Let $x_{k}$ be any of the $m$ factors and let

$$
\begin{equation*}
y_{j}=x_{k} x_{j}, j=1,2, \ldots, m(j \neq k) \tag{3.2.1}
\end{equation*}
$$

Then $y_{1}, y_{2}, \ldots, y_{k-1}, y_{k+1}, \ldots, y_{m}$ form a ( $m-1$ )-factor two-level factorial design $\hat{\mathcal{F}}$. Define

$$
\alpha_{i}^{\prime}=\alpha_{i}, i=1,2, \ldots, m(i \neq k)
$$

Then

$$
\begin{equation*}
x^{\alpha}=x_{k}^{\alpha_{k}}\left[\prod_{i \neq k}\left(x_{k} y_{i}\right)^{\alpha_{i}}\right]=x_{k}^{\|\alpha\|} y^{\alpha^{\prime}}, \tag{3.2.2}
\end{equation*}
$$

and

$$
\left\|\alpha^{\prime}\right\|= \begin{cases}\|\alpha\| & \text { if } \alpha_{k}=0 \\ \left\|\alpha^{\prime}\right\|-1 & \text { if } \alpha_{k}=1\end{cases}
$$

Lemma 3.2.1 gives the indicator polynomial function of $\hat{\mathcal{F}}$. Lemma 3.2.2 provides the resolution of $\hat{\mathcal{F}}$ and follows from Lemma 3.2.1 and the above discussion directly.

Lemma 3.2.1. Let $\mathcal{F}$ be a two-level $m$-factor design and $\hat{\mathcal{F}}$ be the corresponding $(m-1)$-factor design. If (1.2.1) is the indicator polynomial function of $\mathcal{F}$, then

$$
g(y)=2 b_{0}+2 \sum_{\alpha \in \Omega_{e}^{J}} b_{\alpha} y^{\alpha^{\prime}}
$$

is the indicator polynomial function of $\hat{\mathcal{F}}$.
Proof. By (3.2.2), the indicator polynomial function of $\mathcal{F}$ can be written as

$$
f(x)=b_{0}+x_{k} \sum_{\alpha \in \Omega_{o}^{\mathcal{F}}} b_{\alpha} y^{\alpha^{\prime}}+\sum_{\alpha \in \Omega_{e}^{\mathcal{F}}} b_{\alpha} y^{\alpha^{\prime}} .
$$

This can also be seen as the indicator polynomial function of the design with the factors $y_{1}, y_{2}, \ldots, y_{k-1}, x_{k}, y_{k+1}, \ldots, y_{m}$. When it is projected onto $y_{1}, y_{2}, \ldots, y_{k-1}, y_{k+1}$, $\ldots, y_{m}$, the resulting projected design is $\hat{\mathcal{F}}$. By Theorem 1.2.4, the indicator polynomial function of the projected design is

$$
g(y)=2 b_{0}+2 \sum_{\alpha \in \Omega_{e}^{x}} b_{\alpha} y^{\alpha^{\prime}} .
$$

Although $g(y)$ is only related to the even words in $f(x)$, the words in $g(y)$ can be odd words. When there is only one even word in $f(x), g(y)$ has only one word. By Proposition 2.3.1, the design is a regular design. When all the words in $f(x)$ are odd words, $\hat{\mathcal{F}}$ is a full two-level $(m-1)$-factor design with $2 b_{0}$ replicates for each point in $\hat{\mathcal{F}}$.

Lemma 3.2.2. Let $\mathcal{F}$ be a two-level $m$-factor design and $\hat{\mathcal{F}}$ be the corresponding ( $m-1$ )-factor design. Assume that $2 r$ is the number of letters in the shortest even word of $\Omega_{e}^{\mathcal{F}}$. Let

$$
A=\left\{\alpha \in \Omega_{e}^{\mathcal{F}} \mid\|\alpha\|=2 r\right\}
$$

Then, the resolution of $\hat{\mathcal{F}}$ is

$$
R_{\hat{\mathcal{F}}}= \begin{cases}(2 r-1) \cdot x & \text { if there exists an } \alpha \in A \text { s.t. } \alpha_{k}=1 \\ 2 r \cdot x & \text { otherwise. }\end{cases}
$$

Theorem 3.2.3 shows the relation between the resolutions of the original design $\mathcal{F}$ and the resolutions of the transformed design $\hat{\mathcal{F}}$.

Theorem 3.2.3. Let $\mathcal{F}$ be a m-factor two-level fractional factorial design with the indicator polynomial function (1.2.1). Assume that $2 r$ is the number of letters in the shortest even word of $\Omega_{e}^{\mathcal{F}}$. Then regardless of what resolution $\mathcal{F}$ is, $\mathcal{F}$ can always be converted into a $(m-1)$-factor design $\hat{\mathcal{F}}$ of resolution $(2 r-1) \cdot x$ in the same number of runs. If there exists a $k \in\{1,2, \ldots, m\}$ such that for any $\alpha \in A, \alpha_{k} \neq 1$, then $\mathcal{F}$ can be converted into a $(m-1)$-factor design $\hat{\mathcal{F}}$ of resolution $2 r$.x.

Proof. Let $\alpha \in A$. Take any $k$ such that $\alpha_{k}=1$. By Lemma 3.2.2, we get the first result. The second result follows from Lemma 3.2.2 directly.

The following corollaries are obtained readily from Theorem 3.2.3. Corollary 3.2 .4 is a generalization of Theorem 1.3 .1 and Theorem 1.3 .5 which were obtained by Draper and Lin [14], while Corollary 3.2 .5 is an extension of Corollary 1.3 .2 obtained by Draper and $\operatorname{Lin}$ [14].

Corollary 3.2.4. Let $\mathcal{F}$ be a m-factor two-level fractional factorial design of resolution $(2 l-1) .{ }^{*} x$. If there is a $(2 l+2)$-letter word in the indicator polynomial function of $\mathcal{F}$, then $\mathcal{F}$ can be converted into a $(m-1)$-factor design $\hat{\mathcal{F}}$ of resolution $(2 l+1) \cdot x$ in the same number of runs.

Corollary 3.2.5. Assume that a design of resolution III.* $x$ can be converted into a design of resolution $V . x$. Then, if $m$ is the maximum number of factors that can be accommodated in the design of resolution III.* $x$, then the maximum number of factors that can be accommodated in the design of resolution $V . x$ with the same number of runs is at least $m-1$.

Example 3.2.6. An indicator polynomial function of a 6 -factor design is

$$
\begin{aligned}
f(x)= & \frac{1}{4}+\frac{1}{8} x_{1} x_{4} x_{5}+\frac{1}{8} x_{2} x_{3} x_{6}-\frac{1}{8} x_{1} x_{5} x_{6}-\frac{1}{8} x_{2} x_{3} x_{4}-\frac{1}{8} x_{2} x_{5} x_{6} \\
& -\frac{1}{8} x_{1} x_{3} x_{6}-\frac{1}{8} x_{2} x_{4} x_{5}-\frac{1}{8} x_{1} x_{3} x_{4}+\frac{1}{4} x_{1} x_{2} x_{3} x_{4} x_{5} x_{6} .
\end{aligned}
$$

This is a resolution III.*5 design. Take, for example, $k=6$ (one can take any $i, i=1,2, \ldots, 6)$, that is, $y_{i}=x_{6} x_{i}, i=1,2, \ldots, 5$. Since $f(x)$ only contains one even-letter word $x_{1} x_{2} x_{3} x_{4} x_{5} x_{6}$, by Corollary 3.2.4, $\mathcal{F}$ can be converted into a resolution $V$ design and

$$
g(y)=\frac{1}{2}+\frac{1}{2} y_{1} y_{2} y_{3} y_{4} y_{5}
$$

For the regular resolution $I I I^{*}$ design, wher there are at least two 3-letter words in the indicator polynomial function, there is always a 6 -letter word in the indicator polynomial function. But when there is only one 3-letter word, it is possible that there is no 6 -letter word in the indicator polynomial function. Draper and Lin pointed out in their Example 3 that when there is only one 3letter word in the defining relation, one may get a resolution $V$ design by deleting one variable in the 3 -letter word.

Example 3.2.7 shows that when a resolution III* design has only one 3letter word in its indicator polynomial function, it may be converted into two designs with different resolutions. Example 3.2 .8 shows that one can not possibly convert it to a resolution $V$ design by deleting a variable in the 3 -letter word, but possibly convert it to a design with resolution higher that $V$.

Example 3.2.7. An indicator polynomial function of a 8-factor design with generators $x_{7}=x_{1} x_{4}$ and $x_{8}=x_{2} x_{3} x_{5} x_{6}$ is

$$
f(x)=\frac{1}{4}+\frac{1}{4} x_{1} x_{4} x_{7}+\frac{1}{4} x_{2} x_{3} x_{5} x_{6} x_{8}+\frac{1}{4} x_{1} x_{2} x_{3} x_{4} x_{5} x_{6} x_{7} x_{8}
$$

This is a resolution $I I I^{*}$ design and $2 r=8$. If we take $k=1$, then after the transformation (3.2.1), $\mathcal{F}$ is converted into the design of resolution VII and its indicator polynomial function is

$$
g(y)=\frac{1}{2}+\frac{1}{2} y_{2} y_{3} y_{4} y_{5} y_{6} y_{7} y_{8} .
$$

If we delete, for example, the variable $x_{1}$ as in Example 3 of Draper and Lin [14], then this design can also be converted into the design of resolution $V$ and its indicator polynomial function is

$$
h(y)=\frac{1}{2}+\frac{1}{2} y_{2} y_{3} y_{5} y_{6} y_{8}
$$

Example 3.2.8. An indicator polynomial function of a 10 -factor design with generators $x_{9}=x_{1} x_{4}$ and $x_{10}=x_{2} x_{3} x_{5} x_{6} x_{7} x_{8}$ is

$$
f(x)=\frac{1}{4}+\frac{1}{4} x_{1} x_{4} x_{9}+\frac{1}{4} x_{2} x_{3} x_{5} x_{6} x_{7} x_{8} x_{10}+\frac{1}{4} x_{1} x_{2} x_{3} x_{4} x_{5} x_{6} x_{7} x_{8} x_{9} x_{10}
$$

This design can not be converted into a design of resolution $V$ by removing one variable in the 3-letter word as Example 3 of Draper and Lin [14]. If we
delete, for example, the variable $x_{1}$, then the indicator polynomial function of the resulting design is

$$
g(y)=\frac{1}{2}+\frac{1}{2} y_{2} y_{3} y_{5} y_{6} y_{7} y_{8} y_{10}
$$

which is a resolution VII design.
Example 3.2 .9 shows that the condition, that a $(2 l+2)$-letter word is needed in the indicator polynomial function of $\mathcal{F}$ in Corollary 3.2.4, is necessary even in the regular case.

Example 3.2.9. An indicator polynomial function of a 10-factor design with generators $x_{9}=x_{1} x_{4} x_{5} x_{7}$ and $x_{10}=x_{2} x_{3} x_{6} x_{8}$ is

$$
f(x)=\frac{1}{4}+\frac{1}{4} x_{1} x_{4} x_{5} x_{7} x_{9}+\frac{1}{4} x_{2} x_{3} x_{6} x_{8} x_{10}+\frac{1}{4} x_{1} x_{2} x_{3} x_{4} x_{5} x_{6} x_{7} x_{8} x_{9} x_{10}
$$

This is a resolution $V^{*}$ design and $2 r=10$. If we take $k=2$, then after the transformation (3.2.1), $\mathcal{F}$ is converted into a resolution $I X$ (not VII) design and its indicator polynomial function is

$$
g(y)=\frac{1}{2}+\frac{1}{2} y_{1} y_{3} y_{4} y_{5} y_{6} y_{7} y_{8} y_{9} y_{10}
$$

Corollaries 3.2.10 and 3.2.11 provide connections between two-level designs of resolution $(2 l-1) . x$ and resolution $2 l . x$. In particular, when $l=2$, they show connections between two-level designs of resolution III. $x$ and resolution IV.x.

Corollary 3.2.10. Let $\mathcal{F}$ be a two-level $m$-factor design of resolution $(2 l-1) . x$. If there is a $2 l$-letter word in the indicator polynomial function of $\mathcal{F}$ and there exists a $k \in\{1,2, \ldots, m\}$ such that for any $\alpha \in A, \alpha_{k} \neq 1$, then $\mathcal{F}$ can be converted into a $(m-1)$-factor design $\hat{\mathcal{F}}$ of resolution $2 l . x$ in the same number of runs.

Corollary 3.2.11. Let $\mathcal{F}$ be a two-level m-factor design of resolution 2l.x. Then, $\mathcal{F}$ can be converted into a $(m-1)$-factor design $\hat{\mathcal{F}}$ of resolution $2 l-1 . x$ in the same number of runs.

Example 3.2.12. An indicator polynomial function of a 7 -factor regular design with generators $x_{5}=x_{1} x_{2} x_{4}, x_{6}=x_{1} x_{3}$, and $x_{7}=x_{2} x_{3}$ is

$$
\begin{aligned}
f(x)= & \frac{1}{8}+\frac{1}{8} x_{1} x_{3} x_{8}+\frac{1}{8} x_{2} x_{3} x_{7}+\frac{1}{8} x_{1} x_{2} x_{4} x_{5}+\frac{1}{8} x_{4} x_{5} x_{6} x_{7} \\
& +\frac{1}{8} x_{1} x_{2} x_{6} x_{7}+\frac{1}{8} x_{2} x_{3} x_{4} x_{5} x_{6}+\frac{1}{8} x_{1} x_{3} x_{4} x_{5} x_{7} .
\end{aligned}
$$

This is a resolution III design. Since there exists a $k(=3)$ such that $x_{3}$ is not in all the 4 -letter words, $\mathcal{F}$ can be converted into a 6-factor design of resolution IV and its indicator polynomial function is

$$
g(y)=\frac{1}{4}+\frac{1}{4} y_{1} y_{2} y_{4} y_{5}+\frac{1}{4} y_{4} y_{5} y_{6} y_{7}+\frac{1}{4} y_{1} y_{2} y_{6} y_{7}
$$

Example 3.2.13. An indicator polynomial function of a 7-factor design is

$$
f(x)=\frac{3}{4}+\frac{1}{4} x_{1} x_{3} x_{4} x_{7}+\frac{1}{4} x_{1} x_{2} x_{4} x_{5}+\frac{1}{4} x_{2} x_{3} x_{5} x_{7}+\frac{1}{2} x_{2} x_{3} x_{4} x_{6} x_{7} .
$$

This is a resolution $4 \frac{2}{3}$ design. If we take $k=1$, then $\mathcal{F}$ is converted into a 6-factor design of resolution $I I$ and its indicator polynomial function is

$$
g(y)=\frac{3}{2}+\frac{1}{2} y_{3} y_{4} y_{7}+\frac{1}{2} y_{2} y_{4} y_{5}+\frac{1}{2} y_{2} y_{3} y_{5} y_{7}
$$

### 3.3 Obtaining a Resolution $I I I^{*}$ Design by Converting a $m$-Factor Design into a $(m+1)$-Factor Design

Assume that

$$
y_{i}=\left(x_{k} x_{l}\right) x_{i}, \quad i=1,2, \ldots, m, y_{m+1}=x_{k} x_{l} .
$$

Then, $y_{1}, y_{2}, \ldots, y_{m+1}$ form a $(m+1)$-factor two-level factorial design and

$$
x_{l}=y_{k}, x_{k}=y_{l}, \text { and } x_{i}=y_{k} y_{l} y_{i}, \forall i \neq k, l .
$$

Since

$$
x^{\alpha}=\left[\prod_{\substack{i=1 \\ i \neq k, l}}^{m}\left(y_{k} y_{l} y_{i}\right)^{\alpha_{i}}\right] y_{k}^{\alpha_{l}} y_{l}^{\alpha_{k}}=\left[\prod_{\substack{i=1 \\ i \neq k, l}}^{m}\left(y_{i}\right)^{\alpha_{i}}\right] y_{k}^{\|\alpha\|-\alpha_{k}} y_{l}^{\|\alpha\|-\alpha_{l}}
$$

we define

$$
\alpha_{i}^{\prime}= \begin{cases}\alpha_{i}, & \text { if } 1 \leq i \leq m \text { and } i \neq k, l  \tag{3.3.1}\\ \|\alpha\|-\alpha_{k}(\bmod 2), & \text { if } i=k \\ \|\alpha\|-\alpha_{l}(\bmod 2), & \text { if } i=l \\ 0, & \text { if } i=m+1\end{cases}
$$

Then $x^{\alpha}=y^{\alpha^{\prime}}$.
Lemma 3.3.1 gives the indicator polynomial function of the transformed design.

Lemma 3.3.1. Let $\mathcal{F}$ be a two-level $m$-factor design and $\hat{\mathcal{F}}$ be the transformed $(m+1)$-factor design. If (1.2.1) is the indicator polynomial function of $\mathcal{F}$, then the indicator polynomial function of $\hat{\mathcal{F}}$ is

$$
g(y)=\frac{1}{2}\left(\sum_{\alpha \in L_{2} m} b_{\alpha} y^{\alpha^{\prime}}+\sum_{\alpha \in L_{2} m} b_{\alpha} y^{\alpha^{\prime}+\varphi}\right)
$$

where $\varphi$ is a $1 \times(m+1)$ vector such that $k, l$ and $(m+1)$-th entries are 1 and all others are 0.

Proof. The indicator polynomial function of the $2^{(m+1)-1}$ design with defining relation $y_{m+1}=y_{k} y_{l}$ is

$$
f_{0}(y)=\frac{1}{2}\left(1+y_{k} y_{l} y_{m+1}\right) .
$$

From above discussion, the right hand side of (1.2.1) can be written as $\sum_{\alpha \in L_{2} m} b_{\alpha} y^{\alpha^{\prime}}$. Thus, the indicator polynomial function of the design formed by the factors $y_{1}, y_{2}, \ldots, y_{m}$ is

$$
f_{1}(y)=\sum_{\alpha \in L_{2^{m}}} b_{\alpha} y^{\alpha^{\prime}} .
$$

Therefore, the indicator polynomial function of $\hat{\mathcal{F}}$ is

$$
\begin{aligned}
g(y) & =f_{0}(y) f_{1}(y) \\
& =\frac{1}{2}\left(1+y_{k} y_{l} y_{m+1}\right) \sum_{\alpha \in L_{2} m} b_{\alpha} y^{\alpha^{\prime}} \\
& =\frac{1}{2}\left(\sum_{\alpha \in L_{2} m} b_{\alpha} y^{\alpha^{\prime}}+\sum_{\alpha \in L_{2} m} b_{\alpha} y^{\alpha^{\prime}+\varphi}\right) .
\end{aligned}
$$

The following theorem is a generalization of Theorem 1.3.3 which was obtained by Draper and Lin [14].

Theorem 3.3.2. Any m-factor two-level fractional factorial design $\mathcal{F}$ of resolution $V$ or bigger can be converted into a $(m+1)$-factor design $\hat{\mathcal{F}}$ of resolution III ${ }^{*}$.

Proof. By (3.3.1),

$$
\begin{align*}
& \left\|\alpha^{\prime}\right\|= \begin{cases}\|\alpha\|-2, & \text { if }\|\alpha\| \text { is odd, and } \alpha_{k}=1, \alpha_{l}=1, \\
\|\alpha\|+2, & \text { if }\|\alpha\| \text { is odd, and } \alpha_{k}=0, \alpha_{l}=0, \\
\|\alpha\|, & \text { otherwise, }\end{cases}  \tag{3.3.2}\\
& \left(\alpha^{\prime}+\varphi\right)_{i}= \begin{cases}\alpha_{i}, & \text { if } 1 \leq i \leq m \text { and } i \neq k, l, \\
\|\alpha\|-\alpha_{k}+1(\bmod 2), & \text { if } i=k, \\
\|\alpha\|-\alpha_{l}+1(\bmod 2), & \text { if } i=l, \\
1, & \text { if } i=m+1,\end{cases}
\end{align*}
$$

and therefore

$$
\left\|\alpha^{\prime}+\varphi\right\|= \begin{cases}\|\alpha\|-1, & \text { if }\|\alpha\| \text { is even, and } \alpha_{k}=1, \alpha_{l}=1  \tag{3.3.3}\\ \|\alpha\|+3, & \text { if }\|\alpha\| \text { is even, and } \alpha_{k}=0, \alpha_{l}=0 \\ \|\alpha\|+1, & \text { otherwise. }\end{cases}
$$

By (3.3.2) and (3.3.3), for any $\alpha \in \Omega^{\mathcal{F}}$ such that $\|\alpha\| \geq 5,\|\alpha\|$ and $\left\|\alpha^{\prime}+\varphi\right\|$ are all at least 3 but not equal to 4. From Lemma 3.3.1, the indicator polynomial function of $\hat{\mathcal{F}}$ has a word $y^{\varphi}=y_{k} y_{l} y_{m+1}$ and its length is 3 . Thus, the resolution of $\hat{\mathcal{F}}$ is $I I I^{*}$.

The following corollary is an extension of Corollary 1.3 .4 obtained by Draper and Lin [14].

Corollary 3.3.3. If $(m-1)$ is the maximum number of factors that can be accommodated in a design $\mathcal{F}$ of resolution $V \cdot x$, then the maximum number of factors that can be accommodated in a resolution III* design with the same number of runs is at least $m$.

Example 3.3.4. An indicator polynomial function of a two-level 9 -factor design is

$$
f(x)=\frac{3}{4}+\frac{1}{4} x_{1} x_{3} x_{4} x_{6} x_{7}+\frac{1}{4} x_{2} x_{3} x_{5} x_{6} x_{8}+\frac{1}{4} x_{1} x_{2} x_{4} x_{5} x_{7} x_{9}+\frac{1}{2} x_{1} x_{2} x_{5} x_{6} x_{8} x_{9}
$$

If we take $k=1$ and $l=6$, then $x_{1} x_{3} x_{4} x_{6} x_{7}=y_{3} y_{4} y_{7}, x_{2} x_{3} x_{5} x_{6} x_{9}=$ $y_{1} y_{2} y_{3} y_{5} y_{9}, x_{1} x_{2} x_{4} x_{5} x_{7} x_{9}=y_{1} y_{2} y_{4} y_{5} y_{7} y_{9}$, and $x_{1} x_{2} x_{5} x_{6} x_{8} x_{9}=y_{1} y_{2} y_{5} y_{6} y_{8} y_{9}$. Thus, by Lemma 3.3.1, the indicator polynomial function of the transformed design is

$$
\begin{aligned}
g(y)= & \frac{3}{8}+\frac{3}{8} y_{1} y_{6} y_{10}+\frac{1}{8} y_{3} y_{4} y_{7}+\frac{1}{8} y_{1} y_{2} y_{3} y_{5} y_{9}+\frac{1}{8} y_{1} y_{2} y_{4} y_{5} y_{7} y_{9}+\frac{1}{4} y_{1} y_{2} y_{5} y_{6} y_{8} y_{9} \\
& +\frac{1}{8} y_{1} y_{3} y_{4} y_{6} y_{7} y_{10}+\frac{1}{8} y_{2} y_{3} y_{5} y_{6} y_{9} y_{10}+\frac{1}{4} y_{2} y_{5} y_{8} y_{9} y_{10}+\frac{1}{8} y_{2} y_{4} y_{5} y_{6} y_{7} y_{9} y_{10} .
\end{aligned}
$$

The word lengths of the 3 -letter words $y_{1} y_{6} y_{10}$ and $y_{3} y_{4} y_{7}$ are 3 and $3 \frac{2}{3}$, respectively. Thus, the resolution of the transformed design is III. Since there is no 4-letter word in its indicator polynomial function, the transformed design is therefore of resolution $I I I^{*}$.

If we take $k=4$ and $l=8$ (note that $x_{8}$ is not in any 5 -letter word), then $x_{1} x_{3} x_{4} x_{6} x_{7}=y_{1} y_{3} y_{6} y_{7} y_{8}, x_{2} x_{3} x_{5} x_{6} x_{9}=y_{2} y_{3} y_{4} y_{5} y_{6} y_{8} y_{9}, x_{1} x_{2} x_{4} x_{5} x_{7} x_{9}=$ $y_{1} y_{2} y_{4} y_{5} y_{7} y_{9}$, and $x_{1} x_{2} x_{5} x_{6} x_{8} x_{9}=y_{1} y_{2} y_{5} y_{6} y_{8} y_{9}$. Thus, the indicator polynomial function of the transformed design is

$$
\begin{aligned}
g(y)= & \frac{3}{8}+\frac{3}{8} y_{4} y_{8} y_{10}+\frac{1}{8} y_{1} y_{3} y_{6} y_{7} y_{8}+\frac{1}{4} y_{1} y_{2} y_{5} y_{6} y_{8} y_{9}+\frac{1}{8} y_{1} y_{2} y_{4} y_{5} y_{7} y_{9} \\
& +\frac{1}{8} y_{1} y_{3} y_{4} y_{6} y_{7} y_{10}+\frac{1}{8} y_{2} y_{3} y_{5} y_{6} y_{9} y_{10}+\frac{1}{4} y_{1} y_{2} y_{4} y_{5} y_{6} y_{9} y_{10} \\
& +\frac{1}{8} y_{2} y_{3} y_{4} y_{5} y_{6} y_{8} y_{9}+\frac{1}{8} y_{1} y_{2} y_{5} y_{7} y_{8} y_{9} y_{10} .
\end{aligned}
$$

There is only one 3-letter word $y_{4} y_{8} y_{10}$ and its word length is 3. Note that there is no 4 -letter word in the indicator polynomial function and hence this is also a
resolution III* design. However, if we compare the two transformed designs by the minimum aberration criteria, the second design is better since it has only one 3-letter word.

Hence, when we choose $k$ or $l$, it is better to choose the one whose factor is not contained in any 5 -letter word.

## Chapter 4

## Indicator Polynomial Functions of Partial Foldover Designs

### 4.1 Introduction

Partial foldover designs save half or more of the original runs comparing to corresponding full foldover designs. The new runs which are added to the original design is used to de-alias some effects. Mee and Peralta [20] studied various possible semifoldover regular designs. John [18] considered to add a fraction of $\frac{1}{4}$ original runs to the original regular design. We study partial foldover general two-level factorial designs, regular or non-regular.

The powerful tool we use for this purpose is indicator polynomial functions. As we mentioned earlier in Section 1.2, indicator polynomial functions provide alias structure of the designs, that is, any word in the indicator polynomial functions implies an alias relation. Conversely, if a word is not in the indicator polynomial function, then the alias relations caused by this word are de-aliased. Note that for a regular design, if two effects are aliased with the same
effect, then this two effects are also aliased; but for a non-regular design, this is not true in general.

For example ([15]), an indicator polynomial function of a 5 -factor nonregular design is:

$$
f(x)=\frac{1}{2}+\frac{1}{4} x_{1} x_{2} x_{3}+\frac{1}{4} x_{1} x_{2} x_{4}+\frac{1}{4} x_{1} x_{2} x_{3} x_{5}+\frac{1}{4} x_{1} x_{2} x_{4} x_{5} .
$$

Although $x_{3}$ and $x_{4}$ are partially aliased with $x_{1} x_{2}, x_{3}$ and $x_{4}$ are not (partially) aliased. Also, $x_{3} x_{5}$ and $x_{4} x_{5}$ are partially aliased with $x_{1} x_{2}$, but $x_{3} x_{5}$ and $x_{4} x_{5}$ are not (partially) aliased since $x_{3} x_{4}$ is not in the indicator polynomial function.

In Section 4.2, we study the indicator polynomial functions of semifoldover designs. In Section 4.3, we extend some results in Section 4.2 to a more general case and, especially, the indicator polynomial functions of partial foldover designs obtained by adding a fraction of $\frac{1}{4}$ original runs are obtained.

### 4.2 Indicator Polynomial Functions of Semifoldover Designs

In this section, we study indicator polynomial functions of semifoldover designs.
Lemma 4.2.1 below is obtained directly from the properties in Section 1.4, and this result will be utilized later. One can see that the words that are left are those in the original design which are not sign-reversed in the new fraction. This shows that the "Foldover Rule 1 " in Montgomery [21] is also true for non-regular designs. Thus, foldover of a non-regular design can also de-alias all (or as many as possible) the two-factor interactions which contain factors of interest as foldover of a regular design.

Lemma 4.2.1. Assume that (1.5.2) is the indicator polynomial function of $\mathcal{F}$. If we fold over on $x_{1}, x_{2}, \ldots, x_{r}$, then the indicator polynomial function of the full foldover design is

$$
\begin{equation*}
f_{c}(x)=2 \sum_{\alpha \in \Omega_{e}} b_{\alpha} x^{\alpha} \tag{4.2.1}
\end{equation*}
$$

Lemma 4.2.2 below is useful for getting indicator polynomial functions of semifoldover designs, and is easy to verify.

Lemma 4.2.2. Let $\mathcal{F}_{a}$ and $\mathcal{F}_{b}$ be fractions of a two-level factorial design and $f_{a}(x)$ and $f_{b}(x)$ be the corresponding indicator polynomial functions, respectively. Then, the indicator polynomial function of $\mathcal{F}_{a} \cap \mathcal{F}_{b}$ is $f_{a}(x) f_{b}(x)$.

Lemma 4.2.3 provides the indicator polynomial function of $\mathcal{F}^{(e)}$.
Lemma 4.2.3. Let (1.5.2) is the indicator polynomial function of $\mathcal{F}$, then

$$
\begin{equation*}
f^{(e)}(x)=\frac{1}{2}(1+e z) f(x)=\frac{1}{2}(1+e z)\left(\sum_{\alpha \in \Omega_{e}} b_{\alpha} x^{\alpha}+\sum_{\alpha \in \Omega_{o}} b_{\alpha} x^{\alpha}\right) \tag{4.2.2}
\end{equation*}
$$

is the indicator polynomial function of $\mathcal{F}^{(e)}$.
Proof. The indicator polynomial function of the half fraction which satisfies $e z=$ 1 (or $z=e$ ) is $f_{h}(x)=1 / 2+e z / 2$. By Lemma 4.2.2, the indicator polynomial function of $\mathcal{F}^{(e)}$ is

$$
f^{(e)}(x)=f(x) f_{h}(x)=\frac{1}{2}(1+e z) f(x)
$$

We can also prove this in the following way by using the definition of indicator polynomial functions:

Since $\mathcal{F}=\mathcal{F}^{(e)} \cup \mathcal{F}^{(-\varepsilon)}, D_{2^{m}}=\mathcal{F}^{(e)} \cup \mathcal{F}^{(-e)} \cup\left(D_{2^{m}} \backslash \mathcal{F}\right)$. To prove (4.2.2) is the indicator polynomial function of $\mathcal{F}^{(e)}$, we consider the value of $f^{(e)}(x)$ in the three subsets separately.

1. If $x \in \mathcal{F}^{(e)}$, then $x \in \mathcal{F}$ and $z=e$. It follows that $f(x)=1$ and $e z=1$. Thus $f^{(e)}(x)=f(x)=1$.
2. If $x \in \mathcal{F}^{(-e)}$, then $z=-e$. It yields $e z=-1$ and, therefore, $f^{(e)}(x)=0$.
3. If $x \in D_{2^{m}} \backslash \mathcal{F}$, then $f(x)=0$. It follows that $f^{(e)}(x)=0$.

By (1),(2) and (3), we obtain

$$
f^{(e)}(x)= \begin{cases}1 & \text { if } x \in \mathcal{F}^{(e)} \\ 0 & \text { if } x \in D_{2^{m}} \backslash \mathcal{F}^{(e)}\end{cases}
$$

By the uniqueness of the indicator polynomial function, we know that $f^{(e)}(x)$ is the indicator polynomial function of $\mathcal{F}^{(e)}$.

Remember that $\mathcal{F}_{0}$ is the new fraction obtained by reversing the signs of $x_{1}, x_{2}, \ldots, x_{r}$. Note that for regular designs, number of runs in the fraction $\mathcal{F}_{o}^{(\epsilon)}$ is exactly half runs of the original design. But for non-regular designs, number of runs in the fraction $\mathcal{F}_{o}^{(e)}$ may be less or more than half runs of the original design.

Proposition 4.2 .4 below provides the indicator polynomial function of the semifoldover design. It shows that the words in the two semifoldover designs obtained by adding the fraction $\mathcal{F}_{o}^{(1)}$ or the fraction $\mathcal{F}_{o}^{(-1)}$ to the original design are the same. Thus, the two semifoldover designs have the same alias sets.

Proposition 4.2.4. Assume that (1.5.2) is the indicator polynomial function of $\mathcal{F}$. If we subset on a main effect or an interaction effect $e z, e=1,-1$, then the indicator polynomial function of $\mathcal{F}^{(e)} \cup \mathcal{F}_{o}^{(e)}$ is

$$
f_{1}(x)=\sum_{\alpha \in \Omega_{e}} b_{\alpha} x^{\alpha}+e z \sum_{\alpha \in \Omega_{e}} b_{\alpha} x^{\alpha}
$$

The indicator polynomial function of $\mathcal{F}^{(-e)} \cup \mathcal{F}_{0}^{(e)}$ is

$$
f_{2}(x)=\sum_{\alpha \in \Omega_{e}} b_{\alpha} x^{\alpha}-e z \sum_{\alpha \in \Omega_{0}} b_{\alpha} x^{\alpha} .
$$

Proof. By Property (1) in Section 1.4, the indicator polynomial function of $\mathcal{F}_{0}$ is

$$
f_{o}(x)=\sum_{\alpha \in \Omega_{e}} b_{\alpha} x^{\alpha}-\sum_{\alpha \in \Omega_{o}} b_{\alpha} x^{\alpha} .
$$

If we subset on $e z$, then, by Lemma 4.2.3, the indicator polynomial function of $\mathcal{F}_{o}^{(e)}$ is given by

$$
f_{o}^{(e)}(x)=\frac{1}{2}\left\{\sum_{\alpha \in \Omega_{e}} b_{\alpha} x^{\alpha}-\sum_{\alpha \in \Omega_{o}} b_{\alpha} x^{\alpha}+e z \sum_{\alpha \in \Omega_{e}} b_{\alpha} x^{\alpha}-e z \sum_{\alpha \in \Omega_{o}} b_{\alpha} x^{\alpha}\right\}
$$

By (4.2.2) and the Property (2) in Section 1.4, the results follow easily.
Note that any word in $f_{c}(x)$ is also in $f_{1}(x)$ and $f_{2}(x)$ and, consequently, all the alias relations in the full foldover design are still in the semifoldover design. Thus, the semifoldover design can not de-alias any additional two-factor interactions than the full foldover design.

It is well known that for a regular design $\mathcal{F}$, its run size must have the form $2^{m-p}$ if there are $m$ factors and $p$ generators, thus, the combined fraction $\mathcal{F} \cup \mathcal{F}_{o}^{(e)}$ is a non-regular design since its run size is $2^{m-p}+\frac{1}{2} \cdot 2^{m-p}=\frac{3}{2} \cdot 2^{m-p}$. But for a non-regular design $\mathcal{F}$, it is hard to see if the run size of the combined fraction $\mathcal{F} \cup \mathcal{F}_{0}^{(e)}$ has the form $2^{m-p}$, so we can not tell whether it can be a regular design. Proposition 4.2 .5 provides the indicator polynomial function of $\mathcal{F} \cup \mathcal{F}_{o}^{(e)}$ which allow us to answer this question easily.

Proposition 4.2.3. Assume that (1.5.2) is the indicator polynomial function of $\mathcal{F}$. If we subset on $e z, e=1,-1$, then the indicator polynomial function $f_{s}(x)=\sum_{\alpha \in L_{2} m} c_{\alpha} x^{\alpha}$ of the combined semifoldover design $\mathcal{F} \cup \mathcal{F}_{o}^{(e)}$ is

$$
\begin{equation*}
f_{s}(x)=\frac{3}{2} \sum_{\alpha \in \Omega_{e}} b_{\alpha} x^{\alpha}+\frac{1}{2} \sum_{\alpha \in \Omega_{0}} b_{\alpha} x^{\alpha}+\frac{1}{2} e z\left(-\sum_{\alpha \in \Omega_{0}} b_{\alpha} x^{\alpha}+\sum_{\alpha \in \Omega_{\varepsilon}} b_{\alpha} x^{\alpha}\right) \tag{4.2.3}
\end{equation*}
$$

Proof. By the proof of Proposition 4.2.4, the indicator polynomial function of $\mathcal{F}_{0}^{(e)}$ is

$$
f_{o}^{(e)}(x)=\frac{1}{2}\left\{\sum_{\alpha \in \Omega_{e}} b_{\alpha} x^{\alpha}-\sum_{\alpha \in \Omega_{o}} b_{\alpha} x^{\alpha}+e z \sum_{\alpha \in \Omega_{e}} b_{\alpha} x^{\alpha}-e z \sum_{\alpha \in \Omega_{o}} b_{\alpha} x^{\alpha}\right\} .
$$

Thus, the indicator polynomial function of the combined semifoldover design $\mathcal{F} \cup \mathcal{F}_{o}^{(e)}$ is $f_{s}(x)=f(x)+f_{o}^{(e)}(x)$, which is (4.2.3).

One can see that the constant of the indicator polynomial function (4.2.3) is $c_{0}=\frac{3}{2} b_{0}$, but other coefficients are $c_{\alpha}=\frac{1}{2} b_{\alpha}$ or $-\frac{1}{2} b_{\alpha}$. Thus, by Proposition 1.2.1, (4.2.3) represents a regular design if and only if

$$
\left|c_{\alpha} / c_{0}\right|=1
$$

and if and only if

$$
\left|b_{\alpha} / b_{0}\right|=3
$$

which is impossible by (1.2.3). Therefore, this combined fraction can never be a regular design no matter the original design is a regular design or a non-regular design.

### 4.3 Extensions

In Section 4.2, we obtained the indicator polynomial functions of semifoldover design. In this section, we consider the addition of a smaller fraction to the original fraction and extend some results in Section 4.2 to a more general case.

It is easy to check that Lemma 4.2 .2 can be extended to a more general case as follows.

Lemma 4.3.1. Let $\mathcal{F}_{1}, \mathcal{F}_{2}, \cdots, \mathcal{F}_{p}$ be fractions of a two-level factorial design and $f_{1}(x), f_{2}(x), \cdots, f_{p}(x)$ be the corresponding indicator polynomial functions. Then, the indicator polynomial function of $\mathcal{F}_{1} \cap \mathcal{F}_{2} \cap \cdots \cap \mathcal{F}_{p}$ is $f_{1}(x) f_{2}(x) \cdots f_{p}(x)$.

Let

$$
\begin{equation*}
\mathcal{F}^{\left(e_{1}, e_{2}, \ldots, e_{p}\right)}=\left\{x \in \mathcal{F} \mid z_{1}=e_{1}, z_{2}=e_{2}, \ldots, z_{r}=e_{p}\right\} \tag{4.3.1}
\end{equation*}
$$

where $e_{i}=1$ or $-1, i=1,2, \ldots, p$, and $z_{i}$ be a main effect or an interaction. We can add a smaller fraction $\mathcal{F}^{\left(e_{1}, e_{2}, \ldots, e_{p}\right)}$ to the original design to get a partial foldover design.

Lemma 4.3.2 provides the indicator polynomial function of $\mathcal{F}^{\left(e_{1}, e_{2}, \ldots, \epsilon_{p}\right)}$.
Lemma 4.3.2. Assume that (1.5.2) is the indicator polynomial function of $\mathcal{F}$, then

$$
\begin{equation*}
f^{\left(e_{1}, \varepsilon_{2}, \ldots, e_{p}\right)}(x)=\frac{1}{2^{p}} f(x) \prod_{i=1}^{p}\left(1+e_{i} z_{i}\right) \tag{4.3.2}
\end{equation*}
$$

is the indicator polynomial function of $\mathcal{F}^{\left(e_{1}, e_{2}, \ldots, e_{p}\right)}$.
Proof. The indicator polynomial function of the half fraction which satisfies $e_{i} z_{i}=$ 1 (or $z_{i}=e_{i}$ ) is $f_{i}(x)=\frac{1}{2}\left(1+e_{i} z_{i}\right)$. By Lemma 4.3.1, we get the results.

From the proof of Proposition 4.2.4, we know that the indicator polynomial function of $\mathcal{F}_{o}$ is

$$
f_{o}(x)=\sum_{\alpha \in \Omega_{e}} b_{\alpha} x^{\alpha}-\sum_{\alpha \in \Omega_{o}} b_{\alpha} x^{\alpha}
$$

Thus, by Lemma 4.3.2, the indicator polynomial function of $\mathcal{F}_{0}^{\left(e_{1}, e_{2}, \ldots, e_{p}\right)}$ is given by

$$
\begin{equation*}
f_{o}^{\left(e_{1}, e_{2}, \ldots, e_{p}\right)}(x)=\frac{1}{2^{p}} f_{o}(x) \prod_{i=1}^{p}\left(1+e_{i} z_{i}\right) . \tag{4.3.3}
\end{equation*}
$$

By (4.3.2) and (4.3.3), we can get indicator polynomial functions of partial foldover designs.

Proposition 4.3 .3 below provides the indicator polynomial functions of the double semifoldover designs which is obtained by adding $\frac{1}{4}$ fraction to the original design.

Proposition 4.3.3. Assume that (1.5.2) is the indicator polynomial function of $\mathcal{F}$. If we subset on $e_{j} z_{j}, j=1,2$, then the indicator polynomial function of $\mathcal{F}^{\left(e_{1}, e_{2}\right)} \cup \mathcal{F}_{o}^{\left(e_{1}, e_{2}\right)}$ is

$$
f_{1}(x)=\frac{1}{2}\left(1+e_{1} z_{1}\right)\left(1+e_{2} z_{2}\right) \sum_{\alpha \in \Omega_{e}} b_{\alpha} x^{\alpha} .
$$

The indicator polynomial function of $\mathcal{F}^{\left(e_{1},-e_{2}\right)} \cup \mathcal{F}_{0}^{\left(e_{1}, e_{2}\right)}$ is

$$
f_{2}(x)=\frac{1}{2}\left(1+e_{1} z_{1}\right)\left(\sum_{\alpha \in \Omega_{e}} b_{\alpha} x^{\alpha}-e_{2} z_{2} \sum_{\alpha \in \Omega_{o}} b_{\alpha} x^{\alpha}\right) .
$$

The indicator polynomial function of $\mathcal{F}^{\left(-e_{1}, e_{2}\right)} \cup \mathcal{F}_{o}^{\left(e_{1}, e_{2}\right)}$ is

$$
f_{3}(x)=\frac{1}{2}\left(1+e_{2} z_{2}\right)\left(\sum_{\alpha \in \Omega_{e}} b_{\alpha} x^{\alpha}-e_{1} z_{1} \sum_{\alpha \in \Omega_{o}} b_{\alpha} x^{\alpha}\right) .
$$

The indicator polynomial function of $\mathcal{F}^{\left(-e_{1},-e_{2}\right)} \cup \mathcal{F}_{0}^{\left(e_{1}, e_{2}\right)}$ is

$$
f_{4}(x)=\frac{1}{2}\left[\left(1+e_{1} e_{2} z_{1} z_{2}\right) \sum_{\alpha \in \Omega_{e}} b_{\alpha} x^{\alpha}-\left(e_{1} z_{1}+e_{2} z_{2}\right) \sum_{\alpha \in \Omega_{o}} b_{\alpha} x^{\alpha}\right] .
$$

Proof. By (4.3.2) and (4.3.3), we get

$$
\begin{aligned}
& f_{o}^{\left(e_{1}, e_{2}\right)}(x)=\frac{1}{2^{2}}\left(1+e_{1} z_{1}\right)\left(1+e_{2} z_{2}\right) f_{0}(x), \\
& f^{\left(e_{1}, e_{2}\right)}(x)=\frac{1}{2^{2}}\left(1+e_{1} z_{1}\right)\left(1+e_{2} z_{2}\right) f(x), \\
& f^{\left(e_{1},-e_{2}\right)}(x)=\frac{1}{2^{2}}\left(1+e_{1} z_{1}\right)\left(1-e_{2} z_{2}\right) f(x),
\end{aligned}
$$

$$
\begin{aligned}
& f^{\left(-e_{1}, e_{2}\right)}(x)=\frac{1}{2^{2}}\left(1-e_{1} z_{1}\right)\left(1+e_{2} z_{2}\right) f(x), \\
& f^{\left(-e_{1},-e_{2}\right)}(x)=\frac{1}{2^{2}}\left(1-e_{1} z_{1}\right)\left(1-e_{2} z_{2}\right) f(x)
\end{aligned}
$$

Thus the indicator polynomial function of $\mathcal{F}^{\left(e_{1}, e_{2}\right)} \cup \mathcal{F}_{o}^{\left(e_{1}, e_{2}\right)}$ is

$$
\begin{aligned}
f_{1}(x) & =f^{\left(e_{1}, e_{2}\right)}(x)+f_{o}^{\left(e_{1}, e_{2}\right)}(x) \\
& =\frac{1}{2^{2}}\left(1+e_{1} z_{1}\right)\left(1+e_{2} z_{2}\right) f(x)+\frac{1}{2^{2}}\left(1+e_{1} z_{1}\right)\left(1+e_{2} z_{2}\right) f_{o}(x) \\
& =\frac{1}{2}\left(1+e_{1} z_{1}\right)\left(1+e_{2} z_{2}\right) \sum_{\alpha \in \Omega_{e}} b_{\alpha} x^{\alpha} .
\end{aligned}
$$

Similarly, we can get other indicator polynomial functions.

## Chapter 5

## Semifolding Resolution III.x

## Designs

### 5.1 Introduction

It is well known that folding over a resolution $I I I$ design can de-alias all the main effects. Li, Lin and Ye [19] studied foldover non-regular designs using indicator polynomial functions. They showed that the foldover non-regular designs obtained by folding over on all the main effects can also de-alias all the main effects. Mee and Peralta [20] considered semifoldover resolution III designs through a example. Although semifoldover resolution III designs can not de-alias all the main effects as the corresponding foldover designs, but Mee and Peralta [20] pointed out that the half new runs can be used as confirmation runs which verify the validity of one's assessment of active versus inactive factors.

In this chapter, we assume that $\mathcal{F}$ is a resolution III. $x$ design. From a practical point of view, we assume that $\mathcal{F}$ is a design without replicates. When we say a main effect can be de-aliased, we mean it can be de-aliased with its
aliased two-factor interactions and ignore its aliased three-factor and higher-order interactions.

We study a semifoldover design obtained from a two-level resolution III.x factorial design, regular and non-regular. We examine when a semifoldover design can de-alias one or more main effects. In Section 5.2 , we consider semifoldover designs obtained by subsetting on a main effect and provide necessary and suffcient conditions for the semifoldover designs de-alias a main effect. We show that the semifoldover design, obtained by foldover on all the factors, can de-alias at least the same number of factors as the semifoldover designs obtained by folding over on one or more, but not all, main effects. In Section 5.3, we consider a semifoldover design obtained by subsetting on a two-factor interaction and provide necessary and sufficient conditions for the semifoldover designs de-alias a main effect. Finally, we present a number of illustrative examples in Section 5.4 which compare various semifoldover designs in more detail.

### 5.2 Subsetting on a main effect

When subsetting on a main effect, by Proposition 4.2.4, the indicator polynomial function of $\mathcal{F}^{(e)} \cup \mathcal{F}_{o}^{(e)}$ is

$$
f_{1}(x)=\sum_{\alpha \in \Omega_{e}} b_{\alpha} x^{\alpha}+e \sum_{\alpha \in \Omega_{e}} b_{\alpha} x^{\alpha+\phi_{j}} .
$$

The indicator polynomial function of $\mathcal{F}^{(-e)} \cup \mathcal{F}_{0}^{(e)}$ is

$$
f_{2}(x)=\sum_{\alpha \in \Omega_{e}} b_{\alpha} x^{\alpha}-e \sum_{\alpha \in \Omega_{o}} b_{\alpha} x^{\alpha+\phi_{j}}
$$

Since $f_{1}(x)$ contains a one-letter word $x_{j}$, any main effect $x_{h}\left(\neq x_{j}\right)$ is (partially) aliased with at least the two-factor interaction $x_{j} x_{h}$ in the combined fraction $\mathcal{F}^{(e)} \cup \mathcal{F}_{o}^{(e)}$, and therefore can not be de-aliased in this fraction.

Proposition 5.2 .1 provides a sufficient and necessary condition for a partial foldover design to de-alias a main effect from its aliased two-factor interactions.

Proposition 5.2.1. Assume that the semifoldover design is obtained by folding over on all the main effects and subsetting on a main effect ex $x_{j}, e=1,-1$, $j=1,2, \ldots, m$. Then, $x_{j}$ can be de-aliased in $\mathcal{F}^{(-e)} \cup \mathcal{F}_{o}^{(e)}$ and a main effect $x_{h}\left(\neq x_{j}\right)$ can be de-aliased in $\mathcal{F}^{(-e)} \cup \mathcal{F}_{o}^{(e)}$ if and only if it is not in any threeletter word which contains $x_{j}$.

Proof. Let $x_{h}$ be any main effect. Since $\sum_{\alpha \in \Omega_{e}} b_{\alpha} x^{\alpha}$ contains four and higherletter words, any word in $x_{h}\left(\sum_{\alpha \in \Omega_{\epsilon}} b_{\alpha} x^{\alpha}\right)$ is at least three-letter word.

If $x_{h}=x_{j}$, then $x_{h}\left(\sum_{\alpha \in \Omega_{o}} b_{\alpha} x^{\alpha+\phi_{j}}\right)=\sum_{\alpha \in \Omega_{o}} b_{\alpha} x^{\alpha}$, which contains only three and higher-letter words. It follows that $x_{h}=x_{j}$ can be de-aliased in the combined fraction $\mathcal{F}^{(-e)} \cup \mathcal{F}_{o}^{(e)}$.

If $x_{h} \neq x_{j}$, then, for any five or higher-letter word $x^{\alpha}, x_{h} x^{\alpha+\phi_{j}}$ is at least a three-letter word. If a three-letter word $x^{\alpha}$ does not contain $x_{j}$, then $x_{h} x^{\alpha+\phi_{j}}$ is either a three-letter word, if $x_{h}$ is in $x^{\alpha}$, or a five-letter word, if $x_{h}$ is not in $x^{\alpha}$. If a three-letter word $x^{\alpha}$ contains $x_{j}$, then $x_{h} x^{\alpha+\phi_{j}}$ is a three-letter word if and only if $x_{h}$ is not in $x^{\alpha}$. Thus, all the words in $x_{h}\left(\sum_{\alpha \in \Omega_{o}} b_{\alpha} x^{\alpha+\phi_{j}}\right)$ are three or higherletter words if and only if $x_{h}$ is not in any three-letter word which contains $x_{j}$. It follows that $x_{h}$ can be de-aliased from its aliased main effects and two-factor interactions in the combined fraction $\mathcal{F}^{(-e)} \cup \mathcal{F}_{o}^{(e)}$ if and only if $x_{h}$ is not in any three-letter word which contains $x_{j}$.

From Proposition 5.2.1, we should choose the $x_{j}$ which is in as few threeletter words as possible. When there exists a factor which is not in any three-letter word of the indicator polynomial function of the original design (in this case, the
factor is not aliased with any two factor interaction), then subset on this factor permits the semifoldover design de-alias all the main effects from their aliased two-factor interactions.

Remark 5.2.1. Mee and Peralta [20] found in their example that the semifoldover design obtained by folding over on all the main effects (say $S_{1}$ ) can de-alias most main effects. This is true in general when subsetting on the same main effect $x_{j}$. Similar to Proposition 5.2.1, it is not difficult to prove that a main effect $x_{h}$ can be de-aliased in $\mathcal{F}^{(-\varepsilon)} \cup \mathcal{F}_{0}^{(e)}$ obtained by folding over on one or more, but not all, main effects (say $S_{2}$ ) if and only if $x_{h}$ is not in any three-letter word in $\mathcal{W}_{e}$ and, if $x_{h} \neq x_{j}$, any three and four-letter word which contains $x_{j}$ in $\mathcal{W}_{o}$. It means that if $x_{h}$ can be de-aliased in $S_{2}$, then it is not in any three-letter word which contains $x_{j}$. Thus, the semifoldover design obtained by folding over on one or more main effects can not de-alias more main effects than the semifoldover design obtained by folding over on all the main effects if subsetting on the same main effect. Thus, we only need to consider the semifoldover design obtain by folding over on all the main effects and subsetting on a main effect.

### 5.3 Subsetting on a two-factor interaction

When subsetting on a two-factor interaction $x_{i} x_{j}$, then, by Proposition 4.2.4, the indicator polynomial function of $\mathcal{F}^{(e)} \cup \mathcal{F}_{o}^{(e)}$ is

$$
f_{1}(x)=\sum_{\alpha \in \Omega_{e}} b_{\alpha} x^{\alpha}+e \sum_{\alpha \in \Omega_{e}} b_{\alpha} x^{\alpha+\phi_{i}+\phi_{j}}
$$

and the indicator polynomial function of $\mathcal{F}^{(-e)} \cup \mathcal{F}_{0}^{(e)}$ is

$$
f_{2}(x)=\sum_{\alpha \in \Omega_{e}} b_{\alpha} x^{\alpha}-e \sum_{\alpha \in \Omega_{0}} b_{\alpha} x^{\alpha+\phi_{i}+\phi_{j}} .
$$

Note that $f_{1}(x)$ contains a two-letter word $x_{i} x_{j}, x_{i}$ and $x_{j}$ are aliased in the fraction $\mathcal{F}^{(e)} \cup \mathcal{F}_{0}^{(e)}$.

Proposition 5.3.1. Assume that the semifoldover design is obtained by folding over on one or more main effects and subsetting on exix $x_{j}, e=1,-1, i, j=$ $1,2, \ldots, m$. Then, $x_{i}\left(x_{j}\right)$ can be de-aliased in $\mathcal{F}^{(-e)} \cup \mathcal{F}_{o}^{(e)}$ if and only if $x_{i}\left(x_{j}\right)$ is not in any three-letter word in $\mathcal{W}_{e}$ and $x_{j}\left(x_{i}\right)$ is not in any three-letter word in $\mathcal{W}_{o} . x_{h}\left(\neq x_{i}, x_{j}\right)$ can be de-aliased in $\mathcal{F}^{(e)} \cup \mathcal{F}_{o}^{(e)}$ if and only if $x_{i} x_{j}$ and $x_{h}$ is not in any three-letter word and $x_{h}$ is not in any four and five-letter word which contains $x_{i} x_{j}$ in $\mathcal{W}_{e}$; and can be de-aliased in $\mathcal{F}^{(-e)} \cup \mathcal{F}_{o}^{(e)}$ if and only if $x_{i} x_{j}$ is not in any three-letter word in $\mathcal{W}_{o}, x_{h}$ is not in any three-letter word in $\mathcal{W}_{e}$, not in any three-letter word which contains $x_{i}$ or $x_{j}$ and not in any four and five-letter word which contains $x_{i} x_{j}$ in $\mathcal{W}_{o}$.

Proof. Let $x_{h}$ be any main effect. The results can be obtained from the following facts:
a. All the words in $x_{h}\left(\sum_{\alpha \in \Omega_{e}} b_{\alpha} x^{\alpha}\right)$ are at least three-letter words if and only if $x_{h}$ is not in any three-letter word in $\mathcal{W}_{e}$.
b. If $x_{h}=x_{i}\left(x_{j}\right)$, then $x_{h}\left(\sum_{\alpha \in \Omega_{o}} b_{\alpha} x^{\alpha+\phi_{i}+\phi_{j}}\right)=\sum_{\alpha \in \Omega_{o}} b_{\alpha} x^{\alpha+\phi_{j}\left(\phi_{i}\right)}$. Thus, any word in it is a three or higher-letter word if and only if $x_{j}\left(x_{i}\right)$ is not in any three-letter word in $\mathcal{W}_{o}$. It follows that $x_{h}=x_{j}\left(x_{i}\right)$ can be de-aliased in $\mathcal{F}^{(-\epsilon)} \cup \mathcal{F}_{0}^{(e)}$ if and only if $x_{i}\left(x_{j}\right)$ is not in any three-letter word in $\mathcal{W}_{e}$ and $x_{j}\left(x_{i}\right)$ is not in any three-letter word in $\mathcal{W}_{o}$.
c. If $x_{h} \neq x_{i}\left(x_{j}\right)$, then, for any six or higher-letter word $x^{\alpha}, x_{n} x^{\alpha+\phi_{i}+\phi_{j}}$ is at least a three-letter word. For a three-letter word $x^{\alpha}, x_{h} x^{\alpha+\phi_{i}+\phi_{j}}$ is at least a three-letter word if and only if $x^{\alpha}$ does not contain $x_{i} x_{j}$ and $x_{h}$ is not in $x^{\alpha}$
if it contains $x_{i}$ or $x_{j}$. For a four or five-letter word $x^{\alpha}, x_{h} x^{\alpha+\phi_{i}+\phi_{j}}$ is at least a three-letter word if and only if $x_{h}$ is not in $x^{\alpha}$ if it contains $x_{i} x_{j}$.

Corollary 5.3.2. If the semifoldover design is obtained by folding over on all the main effects and subsetting on $e x_{i} x_{j}, e=1,-1, i, j=1,2, \ldots, m$, then, $x_{i}\left(x_{j}\right)$ can be de-aliased in $\mathcal{F}^{(-e)} \cup \mathcal{F}_{0}^{(e)}$ if and only if $x_{j}\left(x_{i}\right)$ is not in any three-letter word. Any main effect $x_{h}\left(\neq x_{i}, x_{j}\right)$ can be de-aliased in $\mathcal{F}^{(e)} \cup \mathcal{F}_{o}^{(e)}$ if and only if it is not in any four-letter word which contains $x_{i} x_{j}$, and in $\mathcal{F}^{(-e)} \cup \mathcal{F}_{o}^{(e)}$ if and only if it is not in any three-letter word which contains $x_{i}$ or $x_{j}$, in any fue-letter word which contains $x_{i} x_{j}$ and any three-letter word does not contain $x_{i} x_{j}$.

From Proposition 5.2.1, Proposition 5.3.1 and Corollary 5.3.2, one can see that it is hard to say which semifoldover design can de-alias more main effects. Examples presented in the next section will explain this in detail.

### 5.4 Illustrative examples

In this section, we give some examples which explain how Proposition 5.2.1, Proposition 5.3.1 and Corollary 5.3 .2 can be applied to get the semifoldover designs and also compare which semifoldover design can de-alias more main effects.

Example 5.4 .1 shows that for this example, if subsetting on a proper main effect, the semifoldover design obtained by folding over on all the main effects can de-alias more main effects than the semifoldover designs obtained by folding over on all the main effects and subsetting on any two-factor interaction.

Example 5.4.1. An indicator polynomial function of a 7-factor regular design
$\mathcal{F}$ with generators $x_{5}=x_{1} x_{2}, x_{6}=x_{1} x_{3}$ and $x_{7}=x_{2} x_{3} x_{4}$ is

$$
\begin{aligned}
f(x)= & \frac{1}{8}+\frac{1}{8} x_{1} x_{2} x_{5}+\frac{1}{8} x_{1} x_{3} x_{6}+\frac{1}{8} x_{2} x_{3} x_{5} x_{6}+\frac{1}{8} x_{2} x_{3} x_{4} x_{7} \\
& +\frac{1}{8} x_{4} x_{5} x_{6} x_{7}+\frac{1}{8} x_{1} x_{3} x_{4} x_{5} x_{7}+\frac{1}{8} x_{1} x_{2} x_{4} x_{6} x_{7} .
\end{aligned}
$$

Since there are two three-letter words, the alias sets are: $\left\{x_{1}, x_{2} x_{5}, x_{3} x_{6}\right\},\left\{x_{2}, x_{1} x_{5}\right\}$, $\left\{x_{3}, x_{1} x_{6}\right\},\left\{x_{5}, x_{1} x_{2}\right\}$ and $\left\{x_{6}, x_{1} x_{3}\right\}$.

When folding over on all the main effects, let $x_{j}=x_{2}$, then the indicator polynomial function of $\mathcal{F}(-e) \cup \mathcal{F}_{0}^{(e)}$ is

$$
\begin{aligned}
f(x)= & \frac{1}{8}+\frac{1}{8} x_{2} x_{3} x_{5} x_{6}+\frac{1}{8} x_{2} x_{3} x_{4} x_{7}+\frac{1}{8} x_{4} x_{5} x_{6} x_{7}+\frac{1}{8} x_{1} x_{5} \\
& +\frac{1}{8} x_{1} x_{2} x_{3} x_{6}+\frac{1}{8} x_{1} x_{2} x_{3} x_{4} x_{5} x_{7}+\frac{1}{8} x_{1} x_{4} x_{6} x_{7} .
\end{aligned}
$$

Since $x_{3}\left(f(x)-\frac{1}{8}\right)$ and $x_{6}\left(f(x)-\frac{1}{8}\right)$ contains only three or higher-letter words, $x_{3}$ and $x_{6}$ are de-aliased with their aliased two-factor interactions in the combined fraction $\mathcal{F}^{(-e)} \cup \mathcal{F}_{o}^{(e)}$. This can also be done by subsetting on $x_{j}=x_{5}$. Similarly, subsetting on $x_{3}$ or $x_{6}$ permits the semifoldover design de-alias $x_{2}$ and $x_{5}$ from their aliased two-factor interactions.

Note that $x_{4}$ and $x_{7}$ are not in any three-letter word, let $x_{j}=x_{4}$, for example, then, the indicator polynomial function of $\mathcal{F}^{(-e)} \cup \mathcal{F}_{o}^{(e)}$ is

$$
\begin{aligned}
f(x)= & \frac{1}{8}+\frac{1}{8} x_{2} x_{3} x_{5} x_{6}+\frac{1}{8} x_{2} x_{3} x_{4} x_{7}+\frac{1}{8} x_{4} x_{5} x_{6} x_{7}+\frac{1}{8} x_{1} x_{2} x_{4} x_{5} \\
& +\frac{1}{8} x_{1} x_{3} x_{4} x_{6}+\frac{1}{8} x_{1} x_{3} x_{5} x_{7}+\frac{1}{8} x_{1} x_{2} x_{6} x_{7},
\end{aligned}
$$

which contains only four-letter words. Thus, any main effect in this combined fraction is not aliased with two-factor interactions.

Since $x_{1}$ is in both three-letter words, subsetting on this factor does not permit the semifoldover design de-alias any other main effect from their aliased two-factor interactions.

Since $x_{1}$ is not in any four-letter word, subsetting on $x_{1} x_{i}, i=2, \ldots, 7$ can de-alias all the main effects except $x_{1}$ and $x_{i}$ in the combined fraction $\mathcal{F}^{(e)} \cup \mathcal{F}_{0}^{(e)}$. Since $x_{4}$ and $x_{7}$ are not in the three-letter words, subsetting on $x_{k} x_{h}, k=1, \ldots, 7$, $h=4,7, k \neq h$, can de-alias $x_{k}$ in $\mathcal{F}^{(-e)} \cup \mathcal{F}_{0}^{(e)}$. However, subsetting on $x_{4} x_{7}$ can de-alias both $x_{4}$ and $x_{7}$ in $\mathcal{F}^{(-e)} \cup \mathcal{F}_{o}^{(e)}$. Subsetting on any other two-factor interaction can not de-alias any main effect in both fractions.

Examples 5.4 .2 and 5.4 .3 show that when there are several three-letter words but no four-letter word in the indicator polynomial function, subsetting on a two-factor interaction usually can de-alias more main effects than subsetting on a main effect.

Example 5.4.2. [15] An indicator polynomial function of a two-level 5-factor non-regular design $\mathcal{F}$ is

$$
f(x)=\frac{1}{2}-\frac{1}{4} x_{1} x_{2} x_{3}+\frac{1}{4} x_{2} x_{3} x_{4}+\frac{1}{4} x_{2} x_{3} x_{5}+\frac{1}{4} x_{1} x_{2} x_{3} x_{4} x_{5} .
$$

There are three three-letter words in the indicator polynomial function. The partial alias sets are: $\left\{x_{1}, x_{2} x_{3}\right\},\left\{x_{2}, x_{1} x_{3}\right\},\left\{x_{2}, x_{3} x_{4}\right\},\left\{x_{2}, x_{3} x_{5}\right\},\left\{x_{3}, x_{1} x_{2}\right\}$, $\left\{x_{3}, x_{2} x_{4}\right\},\left\{x_{3}, x_{2} x_{5}\right\},\left\{x_{4}, x_{2} x_{3}\right\},\left\{x_{5}, x_{2} x_{3}\right\}$.

When folding over on all the main effects, note that $x_{1}, x_{4}$ and $x_{5}$ are in different three-letter words, subsetting on any of them permits the semifoldover design separate the first and the last two alias sets. But subsetting on $x_{2}$ or $x_{3}$ can not separate any set since all the three-letter words contain $x_{2}$ and $x_{3}$. Since there is no four-letter word in the indicator polynomial function, subsetting on any twofactor interaction $x_{i} x_{j}, i, j=1, \ldots, 5, i \neq j$, separates all the partial alias sets, but $x_{i}$ is aliased with $x_{j}$, in the combined fraction $\mathcal{F}^{(e)} \cup \mathcal{F}_{o}^{(e)}$. However, since
any main effect is in some three-letter word and the fue-letter word contains all the main effects and possible two-factor interactions, subsetting on any two-factor interaction can not de-alias any main effect in $\mathcal{F}^{(-\varepsilon)} \cup \mathcal{F}_{o}^{(e)}$.

Example 5.4.3. An indicator polynomial function of a 6-factor non-regular de$\operatorname{sign} \mathcal{F}$ is

$$
\begin{aligned}
f(x)= & \frac{1}{4}+\frac{1}{8} x_{1} x_{4} x_{5}+\frac{1}{8} x_{2} x_{3} x_{6}-\frac{1}{8} x_{1} x_{5} x_{6}-\frac{1}{8} x_{2} x_{3} x_{4}-\frac{1}{8} x_{2} x_{5} x_{6} \\
& -\frac{1}{8} x_{1} x_{3} x_{6}-\frac{1}{8} x_{2} x_{4} x_{5}-\frac{1}{8} x_{1} x_{3} x_{4}+\frac{1}{4} x_{1} x_{2} x_{3} x_{4} x_{5} x_{6} .
\end{aligned}
$$

The partial alias sets are: $\left\{x_{1}, x_{3} x_{4}\right\},\left\{x_{1}, x_{3} x_{6}\right\},\left\{x_{1}, x_{4} x_{5}\right\},\left\{x_{1}, x_{5} x_{6}\right\},\left\{x_{2}, x_{3} x_{4}\right\}$, $\left\{x_{2}, x_{3} x_{6}\right\},\left\{x_{2}, x_{4} x_{5}\right\},\left\{x_{2}, x_{5} x_{6}\right\},\left\{x_{3}, x_{1} x_{4}\right\},\left\{x_{3}, x_{1} x_{6}\right\},\left\{x_{3}, x_{2} x_{4}\right\},\left\{x_{3}, x_{2} x_{6}\right\}$, $\left\{x_{4}, x_{1} x_{3}\right\},\left\{x_{4}, x_{1} x_{5}\right\},\left\{x_{4}, x_{2} x_{3}\right\},\left\{x_{4}, x_{2} x_{5}\right\},\left\{x_{5}, x_{1} x_{4}\right\},\left\{x_{5}, x_{1} x_{6}\right\},\left\{x_{5}, x_{2} x_{4}\right\}$, $\left\{x_{5}, x_{2} x_{6}\right\},\left\{x_{6}, x_{1} x_{3}\right\},\left\{x_{6}, x_{1} x_{5}\right\},\left\{x_{6}, x_{2} x_{3}\right\},\left\{x_{6}, x_{2} x_{5}\right\}$.

When folding over on all the main effects, subsetting on any main effect $x_{i}, i=1,2, \ldots, 6$, only permits the semifoldover design part the alias set which contains $x_{i}$, since the three-letter words which contain $x_{i}$ include all the main effects. Since there is no four-letter word in the indicator polynomial function, subsetting on any two-factor interaction $x_{i} x_{j}, i, j=1,2, \ldots, 6$, can de-alias the other four main effects in $\mathcal{F}^{(e)} \cup \mathcal{F}_{o}^{(e)}$, but can not de-alias any main effect in $\mathcal{F}^{(-e)} \cup \mathcal{F}_{o}^{(e)}$, since all the main effects are contained in some three-letter words which contain $x_{i}, x_{j}$, or $x_{i} x_{j}$.

Examples 5.4.4 and 5.4.5 show that when we properly choose the main effect and the two-factor interaction, the semifoldover designs obtained by folding over on all the factors and subsetting on a main effect and a two-factor interaction, respectively, can de-alias the same number of main effects. Example 5.4.5
also shows that the semifoldover design obtained by folding over on a proper main effect and subsetting on a proper two-factor interaction can also de-alias all the main effects. Moreover, Example 5.4 .5 shows that the semifoldover design obtained by folding over on one factor can de-alias more main effects than the semifoldover design obtained by folding over on all the main effects when subsetting on the same two-factor interaction.

Example 5.4.4. (Montgomery [22], p.690) A 9-factor regular design $\mathcal{F}$ with generators $x_{5}=x_{1} x_{2} x_{3}, x_{6}=x_{2} x_{3} x_{4}, x_{7}=x_{1} x_{3} x_{4}, x_{8}=x_{1} x_{2} x_{4}$ and $x_{9}=x_{1} x_{2} x_{3} x_{4}$. There are four three-letter words, $x_{1} x_{6} x_{9}, x_{2} x_{7} x_{9}, x_{3} x_{8} x_{9}$ and $x_{4} x_{5} x_{9}$, in its indicator polynomial function. The aliases are: $\left\{x_{1}, x_{6} x_{9}\right\},\left\{x_{2}, x_{7} x_{9}\right\},\left\{x_{3}, x_{8} x_{9}\right\}$, $\left\{x_{4}, x_{5} x_{9}\right\},\left\{x_{5}, x_{4} x_{9}\right\},\left\{x_{6}, x_{1} x_{9}\right\},\left\{x_{7}, x_{2} x_{9}\right\},\left\{x_{8}, x_{3} x_{9}\right\}$ and $\left\{x_{9}, x_{1} x_{6}, x_{2} x_{7}, x_{3} x_{8}, x_{4} x_{5}\right\}$.

When folding over on all the main effects, subsetting on $x_{i}, i=1,2, \ldots, 8$, permits the semifoldover design de-alias 7-factors. For instance, if $x_{j}=x_{1}$, then $x_{1}, x_{2}, x_{3}, x_{4}, x_{5}, x_{7}$ and $x_{8}$ can be de-aliased from their aliased two-factor interactions in $\mathcal{F}^{(-e)} \cup \mathcal{F}_{o}^{(e)}$. However, if $x_{j}=x_{3}$, then the semifoldover design can only de-alias $x_{9}$ from its aliased two-factor interactions. There are fourteen four-letter words in the indicator polynomial function, but none of them contains $x_{9}$. Thus, subsetting on $x_{i} x_{9}, i=1,2, \ldots, 8$, de-alias all the main effects in $\mathcal{F}^{(e)} \cup \mathcal{F}_{0}^{(e)}$ except $x_{i}$ and $x_{9}$. Since $x_{1} x_{6}, x_{2} x_{7}, x_{3} x_{8}$ or $x_{4} x_{5}$ is in only one of the three-letter words and not in any five-letter words, subsetting on any of them can de-alias all the main effects which are not in the two-factor interaction except $x_{9}$ in $\mathcal{F}^{(-e)} \cup \mathcal{F}_{o}^{(e)}$. But, subsetting on any other two-factor interaction can only de-alias $x_{9}$ in $\mathcal{F}^{(e)} \cup \mathcal{F}_{o}^{(e)}$.

Example 5.4.5. [15] An indicator polynomial function of a two-level 5-factor
non-regular design $\mathcal{F}$ is

$$
f(x)=\frac{1}{2}+\frac{1}{4} x_{1} x_{2} x_{3}+\frac{1}{4} x_{1} x_{2} x_{3} x_{4}+\frac{1}{4} x_{1} x_{2} x_{3} x_{5}-\frac{1}{4} x_{1} x_{2} x_{3} x_{4} x_{5} .
$$

There is one three-letter word in the indicator polynomial function. The partial alias sets are: $\left\{x_{1}, x_{2} x_{3}\right\},\left\{x_{2}, x_{1} x_{3}\right\}$ and $\left\{x_{3}, x_{1} x_{2}\right\}$.

When folding over on all the main effects, since $x_{4}$ and $x_{5}$ are not in the three-letter word, subsetting on $x_{4}$ or $x_{5}$ permits the semifoldover design separate all the partial alias sets. But subsetting on $x_{k}, k=1,2,3$, only part the partial alias set which contains $x_{k}$. Since $x_{4} x_{5}$ is not in any four-letter word, subsetting on $x_{4} x_{5}$ permit the combined fraction $\mathcal{F}^{(e)} \cup \mathcal{F}_{0}^{(e)}$ de-alias $x_{1}, x_{2}$ and $x_{3}$ from their aliased two-factor interactions. But subsetting on $x_{i} x_{j}, k=1,2,3, l=4,5$, can only de-alias $x_{k}$ in $\mathcal{F}^{(-e)} \cup \mathcal{F}_{o}^{(e)}$. Subsetting on any other two-factor interactions can not de-alias any main effect in both fractions.

When folding over on any $x_{k}, k=1,2,3$, all the words belong to $\mathcal{W}_{o}$. Thus, subsetting on $x_{4} x_{5}$ can separate all the partial alias sets in $\mathcal{F}^{(e)} \cup \mathcal{F}_{0}^{(e)}$; subsetting on $x_{k} x_{l}$ can separate the partial alias sets which do not contain $x_{k}$ in $\mathcal{F}^{(e)} \cup \mathcal{F}_{o}^{(e)}$ and separate the partial alias set which contains $x_{k}$ in $\mathcal{F}^{(-e)} \cup \mathcal{F}_{o}^{(e)}$, that is, subsetting on $x_{k} x_{l}$ can separate all the partial alias sets; subsetting on any other two-factor interaction can only de-alias one main effect in the partial alias sets which do not contain $x_{k}$ in $\mathcal{F}^{(e)} \cup \mathcal{F}_{o}^{(e)}$.

When folding over on $x_{l}$, the three-letter word belongs to $\mathcal{W}_{e}$ and, therefore, can not de-alias any main effect.

Note that all the words in the indicator polynomial functions of Examples 5.4.2 and 5.4.5 contain one or two same factors (This is only possible for nonregular designs). For the designs which have this property, when folding over on
the factor which is contained in all the words, $\mathcal{W}_{e}=\{1\}$. By Corollary 2.2.4, the constant in the indicator polynomial function of the original design is $\frac{1}{2}$. So, the indicator polynomial function of $\mathcal{F}^{(e)} \cup \mathcal{F}_{o}^{(e)}$ is $f_{1}(x)=\frac{1}{2}+\frac{1}{2} x_{k} x_{l}$. Therefore, all the main effects except $x_{k}$ and $x_{l}$ can be de-aliased in $\mathcal{F}^{(e)} \cup \mathcal{F}_{o}^{(e)}$.

Example 5.4.6 shows that for some designs, the semifoldover design almost can not de-alias any main effect.

Example 5.4.6. (Montgomery [22], p.685) A 7-factor regular design $\mathcal{F}$ with generators $x_{4}=x_{1} x_{2}, x_{5}=x_{1} x_{3}, x_{6}=x_{2} x_{3}, x_{7}=x_{1} x_{2} x_{3}$. There are seven three-letter words, $x_{1} x_{2} x_{4}, x_{1} x_{3} x_{5}, x_{2} x_{3} x_{6}, x_{4} x_{5} x_{6}, x_{3} x_{4} x_{7}, x_{2} x_{5} x_{7}$, and $x_{1} x_{6} x_{7}$, and seven four-letter words: $x_{2} x_{3} x_{4} x_{5}, x_{1} x_{3} x_{4} x_{6}, x_{1} x_{2} x_{5} x_{6}, x_{1} x_{2} x_{3} x_{7}, x_{1} x_{4} x_{5} x_{7}$, $x_{2} x_{4} x_{6} x_{7}$, and $x_{3} x_{5} x_{6} x_{7}$. The alias sets caused by the three-letter words are: $\left\{x_{1}, x_{2} x_{4}, x_{3} x_{5}, x_{6} x_{7}\right\},\left\{x_{2}, x_{1} x_{4}, x_{3} x_{6}, x_{5} x_{7}\right\},\left\{x_{3}, x_{1} x_{5}, x_{2} x_{6}, x_{4} x_{7}\right\},\left\{x_{4}, x_{1} x_{2}, x_{3} x_{7}, x_{5} x_{6}\right\}$, $\left\{x_{5}, x_{1} x_{3}, x_{4} x_{6}\right.$,
$\left.x_{2} x_{7}\right\},\left\{x_{6}, x_{2} x_{3}, x_{4} x_{5}, x_{1} x_{7}\right\},\left\{x_{7}, x_{3} x_{4}, x_{2} x_{5}, x_{1} x_{6}\right\}$.
When folding over on all the main effects, subsetting on any main effect $x_{i}, i=1,2, \ldots, 7$, only permits the semifoldover design part the alias set which contains $x_{i}$, since the three-letter words which contain $x_{i}$ include all the main effects. There are seven four-letter words in its indicator polynomial function and any two-factor interaction is in two four-letter words. Thus, subsetting on any two-factor interaction can only de-alias one main effect in $\mathcal{F}^{(e)} \cup \mathcal{F}_{0}^{(e)}$. For a two-factor interaction $x_{i} x_{j}$, any main effect which is not $x_{i}$ and $x_{j}$ is in some three-letter word which contains either $x_{i}$ or $x_{j}$, therefore, subsetting on any twofactor interaction can not de-alias any main effect in $\mathcal{F}^{(-e)} \cup \mathcal{F}_{0}^{(e)}$.

When folding over on one or more factors, subsetting on any two factor interaction can not de-alias any main effect.

## Chapter 6

## Semifolding Resolution IV.x

## Designs

### 6.1 Introduction

Montgomery and Runger [21] showed that a foldover on one or more factors for regular resolution $I V$ designs can de-alias all (or as many as possible) the two-factor interactions that we are interested in. Mee and Peralta [20] studied various cases when semifolding a regular resolution $I V$ design. They showed that the semifoldover resolution $I V$ design obtained by folding over on one factor and subsetting on a main effect can estimate all the the two-factor interactions as the corresponding full foldover design. The full foldover design obtained from a nonregular design has been studied by Li, Lin and Ye [19] using indicator polynomial functions.

In this chapter, we assume that $\mathcal{F}$ is a resolution $I V . x$ design which does not allow replicates. When we say a main effect can be de-aliased, we mean it can be de-aliased with its aliased two-factor interactions and ignore its aliased
three-factor and higher-order interactions.
In this chapter, we study a semifoldover design obtained from a general two-level resolution IV. $x$ factorial design, regular and non-regular. We examine when a semifoldover design can de-alias all (or as many as possible) the two-factor interactions that we are interested in as the full foldover design. In Section 6.2, we show that a semifoldover design, obtained by foldover on a factor of interest for a non-regular resolution $I V . x$ design, can de-alias all the two-factor interactions which contain that particular factor. We also discuss the same problem for the semifoldover design, obtained by foldover on a factor of interest and subset on a two or three-factor interaction for a general factorial design. In Section 6.3, we consider a semifoldover design obtained by reversing the signs of two or more factors for a general factorial design and provide a sufficient condition for dealiasing as many two-factor interactions as the full foldover design. Finally, we present in Section 6.4 number of illustrative examples.

### 6.2 Folding Over on a Main Factor

Mee and Peralta [20] showed that a semifoldover design, obtained by folding over on a main effect and subsetting on a main effect for a regular resolution IV design, can estimate as many two-factor interactions as the full foldover design. In particular, they showed that the semifoldover design can de-alias all the two-factor interactions which contain the factor of interest. In this section, we study this problem for a non-regular design. We also investigate the cases when the semifoldover design is obtained by subsetting on a two and three-factor interactions.

Let $\phi_{i}$ be the $1 \times m$ vector with the $i$ th entry being $I$ and all other entries being 0 .

Theorem 6.2.1. Let $\mathcal{F}$ be a two-level m-factor design of resolution IV.x with the indicator polynomial function (1.2.1). Assume that we fold over on the main effect $x_{h}$ and subset on a main effect $e x_{j}, e=1,-1, j=1,2, \ldots, m$. Then, the semifoldover design can de-alias all the two-factor interactions which contain $x_{h}$ from other two-factor interactions as the corresponding full foldover design.

Proof. By Proposition 4.2.4, the indicator polynomial function of $\mathcal{F}^{(e)} \cup \mathcal{F}_{o}^{(e)}$ is

$$
f_{1}(x)=\sum_{\alpha \in \Omega_{0}} b_{\alpha} x^{\alpha}+e \sum_{\alpha \in \Omega_{0}} b_{\alpha} x^{\alpha+\phi_{j}} .
$$

The indicator polynomial function of $\mathcal{F}^{(-e)} \cup \mathcal{F}_{0}^{(e)}$ is

$$
f_{2}(x)=\sum_{\alpha \in \Omega_{0}} b_{\alpha} x^{\alpha}-e \sum_{\alpha \in \Omega_{1}} b_{\alpha} x^{\alpha+\phi_{j}} .
$$

If $x_{h}=x_{j}$, then any word in $\sum_{\alpha \in \Omega_{1}} b_{\alpha} x^{\alpha+\phi_{j}}$ is at least a three-letter word and does not contain $x_{h}$. Since $x_{h}$ does not appear in any word in $\sum_{\alpha \in \Omega_{0}} b_{\alpha} x^{\alpha}$, all the words in $x_{h} x_{k_{1}}\left(f_{2}(x)-b_{0}\right)$ are at least three-letter words for any two-factor interaction $x_{h} x_{k_{1}}, k_{1} \neq h$. Thus, $x_{h} x_{k_{1}}$ can be de-aliased with other two-factor interactions in the combined fraction $\mathcal{F}^{(-e)} \cup \mathcal{F}_{o}^{(e)}$.

If $x_{h} \neq x_{j}$, then any four-letter word in $\sum_{\alpha \in \Omega_{1}} b_{\alpha} x^{\alpha+\phi_{j}}$ is either a threeletter word which does not contain $x_{j}$ or a five-letter word which contains $x_{j}$. It then follows that all the words in $x_{h} x_{j}\left(f_{2}(x)-b_{0}\right)$ are at least three-letter words. Thus, $x_{h} x_{j}$ can be de-aliased with other two-factor interactions in the combined fraction $\mathcal{F}^{(-e)} \cup \mathcal{F}_{o}^{(e)}$. Since any word in $f_{1}(x)-e x_{j}$ is at least a three-letter word and $x_{h}$ does not appear in any word in $f_{1}(x)$, all the words in $x_{h} x_{k_{2}}\left(f_{1}(x)-b_{0}\right)$ are at least three-letter words for any two-factor interaction $x_{h} x_{k_{2}}, k_{2} \neq 1, j$. Thus, $x_{h} x_{k_{2}}$ can be de-aliased with other two-factor interactions in the combined fraction $\mathcal{F}^{(e)} \cup \mathcal{F}_{0}^{(e)}$.

From the above discussion, we observe that the semifoldover design separates the two-factor interactions which contain $x_{h}$ from their aliased chains. Thus, they can be estimated in the semifoldover design, and the left alias chains can be estimated in the original design.

Propositions 6.2 .2 and 6.2 .4 below provide necessary and sufficient conditions for a semifoldover design, when subset on a two or three-factor interaction, to de-alias all the two-factor interactions which contain $x_{h}$ with other two-factor interactions.

Proposition 6.2.2. Let $\mathcal{F}$ be a two-level m-factor design of resolution IV.x. Assume that we fold over on a main effect $x_{h}$ and subset on a two-factor interaction $e x_{h} x_{j}, e=1,-1, j=1, \ldots, h-1, h+1, \ldots, m$. Then, the semifoldover design can de-alias all the two-factor interactions which contain $x_{h}$ with other two-factor interactions if and only if $x_{j}$ is not in any four-letter word of $\mathcal{F}$ which contains $x_{h}$.

Proof. By Proposition 4.2.4, the indicator polynomial function of $\mathcal{F}^{(e)} \cup \mathcal{F}_{0}^{(e)}$ is

$$
f_{1}(x)=\sum_{\alpha \in \Omega_{e}} b_{\alpha} x^{\alpha}+e \sum_{\alpha \in \Omega_{e}} b_{\alpha} x^{\alpha+\phi_{h}+\phi_{j}}
$$

and the indicator polynomial function of $\mathcal{F}^{(-e)} \cup \mathcal{F}_{o}^{(e)}$ is

$$
f_{2}(x)=\sum_{\alpha \in \Omega_{e}} b_{\alpha} x^{\alpha}-e \sum_{\alpha \in \Omega_{o}} b_{\alpha} x^{\alpha+\phi_{h}+\phi_{j}} .
$$

If $x_{j}$ is not in any four-letter word which contains $x_{h}$, then, for any $\alpha \in$ $\Omega_{o}, x^{\alpha}$ has the form $x_{h} \prod_{i=1}^{l} x_{k_{i}}$ or $x_{h} x_{j} \prod_{i=1}^{l} x_{k_{i}}, 3 \leq l \leq m-2, k_{i} \neq h, j$. Thus, $x^{\alpha+\phi_{h}+\phi_{j}}$ has the form $x_{j} \prod_{i=1}^{l} x_{k_{i}}$ or $\prod_{i=1}^{l} x_{k_{i}}$. Note that any two-factor
interaction which can be de-aliased in the full foldover design is not in the fourletter words which do not contain $x_{h}$; one can then check that all the two-factor interactions which contain $x_{h}$ can be de-aliased in the fraction $\mathcal{F}^{(-\varepsilon)} \cup \mathcal{F}_{o}^{(\varepsilon)}$. Thus, the semifoldover design can de-alias all the two-factor interactions which contain $x_{h}$ with other two-factor interactions.

If $x_{j}$ is in some four-letter word which contains $x_{h}$, let that the four-letter word be of the form $x^{\alpha}=x_{h} x_{j} x_{k_{1}} x_{k_{2}}$. Then, $\alpha \in \Omega_{0}$. Thus, $f_{2}(x)$ contains a two-letter word $x_{k_{1}} x_{k_{2}}$. It follows that $x_{h} x_{k_{1}}\left(f_{2}(x)-b_{0}\right)$ contains a two-factor interaction $x_{h} x_{k_{2}}$ and $x_{h} x_{k_{2}}\left(f_{2}(x)-b_{0}\right)$ contains a two-factor interaction $x_{h} x_{k_{1}}$. Therefore, $x_{h} x_{k_{1}}$ and $x_{h} x_{k_{2}}$ are aliased in the fraction $\mathcal{F}^{(-\varepsilon)} \cup \mathcal{F}_{0}^{(e)}$. Similarly, since $f_{1}(x)$ has a two-letter word $x_{h} x_{j}, x_{h} x_{k_{1}}$ and $x_{h} x_{k_{2}}$ are aliased with $x_{j} x_{k_{1}}$ and $x_{j} x_{k_{2}}$ (these two-factor interactions may be different from those which $x_{h} x_{k_{1}}$ and $x_{h} x_{k_{2}}$ are aliased with in the original design) in the fraction $\mathcal{F}^{(e)} \cup \mathcal{F}_{o}^{(e)}$, respectively. Therefore, the semifoldover design can not de-alias all the two-factor interactions which contain $x_{h}$ with other two-factor interactions.

If the original design is a regular design and all the two-factor interactions which contain $x_{h}$ can be de-aliased in the semifoldover design, then the semifoldover design can estimate as many two-factor interactions as the full foldover design. Mee and Peralta [20] explained, in terms of degree of freedom, that subset on a two-factor interaction usually does not permit a semifoldover design to estimate as many two-factor interactions as the full foldover design. Since such an $x_{j}$ in Proposition 6.2.2 does not exist for many resolution $I V$ designs, Proposition 6.2 .2 also explains, from a different point of view, the reason why subset on a two-factor interaction does not allow a semifoldover design to estimate as
many two-factor interactions as the full foldover design (Note that for a twofactor interaction which does not contain $x_{h}$ to be de-aliased with the two-factor interaction which contains $x_{h}$, it also needs a strong condition).

Corollary 6.2.3. Let $\mathcal{F}$ be a two-level $m$-factor regular resolution IV design. Assume that we fold over on a main effect $x_{h}$ and subset on a two-factor interaction $e x_{h} x_{j}, e=1,-1, j=1, \ldots, h-1, h+1, \ldots, m$. Then, the semifoldover design can estimate as many two-factor interactions as the full foldover design if $x_{j}$ is not in any four-letter word of $\mathcal{F}$ which contains $x_{h}$.

Proposition 6.2.4. Let $\mathcal{F}$ be a two-level m-factor design of resolution IV.x. Assume that we foldover on the main effect $x_{h}$ and subset on a three-factor interaction $e x_{h} x_{j} x_{k}, e=1,-1, j, k \neq h$. Then, the semifoldover design can de-alias all the two-factor interactions which contain $x_{h}$ with other two-factor interactions if and only if $x_{j} x_{k}$ is not in any four and five-letter words in either $\mathcal{W}_{e}$ or $\mathcal{W}_{o}$.

Proof. By Proposition 4.2.4, the indicator polynomial function of $\mathcal{F}^{(e)} \cup \mathcal{F}_{0}^{(e)}$ is

$$
f_{1}(x)=\sum_{\alpha \in \Omega_{e}} b_{\alpha} x^{\alpha}+e \sum_{\alpha \in \Omega_{e}} b_{\alpha} x^{\alpha+\phi_{h}+\phi_{j}+\phi_{k}} .
$$

The indicator polynomial function of $\mathcal{F}^{(-e)} \cup \mathcal{F}_{o}^{(e)}$ is

$$
f_{2}(x)=\sum_{\alpha \in \Omega_{e}} b_{\alpha} x^{\alpha}-e \sum_{\alpha \in \Omega_{o}} b_{\alpha} x^{\alpha+\phi_{h}+\phi_{j}+\phi_{k}} .
$$

A two-factor interaction which contains $x_{h}$ has one of the two forms: $x_{h} x_{k_{t}}$ and $x_{h} x_{p}, k_{t} \neq h, j, k, p=j, k$. One can similarly check that all the words in $x_{h} x_{p}\left(f_{2}(x)-b_{0}\right), p=j, k$, are at least three-letter words. And if $x_{j} x_{k}$ is not in any four and five-letter words in $\mathcal{W}_{e}$, then all the words in $x_{h} x_{k_{t}}\left(f_{1}(x)-b_{0}\right)$ are
at least three-letter words; if $x_{j} x_{k}$ is not in any four and five-letter words in $\mathcal{W}_{o}$, then all the words in $x_{h} x_{k_{t}}\left(f_{2}(x)-b_{0}\right)$ are at least three-letter words.

Therefore, any two-factor interaction which contains $x_{h}$ can be de-aliased in either the combined fraction $\mathcal{F}^{(e)} \cup \mathcal{F}_{o}^{(e)}$ or the combined fraction $\mathcal{F}^{(-e)} \cup \mathcal{F}_{0}^{(e)}$.

If $x_{j} x_{k}$ is in some four-letter word, say $x_{j} x_{k} x_{k_{1}} x_{k_{2}}$, in $\mathcal{W}_{e}$, then, $x_{h} x_{k_{1}}\left(f_{1}(x)-\right.$ $b_{0}$ ) contains a one-letter word $x_{k_{2}}$ and $x_{h} x_{k_{2}}\left(f_{1}(x)-b_{0}\right)$ contains a one-letter word $x_{k_{1}}$. Thus, $x_{h} x_{k_{1}}$ and $x_{h} x_{k_{2}}$ are aliased with $x_{k_{1}}$ and $x_{k_{2}}$ in the fraction $\mathcal{F}^{(e)} \cup \mathcal{F}_{o}^{(e)}$, respectively. If $x_{j} x_{k}$ is in some five-letter word, say $x_{j} x_{k} x_{k_{1}} x_{k_{2}} x_{k_{3}}$, in $\mathcal{W}_{e}$, then $x_{h} x_{k_{1}}\left(f_{1}(x)-b_{0}\right), x_{h} x_{k_{2}}\left(f_{1}(x)-b_{0}\right)$ and $x_{h} x_{k_{3}}\left(f_{1}(x)-b_{0}\right)$ contain two-factor interactions $x_{k_{2}} x_{k_{3}}, x_{k_{1}} x_{k_{3}}$ and $x_{k_{1}} x_{k_{2}}$, respectively. It then follows that $x_{h} x_{k_{1}}, x_{h} x_{k_{2}}$ and $x_{h} x_{k_{3}}$ are aliased with $x_{k_{2}} x_{k_{3}}, x_{k_{1}} x_{k_{3}}$ and $x_{k_{1}} x_{k_{2}}$ in the fraction $\mathcal{F}^{(e)} \cup \mathcal{F}_{o}^{(e)}$, respectively. Similarly, if $x_{j} x_{k}$ is in some four or five-letter word in $\mathcal{W}_{o}$, then some two-factor interactions which contain $x_{h}$ are aliased with some main or two-factor interactions, respectively. Thus, the semifoldover design can not de-alias all the two-factor interactions which contain $x_{h}$.

Corollary 6.2.5. Let $\mathcal{F}$ be a two-level $m$-factor regular resolution IV design. Assume that we foldover on the main effect $x_{h}$ and subset on a three-factor interaction $e x_{h} x_{j} x_{k}, e=1,-1, j, k \neq h$. Then, the semifoldover design can estimate as many two-factor interactions as the corresponding full foldover design if $x_{j} x_{k}$ is not in any four and fue-letter words in either $\mathcal{W}_{e}$ or $\mathcal{W}_{o}$.

### 6.3 Folding Over on $R$ Factors

Mee and Peralta [20] pointed out that it is not always true that folding over on two factors permits the semifoldover design to estimate as many two-factor
interactions as the full foldover design. In this section, we consider the case when foldover on two or more factors for general two-level factorial designs. In particular, when the original design is a regular design, we provide a sufficient condition for the semifoldover design, obtained by reversing the signs of $r$ factors and subset on a main effect, to estimate as many two-factor interactions as the full foldover design.

Note that if the full foldover design separates a alias set in the original design, then the alias set is divided to two alias sets, say set $A$ and set $B$, in the full foldover design. All the two-factor interactions which have the forms $x_{p} x_{q}$, $p=1,2, \ldots, r$ and $q=r+1, r+2, \ldots, m$, belong to one alias set, say set $A$. Since the alias relations in set $A$ are also in the semifoldover design, if one two-factor interaction in set $A$ can be de-aliased with the same two-factor interactions as the full foldover design in one combined fraction, then, the set $A$ can be separated from other two-factor interactions as the full foldover design, although in the case of non-regular designs, some two-factor interactions in set $A$ may be (partially) aliased with some other two-factor interactions.

Theorem 6.3.1. Let $\mathcal{F}$ be a two-level m-factor design of resolution IV.x. Assume that we fold over on the main effects $x_{1}, x_{2}, \ldots, x_{r}, r \geq 2$, and subset on the factor $e x_{j}, e=1,-1$. Then, for any alias set which can be separated to set $A$ and set $B$ in the full foldover design, the semifoldover design can also separate set A from other two-factor interactions if there exists one two-factor interaction in set $A$ which either contains $x_{j}$ or not in any four and five-letter word in either $\mathcal{W}_{e}$ or $W_{0}$.

Proof. By Proposition 4.2.1, any word in the full foldover design is also in the semifoldover design. Thus if two two-factor interactions are aliased in the full
foldover design, they will also be aliased in the semifoldover design.
By Proposition 4.2.4, the indicator polynomial function of $\mathcal{F}^{(e)} \cup \mathcal{F}_{0}^{(e)}$ is

$$
f_{1}(x)=\sum_{\alpha \in \Omega_{e}} b_{\alpha} x^{\alpha}+e \sum_{\alpha \in \Omega_{e}} b_{\alpha} x^{\alpha+\phi_{j}}
$$

and the indicator polynomial function of $\mathcal{F}^{(-\varepsilon)} \cup \mathcal{F}_{0}^{(e)}$ is

$$
\begin{equation*}
f_{2}(x)=\sum_{\alpha \in \Omega_{e}} b_{\alpha} x^{\alpha}-e \sum_{\alpha \in \Omega_{o}} b_{\alpha} x^{\alpha+\phi_{j}} . \tag{6.3.1}
\end{equation*}
$$

From the above discussion, we only need to show that the two-factor interactions which satisfy the condition in this theorem can be de-aliased with the same two-factor interactions as the full foldover design. To prove this, we need to show that any word in either $x_{p} x_{q} \sum_{\alpha \in \Omega_{e}} b_{\alpha} x^{\alpha+\phi_{j}}$ or $x_{p} x_{q} \sum_{\alpha \in \Omega_{o}} b_{\alpha} x^{\alpha+\phi_{j}}$ is at least a three-letter word.

For any word $x^{\alpha} \in \mathcal{W}, x^{\alpha}$ has the form $x^{\alpha}=\prod_{i=1}^{h_{1}} x_{k_{i}}, 4 \leq h_{1} \leq m$ or $x^{\alpha}=x_{j} \prod_{i=1}^{h_{2}} x_{k_{i}}, 3 \leq h_{2} \leq m-1$, where $k_{i}=1, \ldots, j-1, j+1, \ldots, m$. Thus,

$$
\begin{equation*}
x^{\alpha+\phi_{j}}=x_{j} \prod_{i=1}^{h_{1}} x_{k_{i}} \text { or } x^{\alpha+\phi_{j}}=\prod_{i=1}^{h_{2}} x_{k_{i}} \tag{6.3.2}
\end{equation*}
$$

(1) If $x_{j}$ appears in the two-factor interaction $x_{p} x_{q}$, then, by (6.3.2), one can check that for any word $x^{\alpha} \in \mathcal{W}_{0}, x_{p} x_{q} x^{\alpha+\phi_{j}}$ is at least a three-letter word. Thus, all the words in $x_{p} x_{q} \sum_{\alpha \in \Omega_{o}} b_{\alpha} x^{\alpha+\phi_{j}}$ are at least three-letter words.
(2) If $x_{j}$ does not appear in the two-factor interaction $x_{p} x_{q}$ and $x_{p} x_{q}$ is not in any four and five-letter words which contain $x_{j}$ in $\mathcal{W}_{e}$, then, by (6.3.2), one can check that any word in $x_{p} x_{q} \sum_{\alpha \in \Omega_{e}} b_{\alpha} x^{\alpha+\phi_{j}}$ is at least a threc-letter word (Note that the only one-letter word $x_{j}$ in $\sum_{\alpha \in \Omega_{e}} b_{\alpha} x^{\alpha+\phi_{j}}$ also becomes the three-letter word $x_{p} x_{q} x_{j}$ ). Similarly, if $x_{p} x_{q}$ is not in any four and five-letter words which
contain $x_{j}$ in $\mathcal{W}_{o}$, then any word in $x_{p} x_{q} \sum_{\alpha \in \Omega_{o}} b_{\alpha} x^{\alpha+\phi_{j}}$ is at least a three-letter word.

Corollary 6.3.2. Let $\mathcal{F}$ be a two-level $m$-factor regular resolution IV design. Then, foldover on the main effects $x_{1}, x_{2}, \ldots, x_{r}, r \geq 2$, and subset on the factor $e x_{j}, e=1,-1$, permits the semifoldover design to estimate as many iwo-factor interactions as the full foldover design if for any alias set which can be separated in the full foldover design, there exists one two-factor interaction which has the form $x_{p} x_{q}, p=1,2, \ldots, r$, and $q=1,2, \ldots, m$, and either contains $x_{j}$ or not in any four and five-letter word in either $\mathcal{W}_{e}$ or $\mathcal{W}_{o}$.

### 6.4 Illustrative Examples

In this section, we study semifoldover designs obtained by folding over on two or more factors through examples.

Example 6.4 .1 below was first considered by Daniel [9] and then by Mee and Peralta [20] with foldover on one factor. It was also discussed through a case study by Barnett et al. [3]. Here, we discuss the case of foldover on two factors with the use of indicator polynomial functions.

Example 6.4.1. A six-factor design with generators $x_{1} x_{2} x_{3} x_{5}=1$ and $x_{2} x_{3} x_{4} x_{6}=$ 1. Its indicator polynomial function is

$$
f(x)=\frac{1}{4}+\frac{1}{4} x_{1} x_{2} x_{3} x_{5}+\frac{1}{4} x_{2} x_{3} x_{4} x_{6}+\frac{1}{4} x_{1} x_{4} x_{5} x_{6} .
$$

If we foldover on $x_{1}$ and $x_{2}$, then by Proposition 4.2.1, the indicator polynomial
function of the full foldover design is

$$
f_{c}(x)=\frac{1}{2}+\frac{1}{2} x_{1} x_{2} x_{3} x_{5} .
$$

Thus, the full foldover design can de-alias the following two-factor interactions: $x_{1} x_{4}, x_{1} x_{6}, x_{2} x_{4}, x_{2} x_{6}, x_{3} x_{4}, x_{3} x_{6}, x_{4} x_{5}, x_{4} x_{6}$ and $x_{5} x_{6}$. One can check that subset on any main effect permits the semifoldover design to estimate as many two-factor interactions as the full foldover design.

For instance, if we subset on $x_{1}$, then by Proposition 4.2.4, the indicator polynomial function of $\mathcal{F}^{(1)} \cup \mathcal{F}_{0}^{(1)}$ is

$$
\begin{equation*}
f_{1}(x)=\frac{1}{4}+\frac{1}{4} x_{1} x_{2} x_{3} x_{5}+\frac{1}{4} x_{1}+\frac{1}{4} x_{2} x_{3} x_{5} \tag{6.4.1}
\end{equation*}
$$

and the indicator polynomial function of $\mathcal{F}^{(-1)} \cup \mathcal{F}_{o}^{(1)}$ is

$$
\begin{equation*}
f_{2}(x)=\frac{1}{4}+\frac{1}{4} x_{1} x_{2} x_{3} x_{5}-\frac{1}{4} x_{4} x_{5} x_{6}+\frac{1}{4} x_{1} x_{2} x_{3} x_{4} x_{6} . \tag{6.4.2}
\end{equation*}
$$

Since $x_{1} x_{4}$ and $x_{1} x_{6}$ both contain $x_{1}$, by the proof of Theorem 6.3.1, any word in $x_{1} x_{4}\left(f_{2}(x)-1 / 4\right)$ and $x_{1} x_{6}\left(f_{2}(x)-1 / 4\right)$ is at least a three-letter word. So, $x_{1} x_{4}$ and $x_{1} x_{6}$ can be de-aliased with other two-factor interactions in the fraction $\mathcal{F}^{(-1)} \cup \mathcal{F}_{0}^{(1)}$. Since $x_{2} x_{4}$ and $x_{2} x_{6}$ are not in any word which contains $x_{1}$, they can be de-aliased with other two-factor interactions in both fractions $\mathcal{F}^{(1)} \cup \mathcal{F}_{o}^{(1)}$ and $\mathcal{F}^{(-1)} \cup \mathcal{F}_{o}^{(1)}$.

If we subset on $x_{3}$, then the indicator polynomial function of $\mathcal{F}^{(1)} \cup \mathcal{F}_{o}^{(1)}$ is

$$
\begin{equation*}
f_{1}(x)=\frac{1}{4}+\frac{1}{4} x_{1} x_{2} x_{3} x_{5}+\frac{1}{4} x_{3}+\frac{1}{4} x_{1} x_{2} x_{5} \tag{0.4.3}
\end{equation*}
$$

and the indicator polynomial function of $\mathcal{F}^{(-1)} \cup \mathcal{F}_{0}^{(1)}$ is

$$
\begin{equation*}
f_{2}(x)=\frac{1}{4}+\frac{1}{4} x_{1} x_{2} x_{3} x_{5}-\frac{1}{4} x_{1} x_{3} x_{4} x_{5} x_{6}-\frac{1}{4} x_{2} x_{4} x_{6} . \tag{6.4.4}
\end{equation*}
$$

Since $x_{1} x_{4}$ and $x_{1} x_{6}$ are not in any word which contains $x_{3}$, they can be dealiased with other two-factor interactions in both the fractions. Since $x_{2} x_{4}$ and $x_{2} x_{6}$ are not in any word in $\mathcal{W}_{e}$, they can be de-aliased with other interactions in the fraction $\mathcal{F}^{(1)} \cup \mathcal{F}_{o}^{(1)}$. One can check these using the indicator polynomial functions.

Example 6.4.2. Mee and Peralta [20] considered the $2_{I V}^{7-3}$ design with generators $x_{5}=x_{1} x_{2} x_{3}, x_{6}=x_{2} x_{3} x_{4}$ and $x_{7}=x_{1} x_{3} x_{4}$. The indicator polynomial function of this design is

$$
\begin{aligned}
f(x)= & \frac{1}{8}+\frac{1}{8} x_{1} x_{2} x_{3} x_{5}+\frac{1}{8} x_{2} x_{3} x_{4} x_{6}+\frac{1}{8} x_{1} x_{4} x_{5} x_{6}+\frac{1}{8} x_{1} x_{3} x_{4} x_{7} \\
& +\frac{1}{8} x_{2} x_{4} x_{5} x_{7}+\frac{1}{8} x_{1} x_{2} x_{6} x_{7}+\frac{1}{8} x_{3} x_{5} x_{6} x_{7} .
\end{aligned}
$$

If we foldover on $x_{1}$ and $x_{2}$, then the indicator polynomial function of the full foldover design is

$$
f_{c}(x)=\frac{1}{4}+\frac{1}{4} x_{1} x_{2} x_{3} x_{5}+\frac{1}{4} x_{1} x_{2} x_{6} x_{7}+\frac{1}{4} x_{3} x_{5} x_{6} x_{7} .
$$

The full foldover design separates the two-factor alias sets as follows:
(1) $\left\{x_{1} x_{3}, x_{2} x_{5}, x_{4} x_{7}\right\} \rightarrow\left\{x_{1} x_{3}, x_{2} x_{5}\right\}$ and $\left\{x_{4} x_{7}\right\}$
(2) $\left\{x_{1} x_{5}, x_{2} x_{3}, x_{4} x_{6}\right\} \rightarrow\left\{x_{1} x_{5}, x_{2} x_{3}\right\}$ and $\left\{x_{4} x_{6}\right\}$
(3) $\left\{x_{5} x_{6}, x_{3} x_{7}, x_{1} x_{4}\right\} \rightarrow\left\{x_{5} x_{6}, x_{3} x_{7}\right\}$ and $\left\{x_{1} x_{4}\right\}$
(4) $\left\{x_{1} x_{6}, x_{2} x_{7}, x_{4} x_{5}\right\} \rightarrow\left\{x_{1} x_{6}, x_{2} x_{7}\right\}$ and $\left\{x_{4} x_{5}\right\}$
(5) $\left\{x_{1} x_{7}, x_{2} x_{6}, x_{3} x_{4}\right\} \rightarrow\left\{x_{1} x_{7}, x_{2} x_{6}\right\}$ and $\left\{x_{3} x_{4}\right\}$
(6) $\left\{x_{3} x_{6}, x_{5} x_{7}, x_{2} x_{4}\right\} \rightarrow\left\{x_{3} x_{6}, x_{5} x_{7}\right\}$ and $\left\{x_{2} x_{4}\right\}$
(7) $\left\{x_{1} x_{2}, x_{3} x_{5}, x_{8} x_{7}\right\} \rightarrow($ no change $)$

If we subset on $x_{1}$, then the indicator polynomial function of $\mathcal{F}^{(1)} \cup \mathcal{F}_{0}^{(1)}$ is

$$
\begin{aligned}
f_{1}(x)= & \frac{1}{8}+\frac{1}{8} x_{1} x_{2} x_{3} x_{5}+\frac{1}{8} x_{1} x_{2} x_{6} x_{7}+\frac{1}{8} x_{3} x_{5} x_{6} x_{7}+\frac{1}{8} x_{1} \\
& +\frac{1}{8} x_{2} x_{3} x_{5}+\frac{1}{8} x_{2} x_{6} x_{7}+\frac{1}{8} x_{1} x_{3} x_{5} x_{6} x_{7}
\end{aligned}
$$

and the indicator polynomial function of $\mathcal{F}^{(-1)} \cup \mathcal{F}_{o}^{(1)}$ is

$$
\begin{aligned}
f_{2}(x)= & \frac{1}{8}+\frac{1}{8} x_{1} x_{2} x_{3} x_{5}+\frac{1}{8} x_{1} x_{2} x_{6} x_{7}+\frac{1}{8} x_{3} x_{5} x_{6} x_{7}-\frac{1}{8} x_{1} x_{2} x_{3} x_{4} x_{6} \\
& -\frac{1}{8} x_{4} x_{5} x_{6}-\frac{1}{8} x_{3} x_{4} x_{7}-\frac{1}{8} x_{1} x_{2} x_{4} x_{5} x_{7}
\end{aligned}
$$

The four-letter words which contain $x_{1}$ in $\mathcal{W}_{e}$ are $x_{1} x_{2} x_{3} x_{5}$ and $x_{1} x_{2} x_{6} x_{7}$, and in $\mathcal{W}_{o}$ are $x_{2} x_{3} x_{4} x_{6}, x_{1} x_{4} x_{5} x_{6}, x_{1} x_{3} x_{4} x_{7}$ and $x_{2} x_{4} x_{5} x_{7}$. One can check that the semifoldover design can estimate as many two-factor interactions as the full foldover design, since the condition of Theorem 6.3.1 is satisfied in this case.

For instance, for the first alias set, since $x_{1} x_{3}$ contains $x_{j}=x_{1}$, by the proof of Theorem 6.3.1, it can be de-aliased with $x_{4} x_{7}$ in the fraction $\mathcal{F}^{(-1)} \cup \mathcal{F}_{0}^{(1)}$. So, $x_{2} x_{5}$ can also be de-aliased with $x_{4} x_{7}$ in the fraction $\mathcal{F}^{(-1)} \cup \mathcal{F}_{0}^{(1)}$, this can also be explained by the reason that $x_{2} x_{5}$ is not in any four-letter word which contains $x_{1}$ in $\mathcal{W}_{0}$. For the third alias set, since $x_{1} x_{4}$ contains $x_{1}$, it can be de-aliased with $x_{5} x_{6}$ and $x_{3} x_{7}$ in the fraction $\mathcal{F}^{(-1)} \cup \mathcal{F}_{0}^{(1)}$. And for the sixth alias set, since $x_{2} x_{4}$ is not in any four-letter word which contains $x_{1}$ in $\mathcal{W}$, it can be de-aliased with $x_{3} x_{6}$ and $x_{5} x_{7}$ in both fractions $\mathcal{F}^{(1)} \cup \mathcal{F}_{o}^{(1)}$ and $\mathcal{F}^{(-1)} \cup \mathcal{F}_{0}^{(1)}$. We can check these in detail using the indicator polynomial functions of $\mathcal{F}^{(1)} \cup \mathcal{F}_{o}^{(1)}$ and $\mathcal{F}^{(-1)} \cup \mathcal{F}_{o}^{(1)}$. Since

$$
\begin{aligned}
x_{1} x_{3}\left(f_{2}(x)-\frac{1}{8}\right)= & \frac{1}{8} x_{2} x_{5}+\frac{1}{8} x_{2} x_{3} x_{6} x_{7}+\frac{1}{8} x_{1} x_{5} x_{6} x_{7}-\frac{1}{8} x_{2} x_{4} x_{6} \\
& -\frac{1}{8} x_{1} x_{3} x_{4} x_{5} x_{6}-\frac{1}{8} x_{1} x_{4} x_{7}-\frac{1}{8} x_{2} x_{3} x_{4} x_{5} x_{7}
\end{aligned}
$$

and

$$
\begin{aligned}
x_{2} x_{5}\left(f_{2}(x)-\frac{1}{8}\right)= & \frac{1}{8} x_{1} x_{3}+\frac{1}{8} x_{1} x_{5} x_{6} x_{7}+\frac{1}{8} x_{2} x_{3} x_{6} x_{7}-\frac{1}{8} x_{1} x_{3} x_{4} x_{5} x_{6} \\
& -\frac{1}{8} x_{2} x_{4} x_{6}-\frac{1}{8} x_{2} x_{3} x_{4} x_{5} x_{7}-\frac{1}{8} x_{1} x_{4} x_{7}
\end{aligned}
$$

$x_{1} x_{3}$ and $x_{2} x_{5}$ are still aliased with each other, but de-aliased with $x_{4} x_{7}$. Since

$$
\begin{aligned}
x_{1} x_{4}\left(f_{2}(x)-\frac{1}{8}\right)= & \frac{1}{8} x_{2} x_{3} x_{4} x_{5}+\frac{1}{8} x_{2} x_{4} x_{6} x_{7}+\frac{1}{8} x_{1} x_{3} x_{4} x_{5} x_{6} x_{7}-\frac{1}{8} x_{2} x_{3} x_{6} \\
& -\frac{1}{8} x_{1} x_{5} x_{6}-\frac{1}{8} x_{1} x_{3} x_{7}-\frac{1}{8} x_{2} x_{5} x_{7}
\end{aligned}
$$

$x_{1} x_{4}$ is de-aliased with other two-factor interactions. Note that

$$
\begin{aligned}
x_{2} x_{4}\left(f_{1}(x)-\frac{1}{8}\right)= & \frac{1}{8} x_{1} x_{3} x_{4} x_{5}+\frac{1}{8} x_{1} x_{4} x_{6} x_{7}+\frac{1}{8} x_{2} x_{3} x_{4} x_{5} x_{6} x_{7}+\frac{1}{8} x_{1} x_{2} x_{4} \\
& +\frac{1}{8} x_{3} x_{4} x_{5}+\frac{1}{8} x_{4} x_{6} x_{7}+\frac{1}{8} x_{1} x_{2} x_{3} x_{4} x_{5} x_{6} x_{7}
\end{aligned}
$$

and

$$
\begin{aligned}
x_{2} x_{4}\left(f_{2}(x)-\frac{1}{8}\right)= & \frac{1}{8} x_{1} x_{3} x_{4} x_{5}+\frac{1}{8} x_{1} x_{4} x_{6} x_{7}+\frac{1}{8} x_{2} x_{4} x_{3} x_{5} x_{6} x_{7}-\frac{1}{8} x_{1} x_{3} x_{6} \\
& -\frac{1}{8} x_{2} x_{5} x_{6}-\frac{1}{8} x_{2} x_{3} x_{7}-\frac{1}{8} x_{1} x_{5} x_{7}
\end{aligned}
$$

and consequently $x_{2} x_{4}$ is de-aliased with all other two-factor interactions in both fractions.

Similarly, one can check that subset on any main effect permits the semifoldover design to de-alias as many two-factor interactions as the full foldover design.

Example 6.4.3. Montgomery ([22], p.691). The $2_{I V}^{9-4}$ design is with generators $x_{6}=x_{2} x_{3} x_{4} x_{5}, x_{7}=x_{1} x_{3} x_{4} x_{5}, x_{8}=x_{1} x_{2} x_{4} x_{5}$ and $x_{9}=x_{1} x_{2} x_{3} x_{5}$. The indicator
polynomial function of this design is

$$
\begin{aligned}
f(x)= & \frac{1}{16}+\frac{1}{16} x_{2} x_{3} x_{4} x_{5} x_{6}+\frac{1}{16} x_{1} x_{3} x_{4} x_{5} x_{7}+\frac{1}{16} x_{1} x_{2} x_{6} x_{7}+\frac{1}{16} x_{1} x_{2} x_{4} x_{5} x_{8} \\
& +\frac{1}{16} x_{1} x_{3} x_{6} x_{8}+\frac{1}{16} x_{2} x_{3} x_{7} x_{8}+\frac{1}{16} x_{4} x_{5} x_{6} x_{7} x_{8}+\frac{1}{16} x_{1} x_{2} x_{3} x_{5} x_{9} \\
& +\frac{1}{16} x_{1} x_{4} x_{6} x_{9}+\frac{1}{16} x_{2} x_{4} x_{7} x_{9}+\frac{1}{16} x_{3} x_{5} x_{6} x_{7} x_{9}+\frac{1}{16} x_{3} x_{4} x_{8} x_{9} \\
& +\frac{1}{16} x_{2} x_{5} x_{6} x_{8} x_{9}+\frac{1}{16} x_{1} x_{5} x_{7} x_{8} x_{9}+\frac{1}{16} x_{1} x_{2} x_{3} x_{4} x_{6} x_{7} x_{8} x_{9} .
\end{aligned}
$$

If we foldover on $x_{1}$ and $x_{2}$, then the indicator polynomial function of the full foldover design is

$$
\begin{aligned}
f_{c}(x)= & \frac{1}{8}+\frac{1}{8} x_{1} x_{2} x_{6} x_{7}+\frac{1}{8} x_{1} x_{2} x_{4} x_{5} x_{8}+\frac{1}{8} x_{4} x_{5} x_{6} x_{7} x_{8}+\frac{1}{8} x_{1} x_{2} x_{3} x_{5} x_{9} \\
& +\frac{1}{8} x_{3} x_{5} x_{6} x_{7} x_{9}+\frac{1}{8} x_{3} x_{4} x_{8} x_{9}+\frac{1}{8} x_{1} x_{2} x_{3} x_{4} x_{6} x_{7} x_{8} x_{9} .
\end{aligned}
$$

Thus, the full foldover design separates the two-factor interaction alias sets as
follows:
(1) $\left\{x_{1} x_{3}, x_{5} x_{8}\right\} \rightarrow\left\{x_{1} x_{3}\right\}$ and $\left\{x_{6} x_{8}\right\}$
(2) $\left\{x_{1} x_{4}, x_{6} x_{9}\right\} \rightarrow\left\{x_{1} x_{4}\right\}$ and $\left\{x_{6} x_{9}\right\}$
(3) $\left\{x_{1} x_{8}, x_{3} x_{6}\right\} \rightarrow\left\{x_{1} x_{8}\right\}$ and $\left\{x_{3} x_{6}\right\}$
(4) $\left\{x_{1} x_{9}, x_{4} x_{6}\right\} \rightarrow\left\{x_{1} x_{9}\right\}$ and $\left\{x_{4} x_{6}\right\}$
(5) $\left\{x_{2} x_{3}, x_{7} x_{8}\right\} \rightarrow\left\{x_{2} x_{3}\right\}$ and $\left\{x_{7} x_{8}\right\}$
(6) $\left\{x_{2} x_{4}, x_{7} x_{9}\right\} \rightarrow\left\{x_{2} x_{4}\right\}$ and $\left\{x_{7} x_{9}\right\}$
(7) $\left\{x_{2} x_{8}, x_{3} x_{7}\right\} \rightarrow\left\{x_{2} x_{8}\right\}$ and $\left\{x_{3} x_{7}\right\}$
(8) $\left\{x_{2} x_{9}, x_{4} x_{7}\right\} \rightarrow\left\{x_{2} x_{9}\right\}$ and $\left\{x_{4} x_{7}\right\}$
(9) $\left\{x_{1} x_{6}, x_{2} x_{7}, x_{3} x_{8}, x_{4} x_{9}\right\} \rightarrow\left\{x_{1} x_{6}, x_{2} x_{7}\right\}$ and $\left\{x_{3} x_{8}, x_{4} x_{9}\right\}$
(10) $\left\{x_{1} x_{2}, x_{6} x_{7}\right\} \rightarrow($ no change $)$
(11) $\left\{x_{1} x_{7}, x_{2} x_{6}\right\} \rightarrow($ no change $)$
(12) $\left\{x_{3} x_{4}, x_{8} x_{9}\right\} \rightarrow($ no change $)$
(13) $\left\{x_{3} x_{9}, x_{4} x_{8}\right\} \rightarrow($ no change $)$

One can check that subset on any main effect except $x_{5}$ permits the semifoldover design to estimate as many two-factor interactions as the full foldover design, since they satisfy the conditions of Theorem 6.3.1. For instance, if we subset on $x_{6}$, then the indicator polynomial function of $\mathcal{F}^{(1)} \cup \mathcal{F}_{o}^{(1)}$ is

$$
\begin{aligned}
f_{1}(x)= & \frac{1}{16}+\frac{1}{16} x_{1} x_{2} x_{6} x_{7}+\frac{1}{16} x_{1} x_{2} x_{4} x_{5} x_{8}+\frac{1}{16} x_{4} x_{5} x_{6} x_{7} x_{8}+\frac{1}{16} x_{1} x_{2} x_{3} x_{5} x_{9} \\
& +\frac{1}{16} x_{3} x_{5} x_{6} x_{7} x_{9}+\frac{1}{16} x_{3} x_{4} x_{8} x_{9}+\frac{1}{16} x_{1} x_{2} x_{3} x_{4} x_{6} x_{7} x_{8} x_{9}+\frac{1}{16} x_{6} \\
& +\frac{1}{16} x_{1} x_{2} x_{7}+\frac{1}{16} x_{1} x_{2} x_{4} x_{5} x_{6} x_{8}+\frac{1}{16} x_{4} x_{5} x_{7} x_{8}+\frac{1}{16} x_{1} x_{2} x_{3} x_{5} x_{6} x_{9} \\
& +\frac{1}{16} x_{3} x_{5} x_{7} x_{9}+\frac{1}{16} x_{3} x_{4} x_{6} x_{8} x_{9}+\frac{1}{16} x_{1} x_{2} x_{3} x_{4} x_{7} x_{8} x_{9}
\end{aligned}
$$

and the indicator polynomial function of $\mathcal{F}^{(-1)} \cup \mathcal{F}_{0}^{(1)}$ is

$$
\begin{aligned}
f_{2}(x)= & \frac{1}{16}+\frac{1}{16} x_{1} x_{2} x_{6} x_{7}+\frac{1}{16} x_{1} x_{2} x_{4} x_{5} x_{8}+\frac{1}{16} x_{4} x_{5} x_{6} x_{7} x_{8}+\frac{1}{16} x_{1} x_{2} x_{3} x_{5} x_{9} \\
& +\frac{1}{16} x_{3} x_{5} x_{6} x_{7} x_{9}+\frac{1}{16} x_{3} x_{4} x_{8} x_{9}+\frac{1}{16} x_{1} x_{2} x_{3} x_{4} x_{6} x_{7} x_{8} x_{9}+\frac{1}{16} x_{2} x_{3} x_{4} x_{5} \\
& +\frac{1}{16} x_{1} x_{3} x_{4} x_{5} x_{6} x_{7}+\frac{1}{16} x_{1} x_{3} x_{8}+\frac{1}{16} x_{2} x_{3} x_{6} x_{7} x_{8}+\frac{1}{16} x_{1} x_{4} x_{9} \\
& +\frac{1}{16} x_{2} x_{4} x_{6} x_{7} x_{9}+\frac{1}{16} x_{2} x_{5} x_{8} x_{9}+\frac{1}{16} x_{1} x_{5} x_{6} x_{7} x_{8} x_{9} .
\end{aligned}
$$

The four and five-letter words which contain $x_{6}$ in $\mathcal{W}_{e}$ are $x_{1} x_{2} x_{6} x_{7}, x_{4} x_{5} x_{6} x_{7} x_{8}$ and $x_{3} x_{5} x_{6} x_{7} x_{9}$, and in $\mathcal{W}_{0}$ are $x_{1} x_{3} x_{6} x_{8}, x_{1} x_{4} x_{6} x_{9}, x_{2} x_{3} x_{4} x_{5} x_{6}$ and $x_{2} x_{5} x_{6} x_{8} x_{9}$. Since $x_{1} x_{3}, x_{1} x_{4}, x_{1} x_{8}, x_{1} x_{9}, x_{2} x_{3}, x_{2} x_{4}, x_{2} x_{8}$ and $x_{2} x_{9}$ are not in any four and five-letter words in $\mathcal{W}_{e}$, they can be de-aliased with other two-factor interactions in the fraction $\mathcal{F}^{(1)} \cup \mathcal{F}_{o}^{(1)}$. Since $x_{1} x_{6}$ contains $x_{1}$ and $x_{2} x_{7}$ is not in any four and five-letter words in $\mathcal{W}_{0}$, they can be de-aliased with $x_{3} x_{8}$ and $x_{4} x_{9}$ in the fraction $\mathcal{F}^{(-1)} \cup \mathcal{F}_{o}^{(1)}$. One can check this from the indicator polynomial functions of $\mathcal{F}^{(1)} \cup \mathcal{F}_{o}^{(1)}$ and $\mathcal{F}^{(-1)} \cup \mathcal{F}_{o}^{(1)}$.

Note that $x_{6}$ appears in the first four sets, and so from the proof of Theorem 6.3.1, the two-factor interactions which contain $x_{6}$ in the first four sets can also be de-aliased with other two-factor interactions in the fraction $\mathcal{F}^{(-1)} \cup \mathcal{F}_{o}^{(1)}$.

## Chapter 7

## Conclusions and Future Work

### 7.1 Conclusions

In this thesis, we have studied some properties of indicator polynomial functions. Using indicator polynomial functions, we have extended some existing results of regular designs to non-regular designs and also established some general results which did not exist even for regular designs.

In Chapter 2, we have considered some properties of an indicator polynomial function with all its words are odd words or even words. We have established that in the case without replicates, an indicator polynomial function with certain property must represent a half fraction and a factorial design which is not a half fraction must has at least three words in its indicator polynomial function. We have also proved that there is no $(2 l+1)$-factor design of resolution $(2 l-1) .^{*} x$ when the run size of the design is not equal to $2^{2 l}$. After proving that an indicator polynomial function with one word is a regular design or replicates of a regular design, we have shown that there is no indicator polynomial
function which contains only two words. Moreover, we have investigated indicator polynomial functions with three words and gotten that indicator polynomial functions with three words must contain one or three even words. The forms of the indicator polynomial functions with three words have also been obtained.

In Chapter 3, we have proved that a $m$-factor resolution $(2 l-1) .{ }^{*} x$ design can be converted into a $(m-1)$-factor resolution $(2 l+1) \cdot x$ design in the same number of runs and any $m$-factor design with resolution equal or bigger than $V$ can be converted into a $(m+1)$-factor resolution $I I I^{*} . x$ design in the same number of runs. We have also shown that a $m$-factor resolution ( $2 l-1$ )-factor design can be converted into ( $m-1$ )-factor resolution (2l). $x$ design in the same number of runs and a $m$-factor design with resolution (2l). $x$ can be converted into a $(m+1)$-factor resolution $(2 l-1) . x$ design in the same number of runs.

After obtaining the indicator polynomial functions of semifoldover designs, we considered the addition of a smaller fraction to the original design and provided a way to find the indicator polynomial functions of partial foldover designs in Chapter 4. Especially, we have obtained the indicator polynomial functions of the partial foldover design which is obtained by adding a $\frac{1}{4}$ runs of the original design.

In Chapter 5, we have studied various semifoldover resolution III.x designs. When subsetting on a main effect, we have established that the semifoldover design obtained by folding over on one or more, but not all, the factors can not de-alias more main effects that the semifoldover design obtained by folding over on all the factors. When subsetting on a two-factor interaction, we have provided necessary and sufficient conditions for a semifoldover design to de-alias a main effect. Some illustrative examples are also provided in this chapter.

In Chapter 6, we have studied semifoldover designs obtained from general two-level resolution IV.x designs. When folding over on one factor, we have
proved that a semifoldover design, obtained by subset on a main effect, can estimate as many two-factor interactions as the full foldover design; the necessary and sufficient conditions for a semifoldover design, obtained by subsetting on a two or three-factor interaction, to de-alias all the two-factor interactions which contain the foldover factor are also presented. We have also provided a sufficient condition for a semifoldover design, obtained by folding over on two or more factors and subsetting on a main effect, to estimate as many two-factor interactions as the full foldover design. Finally, we have presented some illustrative examples.

### 7.2 Future Work

Indicator polynomial functions are new and powerful tools. Their applications in factorial designs need to be explored further. There are several interesting problems for future research:

In Chapter 2, we have studied some properties of indictor polynomial functions. Specifically, we have shown that some forms of indicator polynomial functions must be a half fraction and we have also studied indicator polynomial functions with only one, two or three words. The following problems will be of further interest to study in the future:

1. If a factorial design is a half fraction, what can we say about its indicator polynomial function?
2. When the indicator polynomial function contains four or more words, what are the possible forms of the indicator polynomial function?

In Chapter 3, we have studied the connections between two-level factorial designs of resolution $I I I^{*} \cdot x$ and resolution $V \cdot x$ using the transformations proposed by Draper and Lin [14]. If we use different transformations, we may
get different connections between resolutions of two-level factorial designs. This certain is worth examining in a future work.

In Chapter 4, we have provided the indicator polynomial functions of partial foldover designs. This allows us to study partial foldover designs obtained by adding smaller fractions, such as $\frac{1}{4}$ fractions, to original designs. One possible future work is to consider alias structures in such partial foldover designs and explore when an effect can be de-aliased in the partial foldover designs.

Chapters 5 and 6 have examined when a main effect or a two factor interaction can be de-aliased in a semifoldover design. But, this consideration is under the condition that there are no blocks. One possible future work is to study alias structures of blocked semifoldover designs and consider when an effect can be de-aliased in such a blocked semifoldover design.

## Bibliography

[1] Adams, W. W. and Loustaunau, P. An Introduction to Gröbner Bases. Graduate Studies in Mathematics, American Mathematical Society, 1994.
[2] Addelman, S. Irregular Fractions of the $2^{n}$ Factorial Experiments. Technometrics, 3, 479-496, 1961.
[3] Barnett, J., Czitrom, V., John, P. W. M. and Lión, R. V. Using Fewer Wafers to Resolve Confounding in Screening Experiments. Statistical Case Studies for Industrial Process Improvement, eds. V. Czitrom and P. D. Spagon, Philadelphia: SIAM, 235-250, 1997.
[4] Bates, R., Giglio, B., Riccomagno, E., and Wynn, H. P. Gröbner bases methods in polnomial modelling. Proceedings in COMPSTAT 98, R. Payne and P. Green, Bristol 24-28th August 1998, 179-184.
[5] Box, G. E. P., Hunter, W. G., and Hunter, J. S. Statistics for Experimenters. New York, John Wiley \& Sons, Inc., 1978.
[6] Cheng, C. S. Some Hidden Projection Properties of Orthogonal Arrays with Strength Three. Biometrika, 85, 491-495, 1998.
[7] Cheng, C. S. In a Personal Communication.
[8] Cox, D., Little, J. and O'Shea, D. Ideal, Varieties, and Algorithms, 2nd edn. Springer-Verlag, New York, 1997.
[9] Daniel, C. Sequences of Fractional Replicates in the $2^{p-q}$ Series. Journal of the American Statistical Association, 67, 403-429, 1962.
[10] Deng, L-Y and Tang, B. Generalized Resolution and Minimum Aberration Criteria for Plackett-Burman and Other Non-regular Factorial Designs. Statistica Sinica, 9, 1071-1082, 1999.
[11] Dey, A. Orthogonal Fractional Factorial Designs. Halsted Press, New York, 1985.
[12] Dey, A. and Mukerjee, R. Fractional Factorial Plans. John Wiley \& Sons, New York, 1999.
[13] Draper, N. R. Small Composite Designs. Technometrics, 27, 173-180, 1985.
[14] Draper, N. R. and Lin, D. K. J. Connections Between Two-Level Designs of Resolutions $I I I^{*}$ and $V$. Technometrics, 32, 283-288, 1990.
[15] Fontana, R., Pistone, G. and Rogantin, M. P. Classification of Two-Level Factorial Fractions. Journal of Statistical Planning and Inference, 87, 149172, 2000.
[16] Hartley, H. O. Smallest Composite Designs for Quadratic Response Surfaces. Biometrics, 15, 611-624, 1959.
[17] Holliday, T., Pistone, G., Riccomagno, E., and Wynn, H. P. The application of algebraic geometry to the design and analysis of experiments: A case study. Computational Statistics, 14, 213-231, 1998.
[18] John, P. W. M. Breaking Alias Chains in Fractional Factorials. Communication in Statistics, Theory and Methods, 29, 2143-2155, 2000.
[19] Li, W., Lin, D. K. J. and Ye, K. Q. Optimal Foldover Plans for Non-regular Orthogonal Designs. Technometrics, 45, 2003.
[20] Mee, W. M. and Peralta, M. Semifolding $2^{k-p}$ Designs. Technometrics, 42, 122-134, 2000.
[21] Montgomery, D. C. and Runger, G. C. Foldovers of $2^{k-p}$ Resolution IV Experimental Designs. Journal of Quality Technolgy, 28, 446-450, 1996.

22] Montgomery, D. C. Design and Analysis of Experiments. 4th edition, John Wiley \& Sons, 1997.
[23] Pistone, G. and Wynn, H. P. Generalised Confounding with Gröbner Bases. Biometrika, 83, 653-666, 1996.
[24] Pistone, G., Riccomagno, E. and Wynn, H. P. Algebraic Statistics: Computational Commutative Algebra in Statistics. Chapman \& Hall/CRC Press, Boca Raton, 2001.
[25] Raktoe, B. L., Hedayat, A. and Federer, W. T. Factorial Designs. John Wiley \& Sons, New York, 1981.
[26] Robbiano, L. Gröbner bases and Statistics. Gröbner bases and applications (Proc. of the Conf. 33 Years of Gröbner bases), Buchberger, B. and Winkler, F., Cambridfe University Press, London Mathematical Society Lecture Notes Series, 251, pp. 179-204, 1998.
[27] Tang, B. and Deng, L-Y. Minimum $G_{2}$-Aberration and Nonregular Fractional Factorial Designs. Annals of Statistics 27, 1914-1926, 2000.
[28] Wang, J. C. and Wu, C. F. J. A Hidden Projection Property of PlackettBurman and Related Designs. Statistica Sinica, 5, 235-250, 1995.
[29] Westlake, W. J. Composite Designs Based on Irregular Fractions of Factorials. Biometrics, 21, 324-336, 1965.
[30] Wu, C. F. J. and Hamada, M. Experiments. Planning, Analysis, and Parameter Design Optimization. John Wiley \& Sons, New York, 2000.
[31] Ye, K. Q. Indicator Function and its Application in Two-level Factorial Designs. The Annals of Statistics, 31, 984-994, 2003.
[32] Ye, K. Q. A Note on Regular Fractional Factorial Designs. Statistica Sinica, 2004, to appear.

