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Abstract: Reference intervals are a vital part of the infor-
mation supplied by clinical laboratories to support inter-
pretation of numerical pathology results such as are 
produced in clinical chemistry and hematology labora-
tories. The traditional method for establishing reference 
intervals, known as the direct approach, is based on 
collecting samples from members of a preselected refer-
ence population, making the measurements and then 
determining the intervals. An alternative approach is to 
perform analysis of results generated as part of routine 
pathology testing and using appropriate statistical tech-
niques to determine reference intervals. This is known as 
the indirect approach. This paper from a working group of 
the International Federation of Clinical Chemistry (IFCC) 
Committee on Reference Intervals and Decision Limits 
(C-RIDL) aims to summarize current thinking on indirect 
approaches to reference intervals. The indirect approach 
has some major potential advantages compared with 
direct methods. The processes are faster, cheaper and do 
not involve patient inconvenience, discomfort or the risks 

associated with generating new patient health informa-
tion. Indirect methods also use the same preanalytical 
and analytical techniques used for patient management 
and can provide very large numbers for assessment. Limi-
tations to the indirect methods include possible effects 
of diseased subpopulations on the derived interval. The 
IFCC C-RIDL aims to encourage the use of indirect meth-
ods to establish and verify reference intervals, to promote 
publication of such intervals with clear explanation of 
the process used and also to support the development of 
improved statistical techniques for these studies.
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Introduction
Quantitative pathology results are generally supported by 
the provision of reference intervals to aid in interpretation. 
The concept of reference intervals is now well established 
and is based on including a fixed percentage of a refer-
ence population within the interval described by upper 
and lower reference limits (RLs). The reference population 
is generally made up of a statistically significant number 
of predefined condition-free subjects, but the concept can 
be applied to any defined population. Generally, it is the 
responsibility of laboratories to either validate a reference 
interval derived elsewhere or determine their own interval 
for use with their population and analytical methods [1]. 
The recommended process for defining a reference interval 
is the so-called “direct” approach, where subjects repre-
senting the reference population are selected and sampled 
and the specimen analyzed for this purpose. The reference 
laboratory document describing this process is the Clinical 
and Laboratory Standards Institute EP28-A3C [2]. An alter-
native approach is the “indirect” approach where results 
from specimens are collected for routine purposes, which 
have been collected for screening, diagnostic or monitoring 
purposes and are used to determine the reference intervals.
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Data mining, or “big data”, is the process of using 
previously generated data to identify new information. 
Routine pathology databases often contain many thou-
sands or millions of results from many 100s or 1000s of 
patients, which can be used in this manner. Using the data 
for the goal of determining population reference intervals 
by indirect techniques is one example of data mining [3]. 
In addition to setting reference intervals, data in pathol-
ogy databases can be used for internal quality control [4], 
external quality assessment [5], reference interval valida-
tion [6] and determining biological variation data [7–9]. 
In addition to these factors related to laboratory quality 
and result reporting, data mining can be used to learn 
about physiological changes [10], relationships between 
analytes, effects of interferences, laboratory utilization, 
epidemiological studies and many other purposes.

This review and opinion document has been prepared 
by the International Federation of Clinical Chemistry 
(IFCC) Committee on Reference Intervals and Decision 
Limits (C-RIDL) and describes various aspects of the indi-
rect approach to setting reference intervals including ben-
efits and risks, available methods and their strengths and 
weaknesses. It is the opinion of the authors that indirect 
techniques are highly valuable, either as stand-alone tools 
or to support other approaches, and that laboratories 
should be encouraged to use these techniques and further 
develop tools for use in this area.

Direct vs. indirect approaches
The traditional approach to establishing reference inter-
vals has been termed the direct approach [2]. In this 
process, individuals from a population (the reference pop-
ulation) are selected for sampling based on defined crite-
ria. Specimens are then collected from these individuals 
and analyzed for the selected measurands. This approach 
has been subdivided into a priori and a posteriori selection 
processes. The a priori approach is to select individuals 
for specimen collection and analysis if they meet defined 
inclusion criteria. In the a posteriori approach, specimens 
collected from a population will be included in the analy-
sis based on other factors such as clinical details or other 
measurement results, which were not used to define the 
collection (see Box 1). Thus, in the a posteriori approach, 
not all specimens that were collected would be included 
in the reference population for further analysis. Ideally, a 
direct approach would use randomly selected members of 
the reference population; however, this is rarely achieved 
with the tested population usually heavily influenced by 

convenience and cost factors. True randomization to seek 
a fully representative group requires extensive (and expen-
sive) planning and implementation, such as was used 
in the Canadian Health Measures surveys [11]. Another 
factor with direct approaches is that every selected test 
result is included in the statistical analysis. This makes 
outlier exclusion a vital part of the process, although the 
exclusion process itself can significantly affect the inter-
vals determined [12]. Known limitations for direct studies 
include difficulty with the definition of health and the 
prevalence of subclinical disease, as well as selection bias 
associated with relatively small cohorts.

Indirect approaches are those performed using 
laboratory results collected for other purposes, usually 
for routine clinical care, although also for screening or 
other purposes, where the reference intervals are usually 
determined by statistical methods based on identifying a 
distribution in the midst of the data, rather than requir-
ing assessment of all individual results in the database 
as belonging to the reference population or otherwise. 
Although standard parametric or non-parametric pro-
cesses have been used for indirect reference interval 
studies, these techniques suffer from influence by the 
more extreme results in a data set, which are also those 
most likely to be affected by disease.

A vital issue with any reference interval project, 
using direct or indirect techniques, is an understanding 
of the factors that influence variations in analyte con-
centrations. The effects of within- and between-individ-
ual variability, analytical and preanalytical variability, 
physiology and pathology as well as clinical decision 
making need to be considered when designing studies, 
interpreting the results and deciding on reference inter-
vals [10]. Establishing reference intervals should not be 
considered just a “statistical game”, but also requires 
oversight from experts in laboratory medicine, physiol-
ogy and disease.

Box 1: Definitions.

Direct sampling. Selection of results from a reference population by 
predetermined criteria, which are independent of the measurand of 
interest
– �A priori selection is the application of criteria before the collection 

of the samples
– �A posteriori selection is the application of criteria after the 

collection of the samples
Indirect sampling. Selection of the results from a mixed population 
(mixed = containing diseased and non-diseased subjects) to get the 
results of a predefined reference subpopulation. The selection is 
performed by statistical tools resolving the distribution of interest 
from the mixed population
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Of note, reference intervals should not be confused 
with clinical decision limits. Reference intervals are gen-
erally considered as a distribution of test values in the pre-
defined population, whereas clinical decision limits are 
mostly determined by assessing the patients’ outcomes or 
response to management changes.

Comparison of the two approaches: 
cost and complexity
Direct sampling requires a series of structured steps that 
together require significant resources [13, 14]. These steps 
include the following: definition of the reference popula-
tion; locating/recruiting members of the reference popu-
lation; obtaining informed consent; sample collection, 
processing and storage; sample analysis; statistical evalu-
ation (including outlier exclusion); and development of 
reference intervals for routine use. The processes of identi-
fying subjects, collecting specimens and performing analy-
sis are, at the very least, expensive and time consuming. In 
some cases, it can be exceedingly difficult, e.g. extremes of 
age or other than blood/urine sample types. Owing to the 
resource requirements, it is not uncommon for laboratories 
to establish reference intervals using fewer than the recom-
mended number of subjects or use other published sources 
of reference intervals that may not apply to the existing 
analytical methods and tested populations. It is also rare 
that studies consider all of the many factors that can influ-
ence test results [15]. As it is almost impossible to select a 
small number of healthy individuals that represent overall 
biological diversity [15], this may lead to imprecise and 
inaccurate definition of the reference intervals. However, 
this limitation may be minimized by more sophisticated 
statistical/computational approaches such as bootstrap-
ping (repeated analysis of random subsamples of the data 
set with replacement between sampling) [16].

By contrast, the indirect approach is based on data 
that have already been generated as part of routine care, 
thus excluding the resource-intensive components, i.e. 
patient identification, recruiting, specimen collection and 
measurement, of the direct approach.

Benefits and risks/difficulties of 
indirect approaches
Important benefits of the indirect approach, relative to 
the direct approach, include that it is faster and cheaper. 

It is also based on the actual preanalytical and analyti-
cal conditions used in routine practice [17]. Additionally, 
the reference population is the one from which a patient 
is actually being distinguished from, i.e. a person pre-
senting to a health care service who does not have the 
condition under consideration is compared with the 
person attending for medical care of that condition 
(See Table A). There are however risks and difficulties 
associated with indirect approaches. Perhaps the most 
important risk is the question as to whether the pres-
ence of diseased individuals influences the reference 
intervals. This will depend on the nature of the disease 
state, i.e. clearly separated or overlapping with the non-
disease population, and the relative prevalence in the 
population.

Selecting the population
By definition, the population will be derived from one or 
more routine pathology databases. Before starting any 
statistical analysis, some basic considerations are neces-
sary to consider which results from the data set should be 
included.

Source—inpatient vs. outpatient

If the aim is to produce “health-associated” reference 
intervals, then results from outpatients are clearly pre-
ferred, particularly from those in a primary care setting. 
The high frequency of inflammation, recumbency, intra-
venous fluids, medications and dietary changes, in addi-
tion to the disease(s) leading to the admission, makes 
inpatient samples less desirable.

Number of subjects

There is no prescription for the number of samples 
required; however, “more is better” to produce robust 
results. If a data set is composed of nearly all unaffected 
results and is close to Gaussian, e.g. serum sodium 
or calcium in a general practice population, smaller 
numbers can provide reliable estimates. If the underly-
ing distribution is skewed or heavily contaminated, larger 
numbers are required. If the statistical tool used pro-
duces a confidence interval around the derived RL, then 
it can be assessed whether the limits generated are “close 
enough”. In the absence of such estimates, assessing 
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multiple subsets of the data to demonstrate reproduc-
ibility can provide supporting evidence. The above com-
ments are qualitative only. However, to provide a starting 
point for further work in this area, 1000  subjects may 
be considered a small number and above 10,000 as a 
large number, and in populations which are poorly rep-
resented in a database (e.g. extremes of age), smaller 
numbers may still provide useful information. It was also 
recommended [18] to use at minimum of 400 reference 
subjects for each partition for a statistically reliable refer-
ence interval calculation.

Stability over time

Before using any data set, it is important to ensure that the 
analytical method and the population have been stable 
over the period of data collection [19]. The first assessment 
is an historical review, i.e. has the method been changed 
or the population serviced changed during the period of 
data collection. This can be further assessed by review-
ing medians and other percentiles over the time period of 
data collection, and also by the assessment of QC and EQA 
results. Any changes in these parameters over the time of 
the data set generation must be investigated and the data 
limited to a period where the assay performance matches 
the stable on-going analytical performance using estab-
lished quality performance goals. The review of at least 1 
year of data may also reveal any circannual variation that 
may need to be considered.

Consideration of partitioning

Although consideration of possible partitioning should 
be done based on known effects (e.g. creatinine differ-
ences with age and sex), all data sets should be assessed 
for the effects of readily determinable cofactors such as 
age and sex. This can be performed by plotting medians 
and selected centiles (e.g. 10th and 90th) for males and 
females against patient age. This may reveal a previ-
ously unconsidered need for partitioning or confirm 
the stability across the groups. Analysis against other 
co-factors such as ethnicity, body mass index (BMI) or 
alcohol consumption may be considered, although this 
information is rarely available in routine pathology 
databases.

The need for partitioning can be assessed by several 
objective criteria. Harris and Boyd [20] recommends a 
separate reference interval when the ratio of standard 

deviation (larger over smaller) between the subgroups 
exceed 1.5, or when the Z-statistics between the two sub-
group distribution exceeds 3. Alternately, partitioning 
may be justified when more than 4.1% of a subgroup falls 
outside of the RL [21]. More details on statistical consid-
erations for partitioning can be found in the paper by Ichi-
hara and Boyd [18].

In addition to considering separate partitions based 
on continuous variables such as age, it is also possible 
to generate smoothed reference intervals, which can be 
applied, for example, to graphical data. This approach 
to the data may be especially useful in the pediatric age 
group [22, 23].

Exclusions

Data sets can be “biochemically filtered” to reduce the 
frequency of results from subjects where there is a higher 
likelihood of disease affecting the result. This can be 
based on other results (e.g. exclude thyroxine results 
where TSH is outside the reference interval), the location 
of sample collection (i.e. high altitude residents, inpa-
tients) or supplied clinical information. Depending of the 
relative frequency of the samples and the nature of the 
statistical technique, it may not be necessary to exclude 
specific subgroups (e.g. lipid clinic or renal clinic). As an 
example, the use of statistical methods using the bulk 
of data near the centre of the distribution, such as the 
Hoffman, Bhattacharya or DGKL methods (see below), 
will be resistant to the inclusion of such groups, but 
standard parametric or non-parametric methods may be 
strongly influenced.

An additional recommended approach is to limit 
results to a single result per patient. As a diseased 
patient is more likely to be retested than a non-diseased 
patient, failure to do this is likely to lead to overrepre-
sentation of results from unwell subjects. When select-
ing the single result, the last result of a patient during a 
“healthcare episode” (e.g. a hospital admission) is pre-
ferred as it is most likely to represent a return towards 
health. An extension of this approach is to only use 
results where a single collection has been made from 
a patient during the period of data collection (“solo” 
samples). This is based on the assumption that a result 
considered abnormal by the treating doctor is more 
likely to be repeated. Other approaches to “improve” 
the data are to use results from other corequested tests, 
such as the REALAB project [24], or by linking to clini-
cal databases, which contain patient-specific health 
information [25, 26].
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Statistical techniques for the 
indirect approach – descriptions 
and assessment

Standard parametric and non-parametric 
statistics

Standard parametric (mean and standard deviation) or 
non-parametric statistics (percentiles), such as those used 
in direct reference interval studies, can also be used for 
indirect studies. This will involve outlier removal, either 
before or after transformation, followed by calculation 
of the mean and SD or median and relevant percentiles. 
A parametric approach has been used in analysis of data 
from NHANES [27] and a non-parametric approach in a 
Turkish study [28].

A key difficulty of standard statistical techniques 
is the high likelihood (or indeed expectation) of values 
from diseased individuals in the data set, which has 
been extracted from the pathology database, to influ-
ence reference interval results. As standard statistical 
techniques are strongly influenced by the extremes of the 
data set, and these extremes are those most likely to be 
from affected subjects, great attention needs to be given to 
outlier removal. There have been a number of examples of 
approaches to attempt to minimize the presence of results 
from diseased subjects in database extracts. For example, 
in the study by Inal et al. [28], outliers were removed by 
iterative removal of results outside the interquartile range 
after log transformation.

Other methods have been used to reduce the con-
tamination of the database with results from subjects 
with disease. As stated above, in the REALAB study, 
data exclusion was based on related results followed by 
the use of standard parametric statistics [24]. The latent 
abnormal values exclusion (LAVE) process, also exclud-
ing subjects based on laboratory results, has been used 
in reference intervals studies by the C-RIDL but has not 
been tested in indirect processes [29]. In a process linking 
pathology results with clinical diagnostic codes, Poole 
and colleagues [26] developed an automated system to 
identify clinical codes overrepresented in extreme results, 
and then remove related samples from the data set. After 
iteratively applying this process, reference intervals were 
established by standard non-parametric techniques. In 
general, standard parametric and non-parametric statisti-
cal methods are not recommended unless there are vali-
dated robust methods for outlier removal and a population 
with a very low probability of disease, e.g. data collected 

at a community screening project or similar. The removal 
of probable outliers from a data set can be a useful tool, 
even if more robust statistical processes are used.

Hoffmann method

The Hoffmann technique was developed in 1963 as a 
method to identify a homeostatically regulated population 
subset of test results in a data set that is assumed to follow 
Gaussian or near-Gaussian distribution. It was developed 
in the precomputer era for paper-based systems [30]. More 
recently, this method has been used in a computerized 
form [31, 32]. A limitation of the Hoffmann procedure is 
that it is influenced by the presence of a secondary popu-
lation of significant size [33] although filtering of the data 
can reduce this effect. The original method used a normal 
probability paper. A recent revised version dispensed 
with this requirement [32] although this revised method 
has been challenged [34]. However, calculated by this 
method, reference intervals for tests that were expected to 
be heavily influenced by diseased subjects were reported 
to be statistically similar to those reported from published 
statistically robust direct studies [32].

Bhattacharya method

The Bhattacharya method is also a graphical method for 
identifying a Gaussian distribution in the midst of other data 
[35]. Like the Hoffmann method, it was originally developed 
in the precomputer era using manual paper-based systems. 
The procedure is able to separate overlapping distributions 
[33, 35] giving an advantage over Hoffmann in this setting. 
Computer-based versions have been developed in Java and 
Microsoft Excel (see Appendix). The Bhattacharya method 
has been shown to be less influenced by data not included 
in the Gaussian distribution compared with the Hoffmann 
method [33]. This method has been subject to review [36–
38] and also used in a number of published papers [39–41]. 
The method is user dependent, requiring selection of bin 
size for the data, the bin location and the number of bins 
included in the analysis. Typically, data from four to six 
bins are used to determine the line of best fit and a high 
degree of linearity is preferred (e.g. r2 >0.99).

Special programs (e.g. DGKL working group)

A more sophisticated procedure than those of Hoffmann 
and Bhattacharya was developed by Arzideh et  al. [19]. 
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In this process, a smoothed kernel density function was 
estimated for the distribution of the total mixed data of 
the sample group (combined data of non-diseased and 
diseased subjects). It was assumed that the “central” part 
of the distribution of all data represents the non-diseased 
(“healthy”) population.

The distribution of the non-pathological values is 
modeled by the power normal (PN) distribution family 
(Gaussian/truncated Gaussian after using a Box-Cox 
Transformation function). Thereby, it is assumed that the 
main (central) part of the data (truncated at the left and 
right sides), which contains almost only non-pathological 
values, can be modeled by a truncated PN distribution. 
The parameters of the PN distribution are estimated using 
the maximum likelihood method. A goodness-of-fit sta-
tistic (a kind of Kolmogorov-Smirnov statistic) is used to 
find (optimize) the main part of the data. RLs are calcu-
lated as the 2.5 and 97.5 percentiles of the estimated PN 
distribution for the non-pathological value. Clinical deci-
sion limits may also be separately computed as the inter-
section point of the non-pathological and pathological 
density curves (bimodal RL with the highest diagnostic 
efficiency).

A software program consisting of an Excel spread-
sheet used as a front end and an R-script for the calcu-
lations is available from the home page of the German 
Society of Clinical Chemistry and Laboratory Medicine 
(see Appendix). This program checks a possible analyti-
cal trend during the time of data collection and considers 
automatic stratification according to sex and age.

Transformations (log, Box-Cox, other)

The simplest distribution to identify within a mixed popu-
lation is a Gaussian distribution as demonstrated by the 
Hoffmann and Bhattacharya methods. When the analyte of 
interest has a skewed distribution, alternative approaches 
are needed, generally involving transformation of the dis-
tribution to Gaussian. Log transformation is commonly 
used although distributions may be both more or less 
skewed than a log distribution, and a selected Box-Cox 
transformation can provide a better fit. As the derived RLs 
are dependent on the choice of transformation it is impor-
tant to have tools to confirm that an appropriate transfor-
mation is used. One published approach was to identify 
best fits of transformed data for both diseased and non-
diseased subgroups followed by a Bhattacharya analysis 
[42], a similar approach to that of Arzideh et al. [19].

A distribution may be skewed for to a number of pos-
sible reasons. It may be that in a homogenous, healthy 

population, the distribution of an analyte is skewed, as 
shown by the varying values of the transformation param-
eter required for Box-Cox transformation in the IFCC mul-
tinational study [43]. Many blood hormones (e.g. TSH, LH, 
insulin) and blood enzymes (e.g. CK, ALP) are inherently 
skewed, and log transformation is often applied. It may 
also be that there are distributions overlapping an under-
lying Gaussian distribution, making it appear skewed. In 
the latter setting, transformation of the data set may have 
the effect of including a diseased subset in the population 
reference interval. An example of this may be the presence 
of fatty liver on liver enzymes. A lean population without 
fatty liver may seem close to Gaussian, whereas a popula-
tion including the overweight and obese will be markedly 
skewed. This has been shown for liver enzymes by Ichi-
hara et al. [43].

An approach to transformation can be considered as 
follows: prior to any transformation, seek independent 
information about the likely nature of the distribution. 
This may come from previous direct or indirect reference 
interval studies, especially where possible confounders 
have been considered. Additionally, the data set under 
consideration should be reviewed for subpopulations, 
e.g. based on sex, age, sample collection and handling 
or other factors, which may contribute to the shape of the 
distribution. Of primary importance is an understanding 
of the pathophysiology of the measurand to be aware of 
confounding factors and how the reference interval may 
be used in practice. Caution should be exercised when 
analyzing and interpreting highly skewed distributions 
that may not be amenable to transformation (e.g. tro-
ponin). More work is needed to examine the appropriate 
statistical treatment/transformation for reliable refer-
ence interval derivation. Additionally, some data sets may 
be based on a high percentage of pathological results, 
making the use of indirect methods inappropriate. An 
example of this may be blood gas results where the test is 
rarely performed in individuals without a high probability 
of a condition that may affect the results.

Common reference intervals
In recent years, on behalf of IFCC, C-RIDL has performed 
direct reference interval studies in many countries to deter-
mine global reference intervals. This work is based on a 
common protocol [44] and the use of a panel of sera to har-
monize measurement results [29]. Data mining approaches 
can support and expand this work. Data mining is also 
uniquely valuable for the assessment and validation of 
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common reference intervals. Due to the relatively low cost 
of data mining approaches, it is possible for multiple labo-
ratories in a region or country to perform a study under the 
same conditions with the same methods, with the aim of 
establishing a reference interval to cover a number of labo-
ratories. The indirect approach can be considered particu-
larly valuable as it assesses all aspects of an interval at the 
same time, i.e. the population, the pre-analytical factors 
and the analytical factors. Thus, if a working group is con-
sidering common reference intervals, an interval can be 
recommended or confirmed based on data from as many 
participants in the group as possible, an approach used by 
the Australian project on common reference intervals [45]. 
Additionally, a proposed interval can be validated for local 
use, even if patient numbers are not large, using the mid-
point (median) of a distribution, which is the most robust 
output of a data mining exercise [6].

For smaller laboratories, the use of data from multi-
ple sites can increase the numbers of results included in a 
reference interval study [46]. Data from multiple sites can 
also be used to validate the transferability of reference 
intervals [6], or to investigate the possibility of significant 
regional differences [47]. One example of such initiative 
for the pediatric population is the PEDREF study (www.
pedref.org).

Verification of derived reference 
intervals
It is important that laboratories verify their reference 
intervals before applying them for routine clinical care. 
This requirement applies to reference intervals derived 
using the indirect approach. This can be achieved by the 
conventional approach where the laboratory analyses 
samples from 20  subjects without the predefined condi-
tion in the reference population. The reference intervals 
is considered verified if two or less results out of 20 fall 
outside of the reference intervals that would correspond 
to a 95% probability [2].

Alternately, laboratories can assess if the given refer-
ence interval is appropriate for their testing patient popu-
lation and analytical method by monitoring the percentage 
of abnormal results (that would be typically flagged by the 
laboratory information system) and comparing it with the 
expected percentage that may be easily derived from the 
original indirect study calculations. When a change in 
the flagging rate in any direction (increased or decreased) 
does not exceed a predefined expected value, the refer-
ence interval under evaluation is acceptable for use. This 

method does not require additional patient testing and 
may be programmed in the laboratory information system 
as a continuous quality control monitoring measure.

Ethical considerations
It is a requirement for clinical laboratories to provide refer-
ence intervals with numerical results [1]. As with any pro-
cesses involving patient data, it is important to consider 
any relevant ethical issues related to the process. In the 
case of indirect reference intervals, as there is no direct 
intervention with the patient, the key considerations are 
to ensure security and privacy of the patient results and to 
consider whether the use of patient data in this way may 
be likely to be contrary to patient wishes when the result 
may be linked to the original subject. As a starting point, 
consideration can be given to obtaining patient consent. 
This is essentially impossible due to the large numbers 
involved and the potential lack of access to patient contact 
details. If a consent process was required, the process 
would have to run throughout the period of sample col-
lection and the issues of informing subjects and recording 
responses would not be inconsiderable. To avoid this situ-
ation, all data extraction and handling should be done in 
a way where the identity of the patient is unknown, even 
to the person performing the analysis. Some basic patient 
demographics may be required such as age, sex and BMI 
together with the laboratory results, but the risk of iden-
tifying an individual from this data would be very low. 
Just as importantly the analysts should be aware of their 
obligations in this area. A unique patient identifier may 
be required if limitations are to be made to a single result 
from a subject and a unique code (e.g. medical record 
number) is preferred to using recognizable identifiers. 
The nature of data mining is that the outcome is based on 
the distribution of results rather than individual results; 
however, care should be taken that no individual can be 
identified based on any report or publication based on the 
data. A laboratory should comply with local ethical and 
privacy requirements when performing such an analysis. 
Some general principles regarding ethical considerations 
in laboratory medicine practice and a useful guide on de-
identification of patient data can be found in the paper by 
Burnett et al. [48] and the United States Code of Federal 
Regulation [49].

When compared with direct approaches to determin-
ing reference intervals, indirect approaches remove any 
issues of possible patient harm, e.g. bruising from sample 
collection, consumption of subjects’ time, the use of 

www.pedref.org
www.pedref.org
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resources to collect and measure samples and identifica-
tion of unexpected results, which which may negatively 
affect a subject. With this in mind, indirect approaches 
can be seen to have considerably fewer ethical issues than 
direct methods, and suitable, fast track ethical approvals 
or exemptions should be sought.

Recommendations for publications
It is important that data analysis is shared, and thus 
publication of reference interval studies, both direct and 
indirect, is recommended. It is also important that all ref-
erence interval studies are described in sufficient detail to 
allow a reader to fully understand the process and iden-
tify any weaknesses or strengths in a study. To this end, 
a checklist for publication has been developed to support 
authors, editors and reviewer in this process. It can be 
seen that many of these steps are analogous to those in 
the STARD guidelines for reporting diagnostic accuracy 
studies [50] (see Box 2).

Conclusions
The methods and processes for determination of reference 
intervals using indirect methods have been in develop-
ment for over 50 years. It is the belief of the IFCC C-RIDL 
that this approach is not only a useful adjunct to tradi-
tional direct methods but also has a number of signifi-
cant benefits and advantages. These advantages include 
basing the outcomes on the analytical and preanalytical 

procedures in use, the ability to address a wide range of 
populations, especially the population served by the labo-
ratory, and importantly the relative ease and far lower 
costs. The processes need to be done with care and with 
due consideration for physiology, pathology and use of 
appropriate statistics. Laboratorians are encouraged to 
use indirect methods to evaluate their reference intervals 
in use, to estimate new reference intervals and to publish 
and share their results in appropriate detail and also to 
continue the search for new and improved techniques for 
the process.

It is also important to understand that no reference 
interval is absolutely accurate and is only estimation. It 
has inherited uncertainties and assumptions that may 
or may not be true. Once a second sample is collected, 
a comparison with the previous result may be more 
important than comparison with the RL. Each individual 
patient should be assessed using all available clinical 
and laboratory data. Clinicians should realize that test 
result is not an absolute number but rather a range that 
is determined by a combination of analytical and bio-
logical variations.
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Box 2: Minimum requirements for publication of indirect reference interval studies.

1.	 Details of study design, specifically stating the use of the indirect approach
2.	 Description of population: age distribution, sex distribution, source (hospital, GP, other) and source (cities, regions)
3.	 �Description of available records of preanalytical processes: patient preparation, sampling time distribution, sitting or recumbent, 

sample type, sample processing and any storage timing
4.	 �Descriptions of analytical processes: method principle, precision, measurement traceability/trueness, relevant information on analyti-

cal specificity, manufacturer kit name (for kit assays); precision and accuracy information (i.e. internal QC and external QA) should 
cover the period of time over which data has been collected

5.	 �Description of any data set selection and filtering criteria: exclusions based on age, sex, pregnancy, number of samples collected from 
patient, presence of other tests corequested, results of other tests corequested, clinical notes or linkage to clinical databases and col-
lection sites

6.	 �Description of data set: number of samples, median and other percentile values (where appropriate), kurtosis, initial analysis of 
partitioning, e.g. on age or sex

7.	 Description of statistical process. Include outlier detection, method and transformations
8.	 �Results of statistical analysis: midpoint, upper and lower RLs, uncertainty of estimates (where possible) and information of “goodness 

of fit” for any model. This should be provided for any partitions of the data set
9.	 Comparison with other statistically reliable peer-reviewed published studies (if available)

10.	 Final recommendations and discussion of study
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Appendix: Available computer 
programs for indirect reference 
intervals estimation
Bellview Bhattacharya analysis. Java Application. By 
Doug Chesher. Cross platform application designed to 
simplify the process of importing data and analyzing data 
using the Bhattacharya method. https://sourceforge.net/
projects/bellview/.

Reference Limit Estimator. Excel with R-pro-
gram. By DGKL Working Group for Guide Limits. 
Detailed installation and use instructions avail-
able to download (in German). http://www.dgkl.de/
PA106975_DE_VAR100?sid=n443D57v68w211.

Bhattacharya Spreadsheet. Excel application. By 
Graham Jones. Detailed use instructions included in 
spreadsheet. http://www.sydpath.stvincents.com.au/.
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