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Abstract—This paper proposes a new method for fault de-
tection in three-phase induction machines based on the stator
current measurements. The proposed detection method is based
on the hypothesis testing. Specifically, this paper investigates a
binary detection problem: the machine is healthy or faulty. The
Generalized Likelihood Ratio Test (GLRT) is used to address
this statistical detection problem with unknown signal and noise
parameters. This proposed detector is a Constant False Alarm
Rate (CFAR) detector. The decision is obtained according to a
threshold, which is set to reach a desired false alarm proba-
bility. To implement this detector, four estimations based one
the Maximum-Likelihood-Estimator (MLE) are required: model
order, frequency, phase and amplitude estimations. Frequencies
are estimated by Total Least Squares-Estimation of Signal Pa-
rameters via Rotational Invariance Techniques (TLS-ESPRIT).
Two types of faults are considered: bearing and broken rotor
bars faults. Experimental tests clearly show the effectiveness of
the proposed detector}

Index Terms—Induction machine, bearing faults, broken rotor
bars, MLE, subspace techniques, TLS-ESPRIT, CFAR detector,
GLRT criterion.

I. INTRODUCTION

Nowadays, the condition monitoring has become a neces-
sity in industrial applications to avoid unplanned downtime
and ensure electrical power supply quality. Consequently, fault
detection and diagnosis of electrical machines has become an
important research topic. It has been demonstrated that several
faults can affect induction machines. The main induction
machine fault types studied in the literature are generally
classified into electrical and mechanical faults [1]]-[4]. The
most common electrical faults that could appear are open or
short circuit in machine windings (mainly due to winding
insulation failure), wrong connection of windings, high resis-
tance contact to conductor, and wrong or unstable ground [5].
Besides, mechanical faults include: broken rotor bars, cracked
end-rings, bent shaft, bolt loosening, bearing failure, gearbox
failure, and air-gap irregularity [5].

The challenge then is to detect these faults using stator
currents processing. Several estimation techniques have been
proposed to analysis and detect these faults [4], [6]-[16]. To

This work was supported in parts by the National Natural Science
Foundation of Shanghai (NO.16ZR1414300).

estimate the stator current power spectral density, two main
estimation techniques have been investigated: the nonpara-
metric and the parametric techniques. It has been demon-
strated that parametric techniques give better performances
than nonparametric techniques for short data measurements.
The parametric techniques are widely based on statistical
models to estimate model parameters from the available signal
data. In the literature, several parametric techniques have been
proposed for fault detection, which include the MLE and the
subspace techniques [4]], [6]-[13], [15], [16].

To detect faults in induction machines based on stator
current measurements, the existing techniques can be catego-
rized into two subclasses: artificial intelligence and detection
theory. The artificial intelligence techniques proposed in the
literature include artificial neural networks (ANNs) [17]-[21]],
support vector machine (SVM) technique [22], [23]], Fuzzy
Logic [24], [25]], and combined techniques [26]. Unfortunately,
these artificial intelligence techniques require massive com-
putational resources. Furthermore, their performances depend
on the feature selection used to process the stator current.
The detection theory allows to make an optimal decision in
order to identify which hypothesis is true. The popular criteria
defining the detection procedure with unknown signal and
noise parameters are the Bayesian and the Neyman-Pearson
approaches. The Bayesian approach is a detector to composite
hypothesis testing. The unknown parameters are considered
as realizations of random variables and are assigned a prior
Probability Density Function (PDF) [27]]. Unfortunately, this
approach requires multidimensional integration with a dimen-
sion equal to the unknown parameter dimension. The Neyman-
Pearson approach involves a maximization of the probability
of detection Pp for a given probability of false alarm Pr,
[28]. It is based on the likelihood ratio test of the PDFs under
a binary hypothesis. The Threshold of this test is chosen from
the false alarm constraint. When the likelihood ratio depends
on unknown parameters, these parameters are replaced by their
estimated ones using the MLE. This solution is known as the
Generalized Likelihood Ratio Test.

This paper considers the problem of induction machines
faults detection. This problem is formulated as a binary hy-
pothesis that considers two cases: the induction machine is
healthy or faulty. This statistical problem can be considered
as a detection of signals in noise with unknown signal and



noise parameters. In this context, the Generalized Likelihood
Ration Test (GLRT) is used to make a decision according to a
threshold. The GLRT criterion combines two signal processing
theories: estimation and detection. The unknown parameters
of the stator current model are replaced by their estimated
ones using MLE. Four estimations are required: model order,
frequency, phase and amplitude estimations. The model order
estimation is obtained by using the criterion given in [29]
that associates the order-selection rules with the MLE. To
avoid the MLE drawbacks for frequency estimation such as
computational complexity inherent to multidimensional opti-
mization, the TLS-ESPRIT is proposed for frequency estima-
tion. Then, amplitudes and phases are estimated based on the
Least-Squares Estimator (LSE). Finally, the GLRT is used for
decision making.

II. STATOR CURRENT PARAMETERS ESTIMATION

In this section, a stator current model under the considered
faults is presented. The model parameters are estimated on
MLE and TLS-ESPRIT associated with Bayesian Information
Criterion (BIC) model selection rule.

A. Stator Current Model

Fault detection using advanced statistical techniques needs
to select a good model. The induction machine stator current
in presence of faults can be described by the following model
(L1]

L-1

z[n] = Z ay, cos (27Tfk; + ¢k> + b[n] (1)

k=0

where z[n| denotes the stator current samples, b[n] ~
N_.(0,0?%) is a white Gaussian noise, L represents the model
order, F is the sampling frequency, aj, fx, and ¢ are
amplitude, frequency, and initial phase of the k*" component,
respectively.

Attime n = 0,1,2,3,..., N —1, the observed stator current
vector x, defined as x = [z(0) (N — 1)}T, can be
expressed as

x=H(Q)0+b (2)

where
— 6 = [Re(v) —%m(v)]T is a 2L x 1
column  vector containing the  amplitudes
and phases of the frequencies, where

vV = [aoej¢0 alej¢1 aL716j¢L71}

- H((©Q) = [Re(B(Q) SmB(N))] is a
N x 2L matrix containing the frequencies,
where B(R2) = [a(fo) a(f1) a(fr-1)],
Q = [fo . fr—1] and a(f) =

|:1 ej27rf><FiS

— b= [b[0] b[N — 1]]T isa N x 1 column vector
containing the noise samples with variance Ry, =
0'2IN

— ()7 refers to the matrix transpose.

eijfoF’Sl}

It has been demonstrated that faults introduce additional
frequencies in the stator current spectrum, in the form of

sidebands close to the fundamental frequency and other space
harmonics present in the stator current. These additional fre-
quencies called faulty frequencies can be described by

fr="FfsEkfe, (3)

where f; is the supply fundamental frequency, f. is the fault
characteristic frequency, and k € N*,

B. Parameters Estimation

The model parameters estimates can be obtained using the
Nonlinear Least Squares Estimator (NLSE). This estimator
corresponds to the MLE, when the noise is assumed to be
white Gaussian. In parametric estimation context, Minimum
Variance Unbiased (MVU) estimator is often difficult to find,
in which case we can resort to the asymptotically suboptimal,
but tractable estimator such as MLE. This estimator is asymp-
totically unbiased and efficient [30]. The MLE is found by
maximizing Inp (x, €2, 0)

{ﬁ,b\} = argmax Inp (x, 2, 0) %)
where p (x, 2, 0) is the PDF of the x that is given by
P(x.0) = Lor xeap (5 (x~HQ)0) (x~H(2)0))

(5)

The maximization in is equivalent to the minimization
of the following cost function

J(x,Q,0)=(x—H(Q)0)" (x—H(Q)8) (6

This estimation problem can be divided into three estimation
problems: frequency, phase and amplitude estimations.

To estimate frequencies, the MLE requires the maximiza-
tion of a multidimensional and multimodal cost function.
Fortunately, it is possible to approach the performances of
MLE by using subspace techniques. The subspace techniques
are based on the eigendecomposition of the covariance matrix.
This matrix can be estimated from the observed stator current
vector x by

~ 1 .
RI:NZXX (7N

The covariance matrix can be written in terms of its
eigenvalues decomposition by

A; O

R”:[S G} 0 A

[S G}H (8)

where A, and A, are diagonal matrices containing eigenvalues
of signal and noise subspaces arranged in descending order,
respectively (S and G are the associated orthonormal eigenvec-
tors, respectively). This decomposition allows to identify two
subspaces: signal subspace and noise subspace [31]. There are
two main categories of subspace techniques: MUSIC (MUltiple
SIgnal Classification) techniques based on the noise subspace
and ESPRIT techniques based on the signal subspace. It is
known that ESPRIT out perform MUSIC in terms of statistical
performance [32]. Therefore, ESPRIT techniques are preferred
over the MUSIC techniques for frequency estimation [32].



The ESPRIT techniques include two extensions: Least-Squares
(LS) ESPRIT and Total Least-Squares (TLS) ESPRIT. The
TLS-ESPRIT involves slightly more computations, it is gener-
ally preferred over the LS-ESPRIT thanks to its performance

for frequency estimation [31]. Let S; = [ In-1 O } S and

Se = [ 0 In— } S be unstaggered and staggered signal
subspaces, respectively. The key element of TLS-ESPRIT
technique for frequency estimation is the Singular Value De-
composition (SVD) of [S; S2] = LEVH, where L is a
matrix of left singular vectors, 3 is a matrix consisting of
singular values on the main diagonal ordered in descending
magnitude, and V is a matrix of right singular vectors. The
matrix 'V is an (4L x 4L) unitary matrix, which can be
partitioned into (2L x 2L) quadrants according to

Vi V12]
V = . 9
[V21 Vo ©)

The frequencies are estimated by using eigenvalues of ®r1g
that is given by

®rps = —-Via V. (10)

The eigenvalues ¢y, of @T s allow determining 2L frequen-
cies according to

fk:%xﬂ. (11

Thereafter, we keep only positive frequencies.

Phases and amplitudes are obtained by using the LSE
~ ~ N\ 1 ~
6— (HT (ﬂ) H (n)) HT (ﬂ) x (12)

The previous estimations assume that the model order is
known. When the model order is unknown, its value is obtained
by minimizing the BIC given in [29]]. This estimator is defined
by

~

L =arg InLiann (57) +nln(N) (13)

where N is the number of samples, n = 3L + 1, and 8%
denotes the noise variance given by

L V-1 L-1 N
52 = ~ Z z[n] — ZakCOS (27Tkog +¢k)‘ - (14
n=0 k=0 ’

where @), = [v| and f;, = arg (V).

III. GENERALIZED LIKELIHOOD RATIO TEST

In this section, a GLRT criterion is proposed to detect faults
in induction machines.

A. Hypothesis Testing

We consider the problem of detecting the faults in induction
machines. Therefore, one of two hypothesis can be assumed
true:

Ho: The machine is healthy.
H1: The machine is faulty.

In this case, Hy is referred to as the null hypothesis and H;
as the alternative hypothesis. These hypotheses are associated
with unknown parameters. This problem is known as a binary
hypothesis test since we must choose between two hypothesis
[28]]. The objective is to decide if the amplitudes of faulty
frequencies are null Hy or not null ;. This problem can be
described mathematically in terms of a hypothesis test between
the following binary hypothesis:

Ho:a, =0 Vk+#0,
Hita, #0 Vk#0,

02 >0

15)
a2 >0
where the amplitudes a;c refer to amplitudes of faulty frequen-
cies. These hypothesis can be written as a following matrix
formulation
02> 0
a2 >0

Ho: AO =0,
Hi: AB #£0,

where A is an (r x p) matrix (r < p = 2L) of rank 7.
This matrix is an (p x p) identity matrix from which rows
corresponding to the fundamental frequency and all harmonic
components are removed.

(16)

B. GLRT Detector

To decide which hypothesis is true, the GLRT is proposed
as a detector. The GLRT is based on the likelihood ratio
test of the PDFs under the binary hypothesis. The unknown
parameters are replaced by their estimates based on the MLE.
The GLRT for the considered hypothesis testing is to decide
Hy if

N _p (A@l)T (A (E7H) ' AT] - (a8))

T = xT (I ~H(HTH) HT) <

R (17)
where 6 is the MLE of 6 under #; or the unrestricted MLE
and H refers to the matrix H (€2). Based on the value of T (x),
we make a decision. The threshold is found from the false
alarm constraint [28]].

The detection performance of a system is measured mainly
by two factors: Probability of false alarm Pr, and Probability
of detection Pp. This performance is given by

Pro =QF, v, (7/)
Pp = QF!»,pr()‘) (71)

where Q ppr(z) is the complementary commutative distribu-
tion function for a PDF random variable z, F,. x_, denotes an
F distribution with » numerator degrees of freedom and NV —p
denominator degrees of freedom, and F,l, Nep (M) denotes a
noncentral F' distribution with 7 numerator degrees of freedom,
N — p denominator degrees of freedom and noncentrality
parameters A. The noncentrality parameter is given by

(A@l)T A (HTH) ' AT - (a8))

(18)

>\:

19)
a

where 6 is the true value of @ under H;.



TABLE 1.

BEARING FAULT SEVERITY VERSUS HOLE DIAMETER.

Fault 1 2 3 | 4 | 5
severity
Bearing hole
. . 0.007 | 0.014 | 0.02 | 0.03 | 0.04
diameter (inches)

==@ Healthy Machine
= 8 Faulty Machine
ok

-10-
= -20f Fault frequencies
= : 3
a v )
£ _s0f J .

: )
v )
. )
40t . v
¢ g Y
’ [y
[}
- ? ] I { | r
| : [
' '
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Fig. 2. Stator current spectrum based on TLS-ESPRIT for healthy and faulty
induction machines with bearing faults (severity 4).

IV. EXPERIMENTAL TESTS

The proposed approach for induction machine faults detec-
tion is tested on experimental data for broken rotor bars and
bearing faults detection and diagnosis.

A. Experimental Setup Description

Two induction machines have been studied. The first in-
duction machine with bearing faults. In this case, the machine
under test is a 230/400 V, 0.75kW, three phases induction
machine with pole pairs numbers equal to p = 1 and 2780
rpm rated speed. The induction machine has two 6204-2 ZR
type bearings (single row and deep groove ball bearings) with
the following parameters: outside diameter is 47 mm, inside
diameter is 20 mm, and pitch diameter D is 31,85 mm.
Bearings have 8 balls with an approximate diameter d of 12
mm and a contact angle of 0. Bearing faults are obtained
by drilling holes of several diameters in the inner raceway
(faults ranging from 0.007 inches (0.178 mm) in diameter to
0.040 inches (1.016 mm) as it can be seen in Table [[). The
stator currents acquisition is performed by a 24 bits acquisition
card with 10 kHz sampling frequency. The second induction
machine with broken rotor bars. The machine under test is a
230/400 V, 5-kW, three phases induction machine. These faults
are obtained by drilling the bar of the squirrel cage. The stator
currents acquisition is performed by a 24 bits acquisition card
with 20 kHz sampling frequency. All the experiments were
done in steady state conditions. The machines under study are
fed by a PWM inverter with a fundamental frequency equals
to fs = 50 Hz. The experimental setup is given by Fig. [I]

B. Experimental Results

1) Bearing Faults Detection: Figure [2] shows the stator
current spectrum using TLS-ESPRIT technique for healthy and
faulty induction machines with bearing faults. In this figure,

20 T T T T T : T
Healthy Machine
Threshold
181 -=- Se\}:;itg 1 i
Severity 2 F
161 - @ - Severity 3 f
—+— Severity 4
;% 14l - e - Severity 5
<
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= 12F
2
-
£10r
5
e 8
=
G o
4+

800 300 400 500 600 700 800 900 1000
Samples Number

Fig. 3. GLRT criterion versus /N for healthy and faulty induction machines
with different severities of bearing faults.
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Fig. 4. Stator current spectrum based on TLS-ESPRIT for healthy and faulty
induction machines with 3 broken rotor bars.
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Fig. 5. GLRT criterion versus N for healthy and faulty induction machines
with different broken rotor bars severities.

additional frequency components appear in the stator current
spectrum for faulty machines. These frequencies are the bear-
ing faults signatures. Figure [3] gives the GLRT evolution with
respect to samples number for healthy and faulty machines



1 HP motor

1 HP variable
speed controller

Fig. 1. Machinery fault simulator.

with different considered bearing faults severities. This figure
shows the detection ability of the proposed detector for N
greater than 500 samples.

2) Broken Rotor Bars Faults Detection: Figure ] shows
the stator current spectrum using TLS-ESPRIT technique for
healthy and faulty induction machines with 3 broken rotor bars.
Figure [5] depicts the evolution of the proposed detector with
respect to sample numbers for healthy and faulty machines
with 1, 2, and 3 broken rotor bars. According to this figure,
for N greater than 400 samples, the proposed approach results
are reliable.

V. CONCLUSION

This paper has proposed a new fault detection approach
based on the GLRT criterion. The GLRT is used for decision
making. The decision is based on the threshold which is com-
puted using the fixed probability of false alarm. The decision
is obtained by comparison between the GLRT value and the
threshold. To compute the GLRT value, a parameters estima-
tion is needed. Thus, four estimations have been presented:
model order, frequency, phase, and amplitude estimations.
Experimental results have been presented and have confirmed
the detection effectiveness of the proposed detector.
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