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Induction of rate-dependent processing
by coarse-grained aspects of speech

PETER C. GORDON
Harvard University, Cambridge, Massachusetts

This study investigated the idea that human speech recognition can involve analyzing the speech
signal at multiple levels of resolution, using the information obtained from relatively coarse levels
of analysis as a context for interpreting detailed acoustic cues to segment identity. Three experi
ments examined the effectiveness of coarse-grained aspects of speech in inducing rate-dependent
processing of closure duration as a cue to phonological voicing in a medial stop consonant (specif
ically, rabid vs. rapid). Experiment 1 showed that the rate of articulation of a severely filtered
precursor phrase influenced voicing judgments about a segment in an unfiltered test word. Ex
periment 2 showed a similar effect when the amplitude envelope of the precursive speech was
filled with a constant-frequency sine wave set at the fundamental of the test word. The contex
tual effects of these coarse-grained aspects of speech did not differ from those of acoustically detailed
precursive speech. Experiment 3 showed that no context-dependent processing occurred when
the amplitude envelope of the precursive speech was filled with white noise, indicating that the
precursive sounds must have some acoustic continuity with the test word for integration to take
place. The results support the idea that context-dependent processing can be based on coarse aspects
of the speech signal.

Attempts to understand the recognition of spoken lan

guage are complicated by the fact that the acoustic cues

to linguisitic units often depend on the context in which

they appear. While there may be some context

independent cues to phonetic categories (Blumstein &

Stevens, 1979; Cole & Scott, 1974; Stevens, 1980), it

seems likely that a robust speech-recognition system must

exploit context-dependent cues as well (Klatt, 1980). Hu

man listeners certainly process many acoustic cues in a

context-dependent fashion (Ladefoged & Broadbent,

1957; Liberman, Cooper, Shankweiler, & Studdert

Kennedy, 1967; Miller & Liberman, 1979). The present

study explored one strategy for normalizing context

dependent temporal cues to phonetic segments. Specifi

cally, it examined thequestion of whether relatively coarse

aspects of the speech signal provide information about rate

of articulation that can be used by human listeners as a

context for interpreting detailed acoustic information about

the identity of phonetic segments.

Many cues to the identity of phonetic segments consist

of the durations of certain acoustic properties, or the rates

at which acoustic properties change (Liberman, Delattre,

Gerstman, & Cooper, 1956; Lisker, 1957; Lisker &

Abramson, 1964; Peterson & Lehiste, 1960). These tem-
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poral properties are also influenced by factors unrelated

to segment identity, such as overall speaking rate, posi

tion in a phrase, position in a word, stress level, and syl

lable structure (Klatt, 1976). A substantial body ofliter

ature indicates that listeners use rate-dependent processing

(Miller, 1981, in press) to separate the segmental sig

nificance of temporal cues from these extrasegmental in

fluences. The contexts that induce rate-dependent process

ing include pause rate and articulation rate (Miller &

Grosjean, 1981), the duration of the syllable carrying the

context-dependent cue (Miller & Liberman, 1979; Sum

merfield, 1981), and the rate of preceding speech (Port,

1979; Summerfield, 1981). The psychological processes

underlying rate-dependent interpretation appear to oper

ate automatically, independently of voluntary control
(Miller, Green, & Shermer, 1984). While a good deal

is known about rate-dependent processing (see Miller,

1981, in press, for reviews), some basic questions remain.

One question concerns the level to which listeners must

process speech to obtain an effective context for inter

preting an ambiguous acoustic cue. Because a variety of

contextual factors influence the temporal properties of

acoustic cues (e.g., overall speaking rate, phrasal posi
tion, word position, etc.; Klatt, 1976), a complete descrip

tion of the linguistic factors influencing the temporal at

tributes of a segment would require identification of all

of its surrounding segments and their durations. Such a
strategy for context-dependent recognition is obviously

unappealing. It poses the dilemma that, to recognize a seg

ment, a listener must recognize its neighboring segments.

Because the neighboring segments presumably exhibit

context dependence as well, this presents a "classic
chicken-egg problem" (Klatt, 1980). Recognizing neigh-
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boring segments can provide useful contextual informa
tion by constraining a segment's possible identity through
partial lexical access (e.g., Klatt, 1980; Marslen-Wilson
& Welsh, 1978; McClelland & Elman, 1986). However,
if we assume that the recognition of phonetic segments
is sufficiently error-prone to require contextual support,
then it does not seem prudent to look for that support
solely in the recognition of other segments.

The present research examined whether relatively
coarse levels of analysis, insufficient for segmental recog
nition, could provide listeners with a useful context for
interpreting ambiguous temporal cues to segment iden
tity. The advantages of an initial coarse-grained analysis
as part of pattern recognition are straightforward. Anal
ysis of the coarse aspects of a signal is relatively cheap
computationally, and poses little threat of early misiden
tification of details that might preclude consideration of
correct alternatives. In applying the idea of coarse-grained
analysis to machine speech recognition, Zue and his col
leagues (Lamel & Zue, 1984; Zue, 1985; Zue & Hutten
locher, 1983)have shown that a quite broad phonetic clas
sification of the segments in an input sequence can
dramatically narrow the search space of possible words
that the sequence might contain. 1

The current goal of examining contextual use of coarse
grained aspects of a signal has an additional advantage.
If interpretation of an acoustic cue must be made in a
context-dependent fasion, then accurate characterization
of the context is essential. Otherwise, there is the poten
tial for compounding errors; inaccurate identification of
context leads to an incorrect basis for interpreting context
dependent cues. The present experiments tested the plau
sibility of coarse-grained analysis in human speech per
ception by determining whether coarse-grained represen
tations of speech could induce rate-dependent processing
of cues to segment identity.

EXPERIMENT 1

This experiment examined whether the low-frequency
energy of a precursor phrase conveyed rate information
that was integrated with the fme acoustic structure of a
test word. Several studies had found that the overall ar
ticulation rate of precursive speech influenced the seg
ment boundaries in a subsequent test word. This held true
for phonological voicing in both syllable-initial stops
(Diehl, Souther, & Convis, 1980; Miller et al., 1984;
Summerfield, 1981)and medial stops (Miller & Grosjean,
1981; Port, 1979; Port & Dalby, 1982). In those earlier
studies, the precursors consisted of acoustically detailed
speech that presumably was easily recognized by the sub
jects. The present experiment examined the question of
whether phonetic segments in the precursors would have
to be recognizable for rate-dependent processing to be in
duced. This was done by using precursor phrases that were
low-pass filtered to eliminate the acoustic information
necessary to recognize phonetic segments. The phrases
were filtered to reduce the precursor phrases by 50 dB

at frequencies above 375 Hz, so that the recognizability
of their constitutent segments was close to zero (French
& Steinberg, 1947). The resulting precursors did, how
ever, retain information that might convey speaking rate.
In particular, the low-frequency energy roughly repre
sented the amplitude envelope of voiced energy, which
gives information about the timing of syllabic and/or vo
calic nuclei (Lea, 1980). In addition, the low-frequency
energy contained the FO contour, which may reflect speak
ing rate (Cooper & Sorensen, 1981). The effectiveness
of the filtered precursors in inducing rate-dependent
processing was measured by their effect on the subjects'
perception of phonological voicing in medial bilabial stop
consonants (e.g., rabid vs. rapid). Unfiltered precursors
were also used to provide a baseline for assessing the ef
fects of filtering.

The medial voicing distinction has a number of acous
tic correlates, including the presence of voicing during
the closure, the duration of the preconsonantal vowel, and
the duration of the consonantal closure (Lisker, 1957,
1978; Luce & Charles-Luce 1985). When other cues are
ambiguous, an increase in the closure duration can change
perception of the stop from voiced to voiceless (Lisker,
1978; Port, 1979).2 In the poststress medial position, the
closure duration is perceived relative to the duration of
the preceding vowel. In this case, the vowel/consonant
ratio may be the critical temporal cue for voicing (Port
& Dalby, 1982). Since the ratio is unitless, it is poten
tially invariant with changes in speaking rate. However,
the vowel/consonant ratio does not appear to be a consis
tent cue for voicing in syllable-final stops that vary in
phrasal position (Luce & Charles-Luce, 1985) or for
syllable-final voicing in sequences of two nonhomorganic
stops (Repp & Williams, 1985). Even in situations where
the consonant/vowel ratio is putatively an invariant cue,
the medial voicing boundary has been found to shift as
a function of the rate of articulationof a preceding phrase.
This shift occurred even though the word in which the
stop was embedded was held constant (Miller & Gros
jean, 1981; Port, 1979; Port & Dalby, 1982).

Method
Subjects. Twelve Harvard University students served as subjects.

They responded to a posted notice, and were paid $3 to participate
in a single session that lasted approximately V2 h. They were tested
in groups of 1 to 4.

Stimuli. The sentence "I'm trying to say rabid" (Port, 1979)
served as a basis for the stimuli. It was spoken by a male native
speaker of American English (the author) at three different rates
(fast, medium, and slow). The utterances were spoken into a micro
phone (Shure SM 59), low-pass filtered at 4.7 kHz, and digitized
at 10 kHz. Numerous recordings of the sentence were made at each
speaking rate to find tokens that were roughly equal in pitch and
loudness so that splicing would not sound unnatural.

The word "rabid" from the medium-rate utterance served as the
basis for making the rabid-rapid stimulus series. The carrier from
this sentence was not used in the experiment. The word rabid was
excised from the carrier at a zero crossing close to its beginning,
using a waveform editor. Not including the closure interval, the
duration of the first syllable was 230 msec and the duration of the
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second syllable was 140 msec. The closure interval for the medial

fb/ was replaced with silence of varying durations to create a

rabid-rapid stimulus series. Informal listening indicated that this

series failed to provide a very compelling voiceless medial con

sonant, even at farily long closure intervals. Therefore, two pitch

periods (roughly 15 msec) were removed from the center of the

preconsonantal vowel to make this cue to voicing more neutral. A

new rabid-rapid series was made with closure intervals ranging

from 30 to 120 msec in 5-msec steps. This series was pretested on

8 subjects, and it was determined that a range of intervals from

35 to 80 msec covered the transition from rabid to rapid for all

of the subjects. None of the subjects characterized the short inter

val stimuli as containing flapped medial consonants (cf. Port, 1979),

even when it was suggested that some of the stimuli might be heard

as "ratted." Ten stimuli, with closure intervals ranging from 35

to 80 msec in 5-msec steps, were used in the experiment.

The carrier portion of the sentence ("I'm trying to say") was

excised from the fast and slow utterances to provide fast and slow

contexts for the voiced/voiceless series. The duration of carrier was

730 msec for the fast utterance and 1,920 msec for the slow utter

ance. Low-pass-filtered versions of these utterances were created

digitally using the NERR algorithm (Kaiser & Reed, 1978). The

filter had a roll-off of 50 dB and a pass-to-stop transition width of

250 Hz. The midpoint of the transition was 250 Hz. Each of the

four carrier sentences (fast/slow x filtered/normal) was combined

with each of the 10 stimuli in the rabid-rapid series to give 40 stimuli

overall.

Procedure. The experiment was run in two blocks. The first block

used filtered precursors, and the second used normal precursors.

The precursor rate was varied within blocks. Each block consisted

of 120 stimulus presentations (6 presentations of each stimulus x

20 stimuli) in a pseudorandom order.

The stimuli were output from the computer, low-pass-filtered at

4.7 kHz, and presented to subjects over Sennheiser HD-430 head

phones at a comfortable listening level. There were 6 sec of silence

between each stimulus presentation. Before the first block, the sub-

jects were told that they were going to hear a series of stimuli and

that they were to rate each stimulus on a scale of I to 6. The num

ber I corresponded to an ideal rapid and 6 to an ideal rabid, and

the numbers in between corresponded to the degree to which a stimu

lus sounded like one or the other. In addition, the subjects were

told that they would hear something that sounded like muffled speech

before each occurrence of the word to be judged. They were told

to pay attention to this sound because the stimulus word would im

mediately follow it. Before the second block, the subjects were told

that instead of the muffled speech, they would hear the sentence

frame "I'm trying to say." The subjects wrote their ratings on a

response sheet after each trial.

Results

The principal results are shown in Figure 1. The left

panel shows the mean ratings at different closure dura

tions with fast and slow precursors for the normal (un

filtered) precursors. The right panel shows the same

results for the low-pass-filtered precursors. A three-way

analysis of variance [precursor rate X precursor type

(filtered/normal) X closure duration] was performed on

these results. Consistent with the general downward trend

of all of the curves, the analysis revealed a significant main

effect of closure duration [F(9,99) = 125.4, p < .001].

It also showed a significant main effect of precursor rate:

The slow precursor mean was 3.55, and the fast precur

sor mean was 3.41 [F(1,ll) = 6.3, p < .05]. This ef

fect is in the direction that would beexpected if the closure

duration was perceived relative to the rate of the precur

sor. A fast precursor would have caused the subjects to

perceive the closure intervals as relatively long, and thus

to perceive the stimuli as containing a medial /p/ as op

posed to a medial /b/ (Port, 1979; Summerfield, 1981).
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Figure 1. The results of Experiment 1. The subjects' judgments of phonological voicing are shown as
a function of the intervocalic closure duration in the test word. The lower and upper endpoints of the
6-point rating scale correspond to p and b, respectively. The solid lines indicate ratings made for test words
appended to slow precursive phrases; the dashed lines indicate ratings made for words appended to fast
precursive phrases. The left panel shows the results for the normal (unmodified) precursors; the right

panel shows the results for the severely rdtered precursors.
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In addition, there was no significant interaction between

precursor rate and type of stimulus (normal vs. ftltered).

The mean slow/fast differences for normal and filtered

precursors were 0.15 and 0.14, respectively

[F(l,ll) < 1].

There was a tendency for the filtered precursors

(mean = 3.39) to yield lower ratings than the unfiltered

precursors (mean = 3.57), but this trend fell short of con

ventional significance levels [F(1,ll) = 3.5, .10 >
p > .05]. There was a significant interaction of speak

ing rate and closure duration [F(9,99) = 3.28, p < .01].

A linear trends test showed that the effect of precursive

speaking rate increased with closure duration [t(ll) =

2.64, p < .05]. In addition, there was a significant in

teraction of type of stimulus and closure duration [F(9, 99)

= 3.28, p < .01]. The meaning of these interactions is

not clear. There was no significant three-way interaction

of type of stimulus, speaking rate, and closure duration

[F(9,99) = 1.73, p > .05].

Discussion

These results support the idea that coarse aspects of the

speech signal can provide listeners with an effective con

text for interpreting ambiguous acoustic cues. No differ

ence was observed between the effectiveness of the se

verely filtered precursors and the acoustically detailed

precursors in influencing subjects' perceptual judgments,

thus indicating that rate-dependent processing need not

rely on the identification of the phonetic segments in the

rate-conveying context. Rather, it appears that simpler

characteristics of the speech signal may suffice as a basis

for interpreting the segmental significance of temporal

cues.

Despite the constant timing information that was present

in the test word, the precursive speech rate affected per

ception. This is consistent with the findings of previous

studies (Miller et al., 1984; Miller & Grosjean, 1981;

Port, 1979; Port & Dalby, 1982; Summerfield, 1981).

Furthermore, this speech-rate effect occurred even though

the precursive context was separated from the critical

closure duration by the initial syllable of the test word

(Miller & Grosjean, 1981; Port, 1979; Port & Dalby,

1982).

These findings indicate that intrinsic timing is not the

sole source of rate effects in speech perception. Intrinsic

timing models, as proposed by Fowler (1980) and Sum

merfield (1981), assert that the relevant timing informa

tion about a segment is completely specified by the ar

ticulatory gestures underlying the production of that

segment. The effect of distant articulatory rate informa

tion on segment identification is inconsistent with intrin

sic timing models (Miller, in press), even though this ef

fect decreases with distance from the target segment (Port

& Dalby, 1982; Summerfield, 1981).3 The present find

ing indicates that the distant rate information derived from

coarse-grained aspects of speech signals can affect the per

ceptual interpretation of local, detailed information about

segment identity.

EXPERIMENT 2

Experiment 2 examined whether the amplitude enve

lope (AE) of speech could convey useful rate informa

tion that would help subjects to interpret durational cues

to segment identity. The experiment employed precursor

phrases, spoken at different rates, with AEs that had been

filled with a constant-frequency sine wave. With regard

to potential sources of information about speaking rate,

these stimuli differed from the filtered precursors of the

previous experiment, in that they eliminated information

about FOcontour and conveyed the total amount of energy

as a function of time, rather than simply conveying a por

tion of the voiced energy.

If these stimuli exerted a contextual influence on seg

mental identification, an important question can be posed

about the kinds of information that can influence speech

perception. The filtered precursors of Experiment 1 can

rightly be considered as speech, albeit a very limited por

tion of what would usually be available. In contrast, the

amplitude-varying sinusoids of the present experiment

departed sharply from speech by concentrating all the

acoustic energy of the original precusors at one frequency

(the average fundamental frequency of the first syllable

of the test word). Thus, rate-dependent processing would

have occurred only if the subjects had integrated the non

speech context with speech.

There has been at least one failure to find such an in

tegration. Summerfield (1981) had subjects make phono

logical voicing judgments on the initial consonant of a syl

lable which followed the first four bars of the Christmas

carol "Good King Wenceslaus." He found that the tempo

of the tune had no effect on the voice-onset time boundary.

Summerfield (1981) was attempting to test the validity

of "extrinsic" accounts of timing in speech perception

(see Fowler, 1980). According to Summerfield, an ex

trinsic timing account would include a perceptual clock,

adjusted for speaking rate, that was responsible for mea

suring segmentally significant durations. By Summer

field's reasoning, the tempo of the precursive tune should

have affected the extrinsic timing mechanism, and hence

the voicing judgment. His failure to find such an influence,

as well as the Diehl et al. (1980) finding that rate effects

are substantially reduced when the precursor and test syl

lable appear to have been produced by different speakers,

was part of Summerfield's basis for rejecting extrinsic tim

ing as unimportant in speech perception.

The present experiments tested the predictions of a the

ory that includes a kind of extrinsic timing." Important

timing information is thought to be extracted from the

acoustic signal without the identification of phonetic seg

ments. Some timing information is thus extrinsic to the

segments. The current experiment focused on the pattern

of total energy versus time in a speech signal (its AE).

Although the auditory system performs a frequency anal

ysis early in processing, the magnitudes of the different

frequency components can be combined at higher levels

to determine the overall loudness of a complex sound
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(Moore, 1982). This combination of frequency compo
nents in speech recognition might produce loudness esti
mates that are statistically more reliable than the estimates
for smaller component frequency bands. These estimates
would remain relatively robust in the face of band-limited
hearing loss or environmental distortion that might inter
fere with detailed phonetic analysis. The usefulnessof per
forming the loudness estimates presupposes, of course,
that important timing information can be extracted from
the relatively simple patterns in the AE.

There are several reasons for believing that the AE can
contribute to speech recognition. Work on automatic

speech processing has shown that measures of total
energy, as well as fairly wide-band energy, can be useful
for puposes of syllabification and segmentation (Mermel

stein, 1975; Reddy, 1966). In psychological experiments,
it has been found that auditory information about the AE
substantially improves concurrent speech-reading perfor
mance (Grant, Ardell, Kuhl, & Sparks, 1985). The use
fulness of the AE in conveying temporal information has
been demonstrated by two findings. First, Howell (1983)
found that delaying auditory information about the AE

disrupted articulation in a delayed auditory feedback
paradigm. These disfluencies were attributed to a disrup
tive effect of misaligned information about the timing of
speech output. Second, Howell (1984) found that non
speech stimuli, with AEs similar to those of speech
sounds, exhibited perceptual isochrony in a manner simi
lar to speech (Marcus, 1981; Morton, Marcus, &

Frankish, 1976).5 Together, these findings demonstrate

that the AE conveys timing information and can be use
ful in speech recognition. This suggests that the AE might
be useful in interpreting durational cues to segment

identity.

Method
Subjects, Stimuli, and Procedure. A new group of 12 in

dividuals, from the same population as the previous experiment,

Norlllal Precursor

served as subjects. The stimuli were constructed from the speech

recordings used in the previous experiment. Versions of the fast
and slow precursor phrases were constructed that preserved only

information about the AE of the source precursor. These recon

structed precursor phrases consisted of an amplitude-varying sine

wave set at the frequency of the average FO in the first syllable
of the rabid stimulus (134 Hz). The amplitude was varied so that

each period of the sine wave matched the digital root mean square

(DRMS) energy of the corresponding time slice in the original
precursor." Tokens of the rabid-rapid series were appended to the

end of the fast and slow AE-only precursors. The experiment was

run in two blocks, the first using AE-only precursors and the sec

ond using normal precursors. The composition of the blocks was
the same as in the previous experiment. The instructions were also

the same, with one exception. Before the first block, the subjects
were told that they would hear "some tones" before each test word.

(In Experiment 1, the subjects had been told that they would hear

"muffled speech.")

Results
Figure 2 shows the subjects' ratings for the rabid-rapid

series following various precursor phrases. A three-way
analysis of variance [precursor rate X precursor type (AE

only vs. normal) x closure duration] was performed on
these results. A significant main effect of closure dura
tion was found [F(9,99) = 112.4, P < .001]; stimuli with
longer closure durations were judged more rapid-like.

Precursor rate had a significant effect on the subjects'
judgments; the slow precursor mean was 3.66 and the fast
precursor mean was 3.42 [F(I,ll) = 7.47, p < .025].
The direction of the effect is the same as in the previous
experiment, and is consistent with the idea that the closure
interval is interpreted relative to the rate of the precur
sor. However, as in Experiment 1, there was no signifi
cant interaction between rate of articulation and precur
sor type (AE-only vs. normal). The mean slow/fast

difference was .17 for AE-only precursors and .30 for
normal precursors [F(I,ll) = 1.8, p > .10].

There was a significant main effect of precursor type;
the AE-only mean was 3.39 andthe normal mean was
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Figure 2. The results of Experiment 2. The subjects' ratings are displayed as in Figure 1. The left panel
shows the results for the normal precursors; the right panel shows the results for the AE-only precursors.
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3.69 [F(1, 11) = 9.06, p < .01].' There was also a sig

nificant interaction of type of stimulus and closure dura

tion [F(9,99) = 2.77,p < .01] and of speaking rate and

closure duration [F(9,99) = 2.02, p < .05]. The three
way interaction of type of stimulus, closure duration, and

speaking rate was also significant [F(9,99) = 2.06,

p < .05]. The location of these interactions is not appar

ent from inspection of the data. Consequently, their mean

ing is not clear.

Discussion
The results of Experiment 2 indicate that the AE of

speech provided a sufficient basis for subjects to inter

pret rate-dependent durational cues to segment identity,

at least for the present stimuli. This reinforces the con

clusion of Experiment 1 that coarse aspects of the speech
signal, which lack the detail necessary for phonetic iden

tification, may provide subjects with a useful context for

interpreting ambiguous acoustic cues to segment identity.

This finding also indicates that information about change

in FOwas not necessary for subjects to extract rate infor

mation from a coarse representation of the speech signal.

The results also bear on Summerfield's (1981) theoret

ical formulation of rate effects. In his words, "This ap

parently radical stance [intrinsic timing] predicts that if

Experiment 1 [demonstrating precursive effects] were to

be repeated with a precursor devised so that temporal in
formation were dissociated from information specifying

articulatory maneuvers, then no effect on the perception
of voicing contrasts should result" (p. 1088). This stance

is apparently too radical. The AE-only precursors reflect

some of the consequences of articulatory maneuvers. The

rise and fall of amplitude roughly reflects the amount of

glottal excitation, the amount of fricative excitation, and

the degree of constriction in the vocal tract. However,

the AE-only precursors certainly lack the information

necessary to specify the articulatory gestures underlying

the original precursive speech. It is apparent that some

aspects of the timing of speech are extrinsic in the sense

that they can be extracted and utilized by listeners in sit

uations in which the specific underlying articulatory move

ments cannot be identified.

The present experiment demonstrated that, under some

circumstances, perception of a phonetic segment was in

fluenced by timing information that came from a seem
ingly different source. Furthermore, the size of the rate

effects did not differ significantly between the AE-only

precursors and the unmodified precursors. This finding

contrasts with the results of Summerfield (1981) and Diehl

et al. (1980), which indicated that precursive rate effects

were reduced or eliminated when there was an apparent

discrepancy between the source of the rate-bearing speech

and the test syllable. It seems likely that many factors play

a part in determining which sounds are integrated (or

segregated) in perceiving speech. These include influences

such as semantic continuity (Treisman, 1964), binaural

localization of sources (Cherry, 1953), amplitude (Egan,

Carterette, & Thwing, 1954), and continuity of acoustic

energy (Bregman, 1978). It is likely that some combina

tion of acoustic continuity and high-level attribution of

source accounts for the differing results of Experiment 2

and those of Summerfield and Diehl et al.
Both the Summerfield (1981) and Diehl et al. (1980)

studies used precursors with more identifiable sources than

those of Experiment 2. Summerfield's precursors were

probably correctly identified by his subjects as syntheti

cally produced buzz-like versions of a tune. The Diehl

et al. precursors were probably identified by their sub

jects as coming from a speaker other than the one who

produced the test syllable. In contrast, it is less clear how

subjects phenomenally characterized the precursors of Ex

periment 2. The amplitude-varying sinusoids did not

sound like speech, at least to the author. In some respects,

these stimuli are similar to ones used by Remez, Rubin,

Pisoni, and Carrell (1981) in their studies of sinusoidal

speech. They asked subjects to identify a variety of

stimuli, some of which consisted of pure tones varying

in frequency to match the variation in the center frequency

of a formant. Their stimuli varied in frequency and the

present stimuli varied in amplitude, but their findings may

still be relevant. Very few of their subjects spontaneously
identified their single-tone stimuli as speech, and, across

subjects, these stimuli were not consistently labeled. On

the basis of the Remez et al. findings, it seems likely that

the stimuli in Experiment 2 did not suggest a source in

a compelling fashion. This differs from the precursive

stimuli of Summerfield and Diehl et al., which suggested

a source distinct from the speech to be judged. If this was

the case, then perhaps speech cues are more readily in

tegrated with information from an unknown source than

from a source with a conflicting identity.

There are acoustic reasons why the results of Summer

field (1981) might differ from the present ones. Summer

field's tune precursors were carried on a fundamental thai

was not continuous with the fundamental of the test syl

lable, and Diehl et al. (1980) showed that rate effects were

reduced when precursors and test syllables differed in fun

damental frequency. The tone precursors maintainedacous

tic compatibility with the FOof the test word, without hav

ing the incompatible formant spacing of some of Diehl

et al. 's stimuli. The finding of no difference in rate ef

fects induced by the tone precursors and the plain precur

sors is consistent with the importance that has been at

tributed to FOand its harmonics in isolating one speaker's

voice from many (Darwin & Bethell-Fox, 1977), and ir
determining what acoustic energy contributes to phonetic

perception (Broadbent & Ladefoged, 1957; Darwin &

Gardner, 1986).

EXPERIMENT 3

As argued above, it seems likely that a variety of fac

tors influence integration of information in speech recog
nition. This experiment attempted to establish some of the
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limits on the rate-dependent processing of the present test
word by examining whether the form of information about
the AE influenced its integration with a following test
word. This was done by filling the AE of the precursor
phrase with noise (Horii, House, & Hughes, 1971; Sala
soo & Pisoni, 1985). The resulting sounds contained
roughly the same information about energy variation as
the amplitude-varying sinusoids of Experiment 2.
However, they introduced a more marked acoustic dis
continuity between the context stimulus and the test word.
The periodic character of the sine waves was similar to
the quasi-periodic character of the voiced portions of the
test words. In addition, the two sounds had roughly the
same pitch. These similarities did not exist between the
noise-filled precursors and the test words. The resulting
discontinuity may therefore have reduced the precursive
rate effect, if acoustic continuity was an important factor
in the perceptual integration of the precursor and the test
word.

Method
Subjects, Stimuli, and Procedure. Twelve new subjects par

ticipated in the experiment. The stimuli were constructed from the

speech recordings from Experiment I. The fast and slow precur

sor phrases were filled with noise using a procedure developed by

Horii et al. (1971), which involved changing the sign of a randomly

selected 50% of the digitized speech samples. The resulting sounds

preserved the temporal variation of DRMS energy in the original

speech, but destroyed its spectral structure, resulting in something

close to white noise. Tokens of the rabid-rapidseries were appended

to the end of the fast and slow noise precursors. The procedure

was the same as in the previous two experiments except that sub

jects were told that they would hear some "radio static" before

the test words in the first block.

Results
The results, shown in Figure 3, were analyzed as in

the previous studies. As expected, a significant effect of
closure duration on voicing judgments was obtained

[F(9,99) = 150.8, P < .001]. A significant effect of
precursor rate was not obtained [F(l, 11) = 2.54, P >
.10]. However, the interaction of rate and closure was
significant [F(9,99) = 4.79, p < .01], as was the three
way interaction of precursor type (noise vs. normal), rate,
and closure [F(9,99) = 2.42, p < .025]. Contrasts were
evaluated at the middle four closure durations. A signifi
cant rate effect was found for the normal precursors, with
a mean difference of .64 [t(l1) = 6.86, p < .001], but
not for the noise precursors, with a mean difference of
.03 [t(l1) = 0.5,p > .10]. A significant main effect of
precursor type was obtained, with the noise precursors
having a mean of 3.39 and the normal precursors a mean
of 3.75 [F(l,l1) = 10.78]. (See Note 7.) The interac
tion of precursor type and closure duration was also sig
nificant [F(9,99) = 4.39, p < .01].

Discussion
The results of this experiment illustrate one limit on the

use of precursive rate information in influencing the pro
cessing of medial voicing as cued by closure duration.
When the precursor envelopes were filled with noise, their
rate had no effect on voicing judgments. The rate of the
normal precursors continued to affect voicing judgments
at the middle closure durations, where we would expect
voicing identification to be most sensitive to contextual
influences. Comparison of the results of this experiment
with those of Experiment 2 indicates that the form of
precursive information is crucial in obtaining rate effects
with coarse-grained representations of speech. The rela
tions of the sinusoidal and noise stimuli to the original
speech were identical; both preserved the AE. However,
there was much less continuity in acoustic energy between

the noise precursors and the test words than between the
sinusoidal precursors and the test words. The different

pattern of results with these stimuli suggests that deter
mination of the relevance of prior rate information in pho-
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Figure 3. The results of Experiment 3. The snbjects' ratings are displayed as in Figure 1. The left panel shows
the results for the normal precursors; the right panel shows the results for the noise-filled precursors.
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netic perception takes place, in part, at the level of audi
tory parsing of sounds (Bregman, 1978; Darwin, 1984).

GENERAL DISCUSSION

The research reported here demonstrates that the speech
signal contains information about rate of articulation, in
dependent of the identity of phonetic segments, and that
listeners can exploit this information in rate-dependent
processing. The fmdings are consistent with a general

strategy of speech perception, in which the signal is
processed at multiple levels of detail (Zue, 1985), with
information at coarse levels providing a useful context for
interpreting information at finer levels. As argued above,
this strategy allows listeners to obtain information in a

computationallycheap fashion, reduces the chance of early
misidentification of detail, and bases contextual interpre
tation on aspects of the signal that may be easily, and relia
bly, identifiable. Certainly, it seems likely that the coarse
representations of speech used here offer a more efficient
basis for context-dependent interpretation than more de
rived measures of context, such as the identity of neigh
boring phonetic segments or the likelihood that a given
word is being spoken.

There is a possibility that the rate effects observed in
Experiments 1 and 2 were mediated by partial segmental
recognition. The low-frequency stimuli of Experiment 1
preserved information about FO,which can serve as a cue
to the identityof stop-consonant voicing(Haggard, Ambler,
& Callow, 1970) and vowel height (Peterson & Barney,
1952). The amplitude-varying sine waves of Experiment 2
preserved some information, such as amplitude-onset

characteristics of segments, which can also provide in
formation about segment identity (Mack & Blumstein,

1983). Thus, the observed rate effects could have been
mediated by a broad phonetic classification of the precur
sors (see Zue, 1985). Testing this possibility would re
quire more refined methods of assessing the psychologi

cal encoding of coarse-grained speech information.
The results of Experiment 1 and 2 raise questions about

the patterns of coarse-grained speech information that con
vey contextual information in general, and rate informa
tion in particular. Establishing the characteristics of these
patterns requires acoustic analysis of a far greater variety
of speech than was examined in the present study. How
ever, the present study does offer some clues. The precur
sors of Experiments 1 and 2 both conveyed rate informa
tion to the subjects, even though they represented different
aspects of the original speech precursors. This suggests
that the coarse-grained patterns of contextual information
are likely to be redundant. In this way, coarse-grained
patterns would be similar to redundant, fine-grained
acoustic cues to phonetic segments (Lisker, 1978). The
ultimate value of the multiscale analysis advocated here
depends on whether coarse speech patterns are more easily
processed than fine-grained aspects of speech. Unless
these patterns turn out to be reliably extractable, and rela
tively immune to the effects of casual articulation, en
vironmental interference, sensorineural loss, and inatten-

tion, there would be little point to an initial coarse-grained
analysis.

The value of coarse-grained analysis will also be de
termined by the kinds of phonetically significant infor
mation that can be conveyed by coarse-grained aspects
of the signal. The present experiments showed that the
overall speaking rate of a precursor sentence can be con
veyed by the coarse-grained aspects of a signal. It is un
clear whether local articulation rate (Klatt, 1976) can be
so conveyed. In addition, it is possible that the segmental
composition of an utterance influences the extent to which
its coarse-grained attributes (e.g., the AE) convey tim
ing information. Segments with quite similar coarse

grained attributes (e.g., vowels) can differ in intrinsic du
ration (Peterson & Lehiste, 1960), setting a potential limit
on the usefulness of coarse-grained information. In such
cases, a coarse-grained analysis might not be able to ex
tract rate information, especially if the analysis is con

strained to a small temporal window. However, an anal
ysis that takes into account a relatively large stretch of
speech may provide enough rate information to be useful

as a context, independent of the intrinsic durations of its
underlying segments.

An untested assumption of the procedure used here is
that even under normal conditions, speech perception may
involve extracting rate information by analyzing the sig
nal at levels such as low-frequency energy (Experiment 1)
or the AE (Experiment 2). The experiments did show that

these levels of analysis conveyed rate information, and
that speech perception processes could operate at these
levels when more detailed information was absent. It has
generally been found that speech recognition processes
exploit most aspects of the speech signal that reflect the
underlying articulatory gestures. Because the coarse

grained attributes of the signal reflect coarse attributes
of articulation, it seems likely that listeners would exploit

them and that coarse levels of analysis are operative with
normal speech.
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NOTES

I. The usefulness of a strategy for machine recognition does not, of

course, indicate that it is employed by humans.

2. Shinn and Blumstein (1984; Shinn, Blumstein, & Jongman, 1985)

argued that the importance of context-dependent processing in human

speech perception may have been overestimated because of heavy reli

ance on stylized synthetic speech sounds that lack putatively invariant

acousticcorrelates present in naturally produced phonetic segments. Shinn

et al. found that previously obtained rate dependencies on the stop-glide

distinction (Miller & Liberman, 1979) were greatly reduced when more

natural amplitude-onset characteristics were present in the stimuli.

However, Nittrouer and Studdert-Kennedy (1986) showed that ampli

tude onset was less perceptually salient than other, presumably context

dependent, cues to the stop-glide distinction. In addition, Wardrip-Fruin

(1985) showed that a context-dependent temporal cue to syllable final

voicing-vowel duration-was given greater perceptual weight when

stimuli were presented in noise versus silence. This suggests that some

context-dependent cues may be more robust under difficult listening con

ditions than some of the putatively invariant cues, thus bolstering the

importance of context-dependent processing of temporal cues.

3. Although Summerfield (1981) acknowledged that the effect of dis

tant rate information was inconsistent with intrinsic timing as a sole ac

count in speech recognition, he argued that the relatively small size of

the effects indicated that extrinsic timing was unimportant. However,

assessment of the relative contributions of distant and near timing in

formation involves stimuli in which there is an artificial conflict between

distant and near information. That distant rate information should have

any effect at all under those circumstances attests to listeners' tendency

to use that information. It seems likely that listeners would use distant

rate information even more when it did not conflict with local rate in

formation.
4. I am reluctant to claim that the approach I am proposing amounts

to an extrinsic timing theory, since properties have been attributed to

extrinsic timing models that I do not advocate. For example, Fowler

(1980, p. 113), in a critical review, defines theories of extrinsic timing

in speech production as ones that "exclude timing from representation

in the talker's articulatory plan for his utterance." Given that proper

ties such as "intrinsic durational characteristics" of syllabic nuclei (peter

son & Lehiste, 1960)or "voice-onset time" (Lisker & Abramson, 1964)

have long been discussed as distinguishing characteristics of phonetic

segments, a theory of extrinsic timing as defined by Fowler is clearly

untenable. Rather, it seems that speech production and perception must

be characterized in terms of intrinsic and extrinsic timing.

5. A. M. Cooper, Whalen, and Fowler (1986) reported several repli

cations of a finding by Marcus (1981) that the "P-centers" of syllables

are not influenced by phonetic categorization A. M. Cooper et al. ar

gued that their fmdings, as well as Marcus's findings, disprove Howell's

(1984) claim that variation in the AE can account for variation in the

location of P-centers (in the perceptual sense), independent of the per

ceiver's knowledge ofarticulatorydynamics. However, all of the stimulus

manipulations that A. M. Cooperet aI. and Marcus used to shift P-<:enter

location involved changes to the AE, which is essentially Howell's claim.

6. Equating the energy of the sine periods with the time-slicesof speech

does not necessarily equate their loudness. The sine waves are at a fre

quency (134 Hz) with lower loudness sensitivity than much of the energy

in speech (i.e., in the range of 1000-5000 Hz). However, because energy

is present at only one frequency in the sine wave, there is no within

stimulus masking (Green, 1976). In any case, the pattern of loudness

over time is roughly the same for the sine waves and the speech. Fur

thermore, it is consistent with the general idea of coarse-grained anal

ysis in speech recognition that a small divergence between the proper

ties of a coarse-grained representation of speech and those of real speech

should not have great perceptual implications.

7. The significant difference between stimuli following the noise-filled

precursors and those following the normal precursors was in the same

direction as the significant difference between the sine-filled precursors

and the normal precursors (Experiment 2), and as the not-quite-significant

difference (p < .10) between the filtered precursors and the normal

precursors (Experiment I). In all three cases, the modified precursors

yielded lower ratings (more P-like) than the normal precursors. One

explanation for this difference is that the modified precursors were per

ceived as having been spoken more slowly than the normal precursors,

and thus that the two kinds of stimuli did not convey exactly the same

information about speaking rate. This explanation, however, is far from

certain. Another possible explanation stems from the fact that stimulus

type was confounded with order of presentation. The stimuli with modi

fied precursors were always presented first so as not to bias the sub

jects toward regarding them as modified versions of speech that they

had heard prevously. It is therefore possible that this main effect was

due to some change in judgments over time. More generally, it seems

hard to interpret absolute differences between the modified and unmodi
fied precursors, because the stimuli consisting of both modified and real

speech may have elicited overall response strategies that were different

from those elicited by the stimuli consisting entirely of real speech. It

seems safer to focus on the ability, or lack thereof, of the modified precur

sor to convey the relative speaking rate of the precursors from which

they were derived.
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