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[^0]
## 1 Introduction

Over the past two decades, theoretical work has come up with a substantial number of channels through which inequality may affect economic growth. These contributions have made clear that the impact of inequality on growth is rather complex: Higher inequality may have positive as well as negative consequences for economic performance; moreover, some of these consequences tend to materialize quickly (short-term effects) while others are likely to affect growth only in the medium or long run (lagged effects). This ambiguity is also mirrored in the substantial empirical literature which finds both significantly positive and negative effects - and sometimes no effects at all. ${ }^{1}$

This paper takes a fresh look at the inequality-growth relationship, both from a theoretical and an empirical perspective. There are two basic contributions. First, the paper introduces a parsimonious theoretical model of inequality and growth that allows for positive as well as negative effects of inequality. The model builds on the observation that the positive effects are mostly short-term effects while the negative consequences tend to set in with a lag. Our theoretical framework is highly tractable and allows us to systematically explore how changes in inequality may affect economic performance at different moments in the future. Second, guided by our theoretical framework, we empirically investigate the inequality-growth relationship, relying on a more comprehensive inequality dataset that covers up to 106 countries over a period from 1965 to 2005.

Our model is designed to capture an interesting pattern in the theoretical literature on inequality and growth. As mentioned above, it appears that the growth-enhancing effects of inequality tend to set in quickly while the negative channels are rather slow. To see this, consider some of the main theoretical channels. On the one hand, inequality is said to promote growth by fostering aggregate saving (Kuznets, 1955; Kaldor, 1955); by promoting the realization of high-return projects (Rosenzweig and Binswanger, 1993); or by stimulating R\&D (Foellmi and Zweimüller, 2006). On the other hand, inequality is

[^1]expected to hamper growth by promoting expensive fiscal policies (Perotti, 1993; Alesina and Rodrik, 1994; Persson and Tabellini, 1994); by inducing an inefficient state bureaucracy (Acemoglu et al., 2011); by hampering human capital formation (Galor and Zeira, 1993; Galor and Moav, 2004); by leading to political instability (Bénabou, 1996); or by undermining the legal system (Glaeser et al., 2003). Most of the positive effects (e.g., those operating through convex saving functions, market imperfections, or incentives for innovation) rely on purely economic mechanisms. It is therefore plausible to assume that they materialize in the short term. Most of the negative effects, however, involve the political process, the change of institutions, the rise of socio-political movements, or they operate through changes in the educational attainment of the population. Thus, arguably, these effects materialize only with a considerable lag.

Our empirical findings are consistent with this basic pattern in the theoretical literature. We find that the short-term effect of inequality on economic performance is positive while the lagged effect is negative. More precisely, our core results suggest that an increase in inequality has a positive impact on the average growth rate of real GDP per capita in the subsequent five-year period. On the other hand, we find that such an increase reduces the average growth rate in the five-year period following the initial one. Moreover, the lagged effect tends to be more important quantitatively so that the long-run effect of higher inequality tends to be negative. So, overall, our analysis echoes findings in the more recent literature using panel data (e.g., Forbes, 2000, who finds a positive short-term effect) as well as earlier cross-country regression results (e.g., those in Alesina and Rodrik, 1994, who find a negative long-run effect).

We rely on a sample that spans eight five-year periods (from 1965 to 2005) and includes up to 106 countries. The primary source of the income inequality data is the widelyused Deininger and Squire (1996), henceforth "DS", dataset. ${ }^{2}$ The secondary source, to which we resort whenever a suitable DS observation is not available, is the UNU-WIDER (2008) World Income Inequality Database (WIID2c). We construct two alternative income inequality time series. The first one uses only "quality-1" WIID observations to amend

[^2]the DS data while the second one relies on "quality-1" and, secondarily, "quality-2" WIID observations. The advantage of the second series is that the number of missing observations is substantially lower (while a less precise measurement of inequality might be a drawback). It turns out, however, that the basic empirical findings are largely unaffected by the choice of the inequality time series.

Our main estimator is the System GMM estimator pioneered by Arellano and Bover (1995) and Blundell and Bond (1998). An important advantage of this estimator (over the related first-difference GMM estimator) is that it also exploits the cross-sectional variation in the data - which accounts for a large share of the total variation. ${ }^{3}$ The System GMM estimator has a one- and a two-step variant, both of which are used in practice. We also apply both alternatives and report the associated results.

To scrutinize our empirical analysis further, we experiment with different specifications and growth spells of different length (i.e., ten-year instead of five-year spells). We find that these additional estimation results corroborate the basic empirical pattern outlined above. Finally, we estimate some of the core specifications using the first-difference estimator as this estimator requires a less restrictive set of assumptions. Yet, perhaps unsurprisingly in the light of the above discussion, the estimated impact of inequality is no longer statistically significant. However, in qualitative terms, some of the results are in line with those based on the preferred System GMM estimator.

The present paper is part of a small literature that tries to get a better grasp of the empirical picture with respect to the inequality-growth relationship. Earlier contributions include Banerjee and Duflo (2003), Voitchovsky (2005), and Castelló-Climent (2010). The first-mentioned paper presents evidence suggesting that changes in inequality (in any direction) are associated with reduced growth in the short run; as a result, the standard regression equation might be mis-specified in a way that - misleadingly - makes differences-based estimators indicate a positive relationship. Voitchovsky (2005), by contrast, argues that inequality coming from the top end of the income distribution is indeed likely to promote economic growth while bottom-end inequality tends to be harmful. She

[^3]therefore suggests controlling separately for inequality coming from different parts of the distribution (and finds supportive evidence in a panel of rich countries). Finally, in line with Barro (2000), Castelló-Climent (2010) argues that the consequences of inequality may be different for poor and rich countries (and indeed finds a positive impact in the subset of the richest economies but a negative one in the large group of less affluent countries). None of these papers, however, deals specifically with the time dimension.

The remainder of this paper is organized as follows. Section 2 briefly reviews theoretical arguments and, based on this review, introduces a simple model of inequality and growth. In Section 3, we present the empirical analysis. Section 4 concludes.

## 2 Short-Term vs. Lagged Effects of Inequality

The present section reviews theoretical channels through which inequality may affect economic growth, thereby highlighting that the positive effects tend to set in fast while the negative ones are rather slow. We then introduce a simple model that summarizes the main insights from the review in a concise way. The model will also be helpful in guiding the empirical analysis in the following section.

### 2.1 A Brief Review of Theoretical Arguments

Asset or income inequality affects economic performance through many channels, and theoretical work discusses both negative and positive effects. Yet, as the following overview shows, there seems to be a clear pattern in the literature: The positive effects of inequality tend to rely on purely economic mechanisms and should therefore be expected to set in fast. The negative effects, on the other hand, often involve political-economy arguments. As a result, they may need more time to materialize.

As to the positive channels, the literature has long argued that saving functions tend to be convex in wealth (see, e.g., Kuznets, 1955; Kaldor, 1955). So, other things equal, higher asset inequality is associated with higher aggregate saving and thus faster convergence to the balanced growth path. More recently, the focus has been on the impact of asset inequality on the selection of investment projects (see, e.g., Matsuyama, 2000, in particular

Section 4). The main argument here is that, if the financial system is imperfect, access to external finance depends on personal wealth. As a result, if wealth is widely spread among the population, nobody may be able to raise sufficient funds to realize high-return projects which require large investments. In this case, a more concentrated distribution of productive assets may put at least a limited number of entrepreneurs into a position to realize such projects - and thus boosts growth. ${ }^{4}$ This effect is reinforced by the fact that the high-return projects are often the more risky ones (see, e.g., Rosenzweig and Binswanger, 1993). As a result, with a relatively equal wealth distribution, the number of entrepreneurs who are sufficiently rich to absorb significant risks may be very small. So, once again, a more concentrated distribution of wealth may multiply the number of high-return projects realized. Finally, the literature also discusses positive demand-side effects. With a more unequal income distribution, a larger fraction of total demand falls on "high-end" products (as opposed to goods satisfying basic needs). Thus, innovators benefit from larger home markets which more easily support the investments required to develop novel or better varieties (see, e.g., Foellmi and Zweimüller, 2006). ${ }^{5}$

While working through different channels, these positive effects of inequality have one thing in common: They emphasize purely economic mechanisms so that it is plausible to assume that they materialize relatively fast. This is not true for the negative channels. Most of them rely on political-economy arguments. For instance, it has been pointed out that more unequal societies tend to have higher levels of redistribution and hence higher levels of taxation; ${ }^{6}$ higher taxes, in turn, are thought to weaken the incentives to save and invest (see, e.g., Perotti, 1993; Alesina and Rodrik, 1994; Persson and Tabellini, 1994). A related argument focuses on the composition of government expenditures. With

[^4]higher asset inequality, the decisive voter supplies fewer production factors (i.e., physical or human capital). As a result, he may strongly prefer direct transfers over productive investments in public goods (e.g., productivity-enhancing spending on the country's physical infrastructure or the contract-enforcement bureaucracy). Finally, even if the rich segment of society holds political power, inequality may still have a negative impact through the fiscal policy channel. As highlighted by Acemoglu et al. (2011), if inequality is high, an oligarchic government may set up (or fail to reform) an inefficient bureaucracy to avoid high taxation once the country is transformed into a democracy. ${ }^{7}$

Yet, through these harmful channels, changes in inequality should not be expected to have an immediate effect. Arguably, it takes time for shifts in policy preferences to be reflected in similar changes within the legislative body. Moreover, even with a fresh legislature in place, altering tax laws (or changing the bureaucracy) is time consuming. Further negative effects are also unlikely to materialize quickly. If higher inequality reduces spending on education (see, e.g., Galor and Zeira, 1993; Galor and Moav, 2004), it may take a decade for the effects to be felt. Similarly, it may be a long time before disaffection caused by higher inequality leads to the formation of social movements which then may threaten political stability (see, e.g., Bénabou, 1996) or before higher inequality has undermined the security of property rights (see, e.g., Glaeser et al., 2003).

### 2.2 A Parsimonious Theoretical Model

We now introduce a tractable inter-temporal model of asset inequality and economic performance that reflects key aspects of the above review. The model includes both a positive short-term effect (i.e., an economic channel) and a negative lagged effect (i.e., a political-economy channel) of asset inequality. We then proceed by showing how this theoretical framework, which allows for a non-monotonic adjustment path of output, leads to a linear empirical model of income inequality and economic growth that is closely related to the empirical models commonly estimated in the literature.

[^5]
### 2.2.1 Assumptions

Agents, preferences, and endowments. We focus on an infinite-horizon economy that is populated by a continuum 1 of risk-neutral individuals with discount factor $\beta<1$. All individuals derive utility from consumption of a single (non-storable) output good. The preferences are represented by the intertemporal utility function

$$
\begin{equation*}
U_{t}=E_{t}\left\{\sum_{s=0}^{\infty} \beta^{s} c_{t+s}\right\} \tag{1}
\end{equation*}
$$

where $c_{t}$ denotes consumption in period $t$ and $E_{t}$ is the expectations operator (conditional on information available in $t$ ). Individuals differ regarding their endowment with the productive asset (which we may interpret as "capital", for instance). A fraction $\sigma>1 / 2$ of the population (the "poor", $P$ ) is endowed with $\omega^{P}\left(D_{t}\right)<1$ units of this asset, where 1 is the average endowment in the economy. The endowment of the remaining agents (the "rich", $R$ ) is given by $\omega^{R}\left(D_{t}\right)=\left(1-\sigma \omega^{P}\left(D_{t}\right)\right) /(1-\sigma)>1$.

The state variable $D_{t} \in\{L, H\}$ represents the degree of inequality in the economy, where $L$ stands for a "low" degree so that $\omega^{P}(L)>\omega^{P}(H)$. At the beginning of each period, asset inequality may change exogenously. In particular, we have $D_{t}=D_{t-1}$ with probability $\pi>1 / 2$ and $D_{t} \neq D_{t-1}$ with the complementary probability $1-\pi$. Thus, a high value of $\pi$ mirrors strong persistence in inequality.

In practice, many factors may drive changes in the distributions of productive assets (i.e., physical or human capital). A sudden change to the distribution of physical capital, as can happen here, could be the result of a political event or constellation that allows one group to take over part of the assets of the other one.

Technologies and aggregate output. All individuals have access to a simple technology that uses the productive asset (i.e., physical capital) as an input factor. Following much of the literature on the role of capital market imperfections, this technology is characterized by a non-convexity. In particular, its productivity is relatively low if the use of the productive asset is below a critical threshold, denoted by $\omega^{c}$. In formal terms, the
technology is characterized by the production function

$$
q\left(\omega, G_{t}\right)=\left\{\begin{array}{l}
a^{l} \omega X\left(G_{t}\right): \omega<\omega^{c}  \tag{2}\\
a^{h} \omega X\left(G_{t}\right): \omega \geq \omega^{c}
\end{array}, \quad a^{l}<a^{h}\right.
$$

where $q$ is output and $X\left(G_{t}\right)$ stands for the level of the public good (e.g., the quality of the physical infrastructure or the contract-enforcement bureaucracy) provided by the government. The state variable $G_{t} \in\{0,1\}$ reflects whether - in the previous period - the government has invested in the public good, with 1 indicating investment. As a result, we have $X(1)-X(0) \equiv \triangle X>0$.

To introduce a positive short-term effect of inequality, we make two assumptions. First, we assume that the endowment of the rich individuals allows them to achieve the high productivity level. The endowment of the poor agents, on the other hand, falls short of the critical threshold, $\omega^{c}$ (even if $D_{t}=L$ ). In formal terms, we impose

$$
\omega^{P}\left(D_{t}\right)<\omega^{c} \leq \omega^{R}\left(D_{t}\right) .
$$

Second, we consider an environment with frictions in the financial system. In particular, to keep matters tractable, we assume that the productive asset cannot be traded (i.e., bought or borrowed) in the financial markets. ${ }^{8}$ Together, these two assumptions imply that the poor agents run "firms" producing $a^{l} \omega^{P}\left(D_{t}\right) X\left(G_{t}\right)$ units of the final good while the firms run by the rich entrepreneurs generate $a^{h} \omega^{R}\left(D_{t}\right) X\left(G_{t}\right)$ units. As a result, the aggregate (private-sector) output is given by

$$
\begin{equation*}
Y\left(D_{t}, G_{t}\right)=\left(a^{h}-\sigma\left(a^{h}-a^{l}\right) \omega^{P}\left(D_{t}\right)\right) X\left(G_{t}\right) \tag{3}
\end{equation*}
$$

Note that the aggregate output is below its first-best level (which is equal to $a^{h} X\left(G_{t}\right)$ ). The reason is that a positive fraction of the total stock of the productive asset is used in firms which have a low average productivity.

[^6]Looking at equation (3), one immediately observes that the aggregate output is greater in the state of high-inequality $\left(D_{t}=H\right)$ than in the state of low-inequality $\left(D_{t}=L\right)$, holding constant the supply of the public good. This is the result of the positive short-term effect of asset inequality: Higher inequality means that a larger share of the productive asset is used in firms which produce at an efficient scale. ${ }^{9}$ Moreover, holding constant inequality, the aggregate output is increasing in the supply of the public good. It is thus clear that $Y(H, 1)$ and $Y(L, 0)$ represent, respectively, the highest and lowest possible output levels. But how does $Y(L, 1)$ compare to $Y(H, 0)$ ? It is straightforward to verify that the former exceeds the latter if

$$
\begin{equation*}
\frac{X(1)-X(0)}{X(1) \omega^{P}(L)-X(0) \omega^{P}(H)}>\sigma \frac{a^{h}-a^{l}}{a^{h}} \tag{R1}
\end{equation*}
$$

i.e., if the productivity gap between small and large firms is not too big. As will become clear below, the long-run effect of inequality may be negative if (R1) holds.

Public sector. Turning to the public sector, we assume that the government has access to an income stream of $Z$ units of the final good. We can think of this income as arising from a publicly owned enterprise, the natural resource sector, etc. Regarding public spending, the government has to set $G_{t+1} \in\{0,1\}$ in each period $t$. A decision to invest is associated with a contemporaneous cost of $F<Z$ units of the final good. The resulting budget surplus, $Z-G_{t+1} F$, is distributed to the population in a lump-sum manner.

Finally, we assume that the government has no choice but to implement the level of $G_{t+1}$ preferred by the majority of the population. Since the poor represent more than half of the population, the choice of $G_{t+1}$ will reflect the preferences of the representative poor individual. When individuals choose expenditure, $D_{t}$ is common knowledge.

[^7]
### 2.2.2 Analysis

We now describe the equilibrium pattern of public investment and discuss how changes in asset inequality affect the aggregate output over different time horizons.

In order to derive the equilibrium pattern of public investment, we have to introduce some notation. Denote by $V^{i}\left(D_{t}, G_{t}\right)$ the value function associated with the intertemporal utility function (1) for a representative member of group $i \in\{P, R\}$, where $D_{t}$ and $G_{t}$ are the two state variables. So, when thinking about the preferred level of the public good tomorrow, the representative poor individual (i.e., the decisive agent) has to solve a recursive problem of the form

$$
\begin{equation*}
V^{P}\left(D_{t}, G_{t}\right)=\max _{G_{t+1} \in\{0,1\}}\left\{a^{l} \omega^{P}\left(D_{t}\right) X\left(G_{t}\right)+Z-G_{t+1} F+\beta E_{t}\left\{V^{P}\left(D_{t+1}, G_{t+1}\right)\right\}\right\} . \tag{4}
\end{equation*}
$$

A solution to this problem is a policy function $G_{t+1}=G^{P}\left(D_{t}, G_{t}\right)$ which gives tomorrow's level of the public good, $G_{t+1}$, as a function of the two state variables. The following proposition characterizes this policy function.

Proposition 1 The politico-economic equilibrium shows fluctuations in the provision of the public good, with a positive level of investment in times of low inequality (i.e., $G_{t+1}=$ $G^{P}\left(L, G_{t}\right)=1$ ) and no investment in times of high inequality (i.e., $G_{t+1}=G^{P}\left(H, G_{t}\right)=$ 0), if the following condition holds:

$$
\begin{equation*}
\frac{\triangle X}{F} a^{l}\left(\pi \omega^{P}(L)+(1-\pi) \omega^{P}(H)\right) \geq \frac{1}{\beta}>\frac{\triangle X}{F} a^{l}\left(\pi \omega^{P}(H)+(1-\pi) \omega^{P}(L)\right) . \tag{R2}
\end{equation*}
$$

Otherwise, the public good is always provided (if $1 / \beta$ is less than the last expression in R2) or never provided (if $1 / \beta$ is greater than the first expression in R2).

Proof. See Appendix A.
Intuitively, when condition (R2) holds, the poor prefer direct transfers over public investment if inequality is high. High inequality means that the poor can gain little from the public good since they own only a small fraction of the productive asset. In the case of low inequality, however, this gain is sufficiently strong to make the poor prefer investment
over higher lump-sum transfers. On the other hand, if condition (R2) is violated, the gain from public investment is such that the poor either consistently favor, or oppose, the provision of the public good. As a result, the public good is always or never provided.

As the following corollary highlights, the link between asset inequality and aggregate output is most involved if condition (R2) is satisfied. Under these circumstances, the direction of the impact of inequality in the short term differs from that in the long run, implying a non-monotonic adjustment path of the aggregate output.

Corollary 1 Suppose that condition (R2) holds. Moreover, assume that inequality changes in period $t$ (but did not change in the preceding period and will not change in the following one). Then, the aggregate output responds as follows:

- $A$ rise in inequality causes first an increase in aggregate output $\left(\Delta Y_{t}=Y(H, 1)-\right.$ $Y(L, 1)>0)$ and then a decline $\left(\Delta Y_{t+1}=Y(H, 0)-Y(H, 1)<0\right)$. The long-run (or total) effect, $\Delta Y_{t}+\Delta Y_{t+1}$, is negative if and only if condition (R1) holds.
- A fall in inequality causes first a decline in aggregate output $\left(\Delta Y_{t}=Y(L, 0)-\right.$ $Y(H, 0)<0)$ and then an increase $\left(\Delta Y_{t+1}=Y(L, 1)-Y(L, 0)>0\right)$. The long-run (or total) effect, $\Delta Y_{t}+\Delta Y_{t+1}$, is positive if and only if condition (R1) holds.

The intuition behind Corollary 1 is that the level of the public good is a state variable and hence cannot change quickly. An increase in inequality therefore has no immediate impact on the level of the public good - but improves the allocation of the productive asset. As a result, the aggregate output must rise in the short term. However, after a while, higher inequality undermines the supply of the public good so that all firms become less productive. In response, the aggregate output falls, possibly below its initial level. Figure 1 illustrates the first part of Corollary 1, assuming that (R1) holds.

Figure 1 here

Note, finally, that the link between inequality and output is simpler if condition (R2) is violated. Then, the supply of the public good is constant over time so that a rise in inequality is always associated with an increase in output (and vice versa).

### 2.2.3 Linking Theory and Evidence

We now transform the theoretical framework developed above into a linear model of income inequality and economic growth that is closely related, but not identical, to the empirical models commonly estimated in the inequality-growth literature. The transformation involves three steps: Linearizing the model, linking asset to income inequality, and linking income inequality to output growth.

Linearizing the model. In order to linearize the model, we impose $\omega^{P}\left(D_{t}\right)=1-D_{t}$ so that $D_{t} \in\{L, H\}$ is the difference between the average endowment and the endowment of the poor. Moreover, throughout, it is assumed that condition (R2) holds (Footnote 10 discusses how the results would change if R 2 were violated).

We start by taking logs on both sides of equation (3). After rearranging terms, we get

$$
\begin{equation*}
y_{t} \equiv \ln Y_{t}=\ln \left(1-\sigma \frac{a^{h}-a^{l}}{a^{h}} \omega^{P}\left(D_{t}\right)\right)+\ln \left(\frac{X\left(G_{t}\right)}{X(0)}\right)+\ln a^{h}+\ln X(0) \tag{5}
\end{equation*}
$$

Note that $G_{t}$ is a choice variable that takes on the value 1 if $D_{t-1}=L$ and 0 if $D_{t-1}=H$. So $X\left(G_{t}\right)$ can be written as $X(0)+\triangle X\left(H-D_{t-1}\right) /(H-L)$. Using this result, and the fact that $\omega^{P}\left(D_{t}\right)=1-D_{t}$, in equation (5), we obtain

$$
y_{t}=\ln \left(1-\sigma \frac{a^{h}-a^{l}}{a^{h}}\left(1-D_{t}\right)\right)+\ln \left(1+\frac{\triangle X}{X(0)} \frac{H-D_{t-1}}{H-L}\right)+\ln a^{h}+\ln X(0) .
$$

Obviously, $y_{t}$ is a non-linear function of the asset inequality indicators $D_{t}$ and $D_{t-1}$. However, provided that the ratios $\left(a^{h}-a^{l}\right) / a^{h}$ and $\triangle X / X(0)$ are not too big, $y_{t}$ can be closely approximated by a linear function. In particular,

$$
\begin{equation*}
y_{t} \simeq \theta_{1} D_{t}+\theta_{2} D_{t-1}+\mu, \tag{6}
\end{equation*}
$$

where $\theta_{1} \equiv \sigma\left(a^{h}-a^{l}\right) / a^{h}, \theta_{2} \equiv-\triangle X /(X(0)(H-L))$, and $\mu$ includes all constant terms. ${ }^{10}$ Note that $\theta_{1}>0$ captures the positive short-term effect of inequality while $\theta_{2}<0$ mirrors

[^8]the negative lagged effect. As in the non-linear version of the model, the sign of the long-run effect of inequality, $\theta_{1}+\theta_{2}$, is negative if condition (R1) holds.

Linking asset to income inequality. Our theoretical framework includes two channels through which asset inequality (i.e., inequality in the distribution of capital) affects economic performance. Yet, empirical models of inequality and growth, including the one estimated in Section 3 below, usually rely on measures of income inequality, mostly because of data availability reasons. ${ }^{11}$ In our framework, the two concepts are closely related, however. Consider the income inequality measure

$$
D_{t}^{y}=\frac{Y\left(D_{t}, G_{t}\right)-a^{l} \omega^{P}\left(D_{t}\right) X\left(G_{t}\right)}{Y\left(D_{t}, G_{t}\right)}
$$

which gives the (relative) difference between the average income and the income of the poor (and hence is the equivalent of the asset inequality measure $D_{t}$ ). Using the functional form of $Y$ given in equation (3), and the fact that $\omega^{P}\left(D_{t}\right)=1-D_{t}$, this income inequality measure can be approximated by an affine linear function of $D_{t}:{ }^{12}$

$$
\begin{equation*}
D_{t}^{y} \simeq \frac{a^{h}-a^{l}}{a^{h}}+\frac{a^{l}}{a^{h}} D_{t} . \tag{7}
\end{equation*}
$$

The structure of equation (7) reflects that income inequality is driven by two different factors: The rich individuals are wealthier (i.e., $D_{t}>0$ ) and also earn a higher return on their wealth (which is mirrored in the constant term on the right-hand side of 7 ).

Expression (7) enables us to relate the current level of log output, $y_{t}$, to the current and past levels of income inequality (reflecting current and past levels of asset inequality).

[^9]By solving (7) for $D_{t}$ and using the result in equation (6), we obtain

$$
\begin{equation*}
y_{t} \simeq \delta_{1} D_{t}^{y}+\delta_{2} D_{t-1}^{y}+\eta \tag{8}
\end{equation*}
$$

where $\delta_{1} \equiv \theta_{1}\left(a^{h} / a^{l}\right)>0, \delta_{2} \equiv \theta_{2}\left(a^{h} / a^{l}\right)<0$, and $\eta$ includes all constant terms. Note, finally, that there is a simple linear relationship between $D_{t}^{y}$ and the Gini coefficient of the income distribution: $G I N I_{t}^{y} \simeq \sigma D_{t}^{y}$.

Linking income inequality to output growth. Equation (8) expresses the level of $\log$ output, $y_{t}$, as a function of inequality. In the empirical growth literature, however, it has been more common to estimate the impact of inequality on output growth (which is approximated by $y_{t}-y_{t-1}$ ), controlling for $y_{t-1}$. There are several ways to adapt our framework in order to obtain such a standard specification. Following Aghion et al. (1999), a natural possibility is to assume that current firm productivity is affected by past aggregate production activities due to a learning-by-doing externality. For concreteness, suppose that production function (2) exhibits an additional multiplicative productivity parameter $A_{t}$ that does not depend on the use of the productive asset. Assume further that $A_{t}=\left(Y_{t-1}\right)^{\phi}$, with $\phi \in[0,1)$. Then, the relationship between output growth and inequality in the "fluctuations equilibrium" is given by

$$
\begin{equation*}
y_{t}-y_{t-1} \simeq \gamma y_{t-1}+\delta_{1} D_{t}^{y}+\delta_{2} D_{t-1}^{y}+\eta, \tag{9}
\end{equation*}
$$

where $\gamma \equiv \phi-1<0 .{ }^{13}$ Note that (R1) implies $\delta_{1}+\delta_{2}<0$. So, as above, the sign of the long-run effect of inequality is negative if condition (R1) holds.

Equation (9) is the basis for the empirical model that will be estimated in the following section. The equation resembles the empirical models commonly used in the inequalitygrowth literature. However, it implies that current as well as past inequality may affect growth, albeit with a different sign. Well-specified regression equations should therefore simultaneously include indicators of both current and past levels of income inequality.

[^10]
## 3 Empirical Analysis

### 3.1 Specification and Data

To estimate both the short-term and the lagged effect of inequality, we transform equation (9) into a five-year panel data model. Specifically, we estimate

$$
\begin{equation*}
y_{i t}-y_{i t-1}=\gamma y_{i t-1}+\boldsymbol{\delta}^{\prime} \mathbf{x}_{i t-1}+\zeta_{t}+\left(\eta_{i}+v_{i t}\right) \tag{10}
\end{equation*}
$$

where $i=1, \cdots, N$ denotes a particular country and $t=1, \cdots, T$ is time (with $t$ and $t-1$ five years apart). ${ }^{14}$ As in the previous section, $y$ stands for the log of real GDP per capita (p.c.) so that the left-hand side of (10) approximates a country's five-year growth rate. On the right-hand side, we have (besides lagged GDP p.c.) a column vector $\mathbf{x}_{i t-1}$ consisting of variable country characteristics; a period-specific effect $\zeta_{t}$ to capture productivity changes common to all countries; a country-specific effect $\eta_{i}$ to capture timeinvariant and unobserved country characteristics; an idiosyncratic error term $v_{i t}$.

Consistent with our theoretical framework, the vector $\mathbf{x}_{i t-1}$ usually contains two Gini indices reflecting income inequality (GINI ${ }^{y}$ ), the "current" one (which is measured at $t-1$, i.e., at the beginning of the five-year growth period considered) and the lagged one (measured at $t-2$ ). Moreover, in line with the existing inequality-growth literature, $\mathbf{x}_{i t-1}$ sometimes includes up to three additional standard control variables. These additional variables are the average years of secondary schooling in the population aged over 25 (SCHOOL), the investment rate (INV_RATE), and the price level of investment $(P I)$, a variable that is meant to capture market distortions (due to, for instance, tariffs, government regulations, or corruption). ${ }^{15}$ In general, these variables are measured at the beginning of each five-year growth period (i.e., at $t-1$ ).

The analysis includes up to 106 countries and covers the period from 1965 to 2005 (i.e.,

[^11]eight five-year periods). The time series on GDP p.c. (constant 2000 US\$) and investment rates (gross fixed capital formation, \% of GDP) are obtained from the World Development Indicators. The education data come from Barro and Lee (2010) and the source of the price level of investment is Heston et al. (2006; PWT 6.2). The Gini coefficients come from two different sources. The primary source is the standard Deininger and Squire (1996) database. The secondary source, which allows us to broaden our sample considerably both in the cross-sectional and the time-series dimension, is the UNU-WIDER (2008) World Income Inequality Database (WIID2c). We resort to this latter source whenever an "accept"-observation is not available from the Deininger-Squire dataset. Note that we construct two alternative inequality time series. The series GINI ${ }^{y}(Q 1)$ includes only highest-quality (i.e., quality-1) WIID observations while $G I N I^{y}(Q 12)$ includes quality-1 and, secondarily, quality-2 WIID observations (and hence shows a lower number of missing observations).

## Tables 1 and 2 here

Table 1 presents a list of the 106 countries that are included in our analysis. Summary statistics for this sample are provided in Table 2. At the end of the table, we also describe how our inequality dataset has been constructed and how some pitfalls associated with the use of secondary datasets (see Atkinson and Brandolini, 2001) have been addressed.

### 3.2 Estimation

It is well known that the standard panel data methods (i.e., within-groups [WG] and random-effects [RE] estimations) are unlikely to provide consistent estimates of $\gamma$ and $\boldsymbol{\delta}$ (see, e.g., Bond et al., 2001). In the study of economic growth, a problem emerges when we see that model (10) can be rewritten as

$$
\begin{equation*}
y_{i t}=(\gamma+1) y_{i t-1}+\boldsymbol{\delta}^{\prime} \mathbf{x}_{i t-1}+\zeta_{t}+\left(\eta_{i}+v_{i t}\right) . \tag{11}
\end{equation*}
$$

Equation (11) highlights that controlling for convergence in a panel data growth model introduces a lagged dependent variable. As a result, both the RE and the WG estimator
would be very likely to give inconsistent estimates of the parameters $\gamma$ and $\boldsymbol{\delta}$ when the number of time periods is small. ${ }^{16}$

To deal with these problems, the literature has developed specific GMM estimation techniques, most notably the first-difference GMM estimator and the System GMM estimator. The first-difference GMM estimator, developed by Arellano and Bond (1991), eliminates the country-specific effect by differencing model (11), while using sufficiently lagged values of $y$ and $\mathbf{x}$ as instruments (which are valid provided that the error term $v_{i t}$ is not serially correlated). However, even though the first-difference GMM estimator "solves" the problems of unobserved heterogeneity and lagged dependent variables, its application in the present context may be problematic because variables like within-country inequality or educational attainment are quite persistent (but vary substantially across countries). More specifically, the concern is that a high degree of persistence in these time series may lead to weak instruments and give rise to large biases and imprecision (see, e.g., Blundell and Bond, 1998; Bond et al., 2001). ${ }^{17}$

The empirical analysis below therefore mainly relies on the System GMM estimator pioneered by Arellano and Bover (1995) and Blundell and Bond (1998). While requiring a more stringent set of restrictions, the System GMM procedure is likely to do better in terms of efficiency in the present setting. The reason is that it relies on an additional set of moment conditions based on the level equation (using suitably lagged differences as instruments) and hence also exploits the cross-country variation.

In the context of a basic growth regression, these additional moment conditions are valid if the Blundell-Bond (1998, p. 124) requirement is satisfied. This requirement says that the countries' initial deviations (i.e., the deviations when the empirical study starts) from their steady states must be uncorrelated with the country-specific fixed effects. If there are further explanatory variables, as is the case in the present study, an additional requirement is that the differences of these explanatory variables are uncorrelated with the country fixed effect (Blundell-Bond, 1998, p. 136). To detect possible violations of

[^12]these requirements, we regularly apply difference-in-Hansen tests to the instruments for the level equation as a group (as suggested by Roodman, 2009).

To explicitly state the moment conditions used in the GMM estimations below, we introduce the vector $\mathbf{W}_{i t}^{\prime}=\left[\begin{array}{ll}y_{i t} & \mathbf{x}_{i t}^{\prime}\end{array}\right]$. The moment conditions considered based on the regression equation (10) in first differences are given by

$$
E\left\{\left(v_{i t}-v_{i t-1}\right) \mathbf{W}_{i t-2}\right\}=0 \text { for } t \geq 3,
$$

which means that the set of instruments is restricted to lag 2 of output and the other explanatory variables. We introduce this restriction to avoid the problem of "instrument proliferation", a problem that has been shown to lead to severe biases and weakened tests of instrument validity (see Roodman, 2009). Finally, when using System GMM, the additional moment conditions based on the regression equation in levels are

$$
E\left\{\left(v_{i t}+\eta_{i}\right)\left(\mathbf{W}_{i t-1}-\mathbf{W}_{i t-2}\right)\right\}=0 \text { for } t \geq 3
$$

i.e., they rely on the lagged first differences of $\mathbf{W}$ as instruments.

Note, finally, that both the first-difference GMM estimator and the System GMM estimator have one- and two-step variants. The two-step estimator is asymptotically more efficient, albeit the efficiency gains are reported to be typically small (see, e.g., Bond et al., 2001). Both alternatives are used in practice. We therefore also rely on both variants when estimating our core specifications. Whenever the two-step estimator is applied, the Windmeijer (2005) correction is used to calculate the standard errors.

### 3.3 Results

Core estimation results. The main System GMM estimation results are shown in Table 3. The table consists of two parts, columns (1) to (4) and (5) to (8). The estimates in the first four columns rely on the one-step estimator while the latter four columns are based on the two-step variant. Consider first columns (1) to (4). The first and the second column present results based on a regression equation that includes only the current Gini
coefficient (i.e., GIN $I^{y}(Q 1)_{t-1}$ in the first column and $G I N I^{y}(Q 12)_{t-1}$ in the second one), similar to the models estimated in the literature. According to the theory presented in Section 2, these equations may be mis-specified because they omit the lagged Gini coefficient. In both columns, GINI ${ }^{y}$ does not enter significantly.

The picture changes, however, when the current and the lagged Gini coefficient are jointly included, which is done in the third and the fourth column (again using the different inequality series $G I N I^{y}(Q 1)$ and $G I N I^{y}(Q 12)$, respectively). Consistent with the discussion in Section 2, the current Gini coefficient tends to have a positive impact on the subsequent five-year growth rate while the lagged coefficient has a negative impact. In column (3), both coefficients are individually significant while the current Gini is insignificant in the fourth column. They are jointly significant in both columns, however, as the reported $p$-values on the Wald tests for joint significance suggest.

In quantitative terms, we find that a rise in the Gini coefficient by 10 points (which is about the size of the overall standard deviation) leads to an increase in the subsequent five-year growth rate in the range of 1.4 to 3.2 percentage points. The lagged negative effect of inequality is quantitatively more important, however. The estimates suggest that a 10-point increase in the Gini coefficient decreases the five-year growth rate in the period starting in five years' time by 4.5 to 5.7 percentage points (implying $\delta_{1}+\delta_{2}<0$ ). ${ }^{18}$ As a result, the sign of the long-run effect of inequality is negative.

## Table 3 here

The validity of these estimates depends, among other things, on the absence of serial correlation in the error term, $v_{i t}$. This means that the differenced error terms should not show second-order serial correlation (though they have a first-order correlation by construction unless the original error term has a unit root). The statistics M1 and M2 in Table 3 give the $t$-values associated with the tests for, respectively, first-order and second-order correlation in the $\triangle v_{i t}-$ series. As the numbers show, serial correlation does

[^13]not appear to be an important concern. Similarly, focusing on the preferred specifications including both the current and the lagged Gini coefficient (columns 3 and 4 ), the $p$-values on the Hansen tests of over-identifying restrictions indicate that the Null of joint validity of all instruments cannot be rejected. ${ }^{19}$ A similar conclusion holds for the subset of instruments used in the level equation. For the preferred specifications, the $p$-values on the difference-in-Hansen tests are typically above 0.45.

The second part of Table 3, consisting of columns (5) to (8), shows the two-step System GMM estimation results (with the specification in column 5 identical to that in column 1, and so on). Although statistical significance tends to be slightly lower, the two-step results confirm the findings in the first part of the table.

As discussed in Subsection 3.2, the results reported in Table 3 are obtained using a strongly restricted set of instruments. When this set is expanded (e.g., by additionally considering lag 3 of the explanatory variables), the results turn out to be very similar. The point estimates of the short-term and lagged effects of inequality change little while the Wald tests imply even stronger joint significance. We chose not to present these results here, however, as the $p$-values on the Hansen tests are close to 1 , potentially mirroring an instrument-proliferation problem. ${ }^{20}$ Further sensitivity checks are provided below.

Robustness. To scrutinize the above findings, the present subsection goes through a number of additional estimation results. In particular, we estimate different specifications; consider ten-year growth spells (instead of five-year spells); and use the first-difference GMM estimator (instead of the System GMM estimator).

Columns (1) to (3) of Table 4 report results which come from alternative empirical models, i.e., from specifications that omit the controls for either human capital (SCHOOL) or physical capital investment (INV_RATE), or both. Although "capital" is kept constant in our theoretical framework, inequality may also affect economic

[^14]performance through its possible effects on human and physical capital accumulation (see the discussion in Section 2.1). It is therefore interesting to explore whether and how leaving out these variables changes the empirical picture. ${ }^{21}$ Comparing columns (1) to (3) of Table 4 to column (4) in Table 3, we see that dropping the controls for human capital or physical capital accumulation does not change the basic results. The findings are identical in qualitative terms and they are also quite similar in terms of economic and statistical significance. So, at least in the present empirical setup, we do not find evidence that inequality affects economic performance through factor accumulation. Note, however, that the $p$-values on the Hansen tests are low, casting doubt on the validity of the specifications. It therefore appears that specifications including controls for both human and physical capital accumulation are preferable (see also Footnote 15).

## Table 4 here

Columns (4) and (5) of Table 4 are based on a ten-year panel data model that includes only one Gini coefficient, capturing income inequality at the beginning of the ten-year growth period considered (i.e., at $t-1$, where $t$ and $t-1$ are ten years apart). ${ }^{22}$ Because the findings so far imply that inequality reduces growth over a ten-year horizon, it is interesting to explore whether the coefficient on $G I N I^{y}(Q \cdot)_{t-1}$ turns negative in such an alternative setup. We use the full set of control variables (as in Table 3) and report the results for the two different inequality time series. In both cases, the estimates suggest a significant negative relationship between the Gini coefficient and the subsequent tenyear growth rate. Moreover, in the ten-year panel data model, inequality appears to have a stronger negative effect on the ten-year growth rate than in the standard setting. While these results are consistent with the previous ones in qualitative terms, they should nonetheless be interpreted with caution. Under the premise that an increase in inequality has a positive short-term effect and a negative lagged effect, the findings presented in columns (4) and (5) are obtained using a mis-specified empirical model.

[^15]Table 5, finally, shows estimation results based on the first-difference GMM estimator. On the one hand, it is interesting to consider this alternative estimator as it requires a less stringent set of assumptions (i.e., the Blundell-Bond requirement does not need to hold). On the other hand, using the first-difference estimator may be problematic in the present context because, as discussed in Section 3.2, a high degree of persistence in some of the series may lead to weak-instrument problems (and to a strong sensitivity to measurement error, as pointed out by, e.g., Barro, 2000; Hauk and Wacziarg, 2009). Note further that the number of countries falls from 82 (Table 3, column 4) to 58 while the number of observations decreases from 270 to 182. This fall in observations is related to the fact that the first-difference GMM estimator requires a country to have at least three consecutive inequality observations to be part of the sample. Relying on the standard xtabond2-command in Stata, this is not true for the System GMM estimator which uses additional moment conditions based on the level equation. The basic reason is that xtabond2 converts missing values in the instruments to zeros so that two consecutive inequality observations are sufficient to be part of the sample. ${ }^{23}$

## Table 5 here

To address the potential weak-instrument problem, we treat some of the explanatory variables as predetermined rather than endogenous. ${ }^{24}$ Natural choices in this regard are the Gini coefficient (GINI ${ }^{y}$ ) and the stock of human capital (SCHOOL) because both of these variables tend to be persistent. The three remaining left-hand side variables, $y_{i t-1}$, $I N V_{-} R A T E_{i t-1}$, and $P I_{i t-1}$, are likely or certain to correlate with the disturbance term,

[^16]$v_{i t-1}$, and hence must be treated as endogenous. ${ }^{25}$
Column (1) of Table 5 sticks to the approach taken so far and treats all explanatory variables as potentially endogenous; in column (2), GINI ${ }^{y}$ is treated as the sole predetermined variable while in column (3) both $G I N I^{y}$ and $S C H O O L$ are considered to be predetermined (columns 4-6 show the related two-step estimator results). Yet, irrespective of the choice of predetermined variables, we do not find significant effects of inequality. Note, however, that the broad pattern in columns (1) to (3) matches the results in Table 3: The coefficient on the current Gini index is positive while the lagged Gini enters negatively. In general, though, the results based on the first-difference estimator are fragile which is not too surprising considering the potential weak-instrument problems and the fact that a switch to the first-difference estimator means a loss of about one third of the observations. It is also due to these facts that we view the System GMM estimates, which are consistent and robust, as our prime results.

As noted above, the results reported in Tables 3-5 rely on different numbers of countries and observations. Table B-1 in Appendix B (Online Resource 1) addresses this issue by re-running some of the specifications on alternative country sub-samples.

## 4 Conclusions

This paper offers a new perspective on an important, yet still unresolved, topic that has attracted a lot of attention over the past decades: The inequality-growth relationship. Our argument is that higher inequality helps growth in the short term but may be harmful over longer periods of time. A plausible explanation is that the positive and negative effects of inequality tend to cluster in a specific way: The growth-promoting effects arise from purely economic mechanisms (convex saving functions, capital market imperfections, innovation incentives) and hence set in relatively fast. The growth-reducing effects, on the other hand, involve the political process, the change of institutions, the rise of socio-

[^17]political movements, or they operate through changes in the educational attainment of the population. Arguably, these effects materialize only with a substantial lag.

To make our basic argument in a concise way, we develop a parsimonious theoretical model of inequality and growth that allows for such a reversal in the impact of inequality. The model illustrates how output adjusts in a non-monotonic fashion if inequality has uneven effects over time and also guides the empirical analysis in the paper. Deviating from approaches usually taken in the literature, our empirical specifications include indicators of current as well as lagged income inequality. It turns out that the empirical findings are largely supportive of the basic theoretical conjecture: A rise in inequality tends to have a positive impact on the average growth rate of GDP p.c. in the five-year period that follows immediately (positive short-term effect); on the other hand, such an increase reduces the average growth rate in the five-year period following the initial one (negative lagged effect). Moreover, the lagged effect appears to be more important in quantitative terms so that the long-run impact of higher inequality is negative. Consistent with these findings obtained in our baseline five-year panel structure, the impact of inequality turns negative when we switch to ten-year growth spells.

Thanks to the merger of two inequality databases (Deininger and Squire, 1996; UNUWIDER, 2008), our empirical findings are based on a comparatively large dataset that covers up to 106 countries over a period from 1965 to 2005. Moreover, the reported results are robust to a number of sensitivity checks (e.g., relating to different variants of the System GMM estimator; different empirical specifications; different minimum quality standards for the inequality measure). Yet, unfortunately, the still scant availability of inequality data makes further sensitivity checks or the exploration of further interesting questions difficult. For instance, we would need longer inequality time series to experiment in a meaningful way with different lags of the inequality indicator. Finally, a broader country coverage would be very helpful if we wanted to assess whether the temporal structure of the impact of inequality is different in poor and rich economies. At the moment, we have to leave these questions to future research.
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## Appendix A

Proof of Proposition 1. We prove the proposition by showing that the proposed policy functions are in fact solutions to the recursive problem (4), given that the relevant parameter constellation holds. One way to do so is to establish that in any given period $t$ it is indeed optimal to stick to the proposed policy function, provided that this policy function is applied in all future periods, $t+1, t+2, \cdots$.

Suppose now first that parameter constellation (R2) holds. Then, we have to establish that - irrespective of the value of $G_{t}$ - the representative poor agent finds it optimal to choose (a) $G_{t+1}=1$ if $D_{t}=L$ and (b) $G_{t+1}=0$ if $D_{t}=H$ (again, provided that this rule is invariably applied in the future). The formal condition for point (a) to hold is

$$
\begin{aligned}
V^{P}\left(L, G_{t}\right) & =a^{l} \omega^{P}(L) X\left(G_{t}\right)+Z-F+\beta\left(\pi V^{P}(L, 1)+(1-\pi) V^{P}(H, 1)\right) \\
& \geq a^{l} \omega^{P}(L) X\left(G_{t}\right)+Z+\beta\left(\pi V^{P}(L, 0)+(1-\pi) V^{P}(H, 0)\right)
\end{aligned}
$$

where the second line in the above expression gives the value if the decision is in favor of the alternative choice, $G_{t+1}=0$. Rearranging terms yields the much simpler restriction

$$
\begin{equation*}
\pi\left(V^{P}(L, 1)-V^{P}(L, 0)\right)+(1-\pi)\left(V^{P}(H, 1)-V^{P}(H, 0)\right) \geq F / \beta \tag{A-1}
\end{equation*}
$$

which is indeed independent of $G_{t}$. Similarly, for point $(b)$ to be true, we must have

$$
\begin{equation*}
\pi\left(V^{P}(H, 1)-V^{P}(H, 0)\right)+(1-\pi)\left(V^{P}(L, 1)-V^{P}(L, 0)\right)<F / \beta \tag{A-2}
\end{equation*}
$$

which is again independent of the current level of the public good, $G_{t}$.
To proceed, we have to find explicit expressions for the differences $V^{P}(L, 1)-V^{P}(L, 0)$ and $V^{P}(H, 1)-V^{P}(H, 0)$ which show up in (A-1) and (A-2). Assuming that the proposed policy function is applied in all (future) periods, the two differences are given by

$$
V^{P}(D, 1)-V^{P}(D, 0)=a^{l} \omega^{P}(D)[X(1)-X(0)]
$$

with $D \in\{L, H\}$. Using this last expression in conditions (A-1) and (A-2) confirms that points (a) and (b) indeed hold (given that parameter constellation R2 holds).

A corresponding approach can be chosen to verify the proposed policy functions under the possible alternative parameter constellations. Note in this regard that there exist just the two alternatives stated in the proposition since the first expression in (R2) must be strictly greater than the last one (as $\pi>1 / 2$ and $\omega^{P}(L)>\omega^{P}(H)$ ).
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| Table $\mathbf{1}$ - Countries included in the analysis |  |
| :--- | :--- |
| Country classification | Countries |
| Low income (27) | Bangladesh, Cambodia, Cameroon, Central African Republic, Côte d'Ivoire, Gambia, Ghana, India, Kenya, <br> Kyrgyzstan, Lesotho, Malawi, Mali, Mauritania, Moldova, Nepal, Nicaragua, Niger, Pakistan, Rwanda, Senegal, <br> Tajikistan, Tanzania, Uganda, Vietnam, Zambia, Zimbabwe |
| Lower-middle income (30) | Albania, Algeria, Armenia, Bolivia, Brazil, Bulgaria, China, Colombia, Dominican Republic, Ecuador, Egypt, El <br> Salvador, Fiji, Guatemala, Guyana, Honduras, Indonesia, Iran, Jamaica, Jordan, Kazakhstan, Morocco, Paraguay, <br> Peru, Philippines, Romania, Sri Lanka, Thailand, Tunisia, Ukraine |
| Upper-middle income (22) | Barbados, Botswana, Chile, Costa Rica, Croatia, Czech Republic, Estonia, Gabon, Hungary, Latvia, Lithuania, <br> Malaysia, Mauritius, Mexico, Panama, Poland, Russian Federation, Slovak Republic, South Africa, Trinidad and <br> Tobago, Turkey, Venezuela |
|  | Australia, Austria, Belgium, Canada, Denmark, Finland, France, Germany, Greece, Hong Kong, Ireland, Israel, |
| High income (27) | Italy, Japan, Korea (Republic), Luxembourg, Netherlands, New Zealand, Norway, Portugal, Singapore, Slovenia, <br> Spain, Sweden, Switzerland, United Kingdom, United States |
| Note: This table lists 106 countries that constitute the sample associated with specification (2) in Table 3 (which encompasses the largest number of countries). Descriptive statistics <br> for this country sample are shown in Table 2. The World Bank FY06 classification is used to divide countries into income groups. |  |

Table 2 - Summary statistics

| Variable | Definition; Source | Observations | Mean | Standard deviation | Fraction within* |
| :---: | :---: | :---: | :---: | :---: | :---: |
| GINI ${ }^{\text {y }}$ | Gini coefficient of the income distribution; Deininger and Squire (1996), "accept" | 310 | 40.44 | 10.23 | 0.065 |
| GINI ${ }^{\text {y }}$ (Q1) | Gini coefficient of the income distribution; Deininger and Squire (1996), "accept", and UNU-WIDER (2008), "quality 1" | 371 | 39.4 | 10.24 | 0.075 |
| GINI $^{y}$ (Q12) | Gini coefficient of the income distribution; Deininger and Squire (1996), "accept", and UNU-WIDER (2008), "quality $1 \& 2$ " | 428 | 40.02 | 10.51 | 0.108 |
| $y$ | ln of real GDP per capita (in 2000 USD); World Development Indicators (WDI) | 837 | 7.68 | 1.52 | 0.044 |
| SCHOOL | Average years of secondary schooling in the population aged over 25; <br> Barro and Lee (2010) | 848 | 1.63 | 1.32 | 0.254 |
| INV_RATE | Gross fixed capital formation (\% of GDP); World Development Indicators (WDI) | 698 | 21.67 | 6.85 | 0.490 |
| PI | Price level of investment; <br> Heston et al. (2006; PWT 6.2) | 743 | 86.08 | 89.43 | 0.636 |


| Note: GINI: Deininger and Squire (1996), henceforth DS, "accept" observations; if the coefficient is not available for one of the years (i.e., 1965, 1970, 1975, 1980, 1985, 1990, |
| :--- |
| 1995, 2000), the observation is taken from the closest year in the preceding five-year period (following Forbes, 2000). GINI (Q1): Includes UNU-WIDER (2008) "quality 1" |
| observations to amend the GINI series; only observations that cover the entire area (AreaCovr = All) and the entire population (PopCovr = All) are considered; if there is more than |
| one "quality 1" observation for a given year (or five-year period), the income-based Gini is preferred to the expenditure/consumption-based (except in cases where the neighbouring |
| DS observation is expenditure/conumption-based); if there is more than one income-based Gini, the income definition becomes relevant (where we prefer "income" to "monetary |
| income", and so on); if the choice is still not clear, we prefer observations labeled "disposable" to observations labeled "gross"; if the choice is still not clear, we prefer observations |
| based on the income-share unit (IncShareU) "household" to those based on the unit "family". GINI (Q12): Includes UNU-WIDER (2008) "quality 2 "observations (covering agian |
| the entire area and population) to amend the GINI (Q1) series; if there is more than one possible observation, we apply the selection rules just discussed. Note also that all |
| expenditure/consumption-based Ginis are corrected by adding 6.6 points (as usual in the literature). INV RATE: If an observation is not available for one of the years (i.e., 1965, |
| 1970,1975,1980,1985,1990,1995,2000), the observation is taken from the closest year in the preceding five-year period. *Fraction of variance due to within-country variability. |

Table 3 - Core system GMM results

| Estimation method | Dependent variable: Five-year growth rate in \%: $\left(y_{t}-y_{t-1}\right) \cdot 100$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | one-step System GMM |  |  |  | two-step System GMM |  |  |  |
|  | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) |
| $y_{t-1}$ | $\begin{gathered} -0.678 \\ (1.340) \end{gathered}$ | $\begin{aligned} & -1.354 \\ & (1.446) \end{aligned}$ | $\begin{gathered} -1.021 \\ (1.216) \end{gathered}$ | $\begin{aligned} & -0.295 \\ & (1.079) \end{aligned}$ | $\begin{aligned} & -0.124 \\ & (1.461) \end{aligned}$ | $\begin{gathered} -1.471 \\ (1.894) \end{gathered}$ | $\begin{aligned} & -0.344 \\ & (1.420) \end{aligned}$ | $\begin{aligned} & -0.033 \\ & (1.362) \end{aligned}$ |
| GINI $^{y}(\underline{Q})_{t-1}$ | $\begin{aligned} & -0.008 \\ & (0.212) \end{aligned}$ |  | $\begin{aligned} & 0.324 * \\ & (0.179) \end{aligned}$ |  | $\begin{gathered} 0.104 \\ (0.215) \end{gathered}$ |  | $\begin{gathered} 0.297 \\ (0.207) \end{gathered}$ |  |
| GINI $^{y}(\underline{Q} 1)_{t-2}$ |  |  | $\begin{gathered} -0.572 * * \\ (0.236) \end{gathered}$ |  |  |  | $\begin{aligned} & -0.454^{*} \\ & (0.239) \end{aligned}$ |  |
| GINI $^{y}(Q 12)_{t-1}$ |  | $\begin{aligned} & -0.135 \\ & (0.200) \end{aligned}$ |  | $\begin{gathered} 0.155 \\ (0.127) \end{gathered}$ |  | $\begin{aligned} & -0.116 \\ & (0.273) \end{aligned}$ |  | $\begin{gathered} 0.144 \\ (0.139) \end{gathered}$ |
| GINI $^{y}(Q 12)_{t-2}$ |  |  |  | $\begin{gathered} -0.547 * * * \\ (0.182) \end{gathered}$ |  |  |  | $\begin{gathered} -0.453 * * \\ (0.201) \end{gathered}$ |
| $\mathrm{SCHOOL}_{t-1}$ | $\begin{gathered} 0.151 \\ (1.507) \end{gathered}$ | $\begin{aligned} & -1.059 \\ & (1.628) \end{aligned}$ | $\begin{aligned} & 2.590^{*} \\ & (1.501) \end{aligned}$ | $\begin{aligned} & -1.750 \\ & (1.652) \end{aligned}$ | $\begin{gathered} 0.840 \\ (2.002) \end{gathered}$ | $\begin{gathered} -0.845 \\ (1.856) \end{gathered}$ | $\begin{aligned} & 2.772^{\wedge} \\ & (1.692) \end{aligned}$ | $\begin{aligned} & -2.317 \\ & (2.289) \end{aligned}$ |
| $I N V \_R A T E E_{t-1}$ | $\begin{gathered} 0.382 * * \\ (0.180) \end{gathered}$ | $\begin{gathered} 0.495^{*} * \\ (0.202) \end{gathered}$ | $\begin{gathered} 0.588^{*} * * \\ (0.180) \end{gathered}$ | $\begin{gathered} 0.624 * * * \\ (0.196) \end{gathered}$ | $\begin{aligned} & 0.374^{*} \\ & (0.195) \end{aligned}$ | $\begin{aligned} & 0.393^{\wedge} \\ & (0.239) \end{aligned}$ | $\begin{gathered} 0.483 * * \\ (0.196) \end{gathered}$ | $\begin{gathered} 0.601 * * * \\ (0.230) \end{gathered}$ |
| $P I_{t-1}$ | $\begin{gathered} -0.122 * * * \\ (0.035) \end{gathered}$ | $\begin{gathered} -0.113 * * * \\ (0.034) \\ \hline \end{gathered}$ | $\begin{aligned} & -0.083 * \\ & (0.045) \\ & \hline \end{aligned}$ | $\begin{array}{r} -0.065^{*} \\ (0.036) \\ \hline \end{array}$ | $\begin{gathered} -0.120 * * * \\ (0.041) \\ \hline \end{gathered}$ | $\begin{gathered} -0.107 * * * \\ (0.041) \\ \hline \end{gathered}$ | $\begin{aligned} & -0.103 * \\ & (0.059) \\ & \hline \end{aligned}$ | $\begin{array}{r} -0.059 \\ (0.049) \\ \hline \end{array}$ |
| \# observations | 345 | 396 | 227 | 270 | 345 | 396 | 227 | 270 |
| \# countries | 101 | 106 | 70 | 82 | 101 | 106 | 70 | 82 |
| \# instruments | 70 | 70 | 65 | 65 | 70 | 70 | 65 | 65 |
| M1 | -3.67 | -3.51 | -2.91 | -3.90 | -3.40 | -3.11 | -2.62 | -3.64 |
| M2 | -1.05 | 0.07 | -1.32 | -0.72 | -0.95 | -0.01 | -1.24 | -0.72 |
| Hansen | 0.190 | 0.233 | 0.499 | 0.372 | 0.190 | 0.233 | 0.499 | 0.372 |
| Difference-in-Hansen | 0.334 | 0.34 | 0.575 | 0.452 | 0.334 | 0.34 | 0.575 | 0.452 |
| Joint significance of GINI ${ }^{y}$ $\delta_{1}+\delta_{2}$ |  |  | $\begin{gathered} 0.051 \\ -0.248 \\ (0.181) \\ \hline \end{gathered}$ | $\begin{gathered} 0.011 \\ -0.392 * * \\ (0.183) \\ \hline \end{gathered}$ |  |  | $\begin{gathered} 0.156 \\ -0.157 \\ (0.195) \\ \hline \end{gathered}$ | $\begin{gathered} 0.079 \\ -0.309^{\wedge} \\ (0.192) \\ \hline \end{gathered}$ |
| Note: All regressions include time dummies; ***, **, *, ^ denote significance at the $1,5,10,15 \%$ levels, respectively; robust standard errors in parentheses; M1 (M2) is the $t$-value on the test for first order (second-order) serial correlation in the differenced error terms; Hansen (Difference-in-Hansen) denotes the $p$-value on the test for the validity of the full instrument set (the set of level-equation instruments); Joint significance of GINI refers to the $p$-value on the Wald test for joint insignificance of the current and the lagged Gini coefficient; $\delta_{1}+\delta_{2}$ is the sum of the coefficients on the current and lagged Gini coefficient. |  |  |  |  |  |  |  |  |


Note: All regressions include time dummies; ${ }^{* *}$, ${ }^{* *},{ }^{*}$ denote significance at the $1,5,10,15 \%$ levels, respectively; robust standard
errors in parentheses; M1 (M2) is the $t$-value on the test for first-order (second-order) serial correlation in the differenced error terms; Hansen (Difference-in-Hansen) denotes the $p$-value on the test for the validity of the full instrument set (the set of level-equation instruments); Joint significance of GINI refers to the $p$-value on the Wald test for joint insignificance of the current and the lagged Gini coefficient; $\delta_{1}+\delta_{2}$ is the sum of the coefficients on the current and lagged Gini coefficient.

| Estimation method | Dependent variable: Five-year growth rate in \%: $\left(y_{t}-y_{t-1}\right) \cdot 100$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | one-step first-difference GMM |  |  | two-step first-difference GMM |  |  |
|  | (1) | (2) | (3) | (4) | (5) | (6) |
| $y_{t-1}$ | -41.561*** | -41.348*** | -38.419*** | -43.850*** | -45.188** | -43.437** |
|  | (13.950) | (14.845) | (13.503) | (16.160) | (19.441) | (18.224) |
| $\operatorname{GINI}^{y}(Q 12)_{t-1}$ | 0.400 | 0.294 | 0.307 | 0.548 | 0.544 | 0.560 |
|  | (0.469) | (0.456) | (0.436) | (0.535) | (0.475) | (0.448) |
| $\operatorname{GINI}^{y}(Q 12)_{t-2}$ | -0.131 | -0.098 | -0.020 | 0.188 | 0.186 | 0.129 |
|  | (0.540) | (0.656) | (0.583) | (0.677) | (0.812) | (0.672) |
| $\mathrm{SCHOOL}_{t-1}$ | 2.502 | 1.213 | 2.954 | 3.456 | 4.819 | 3.904 |
|  | (7.809) | (7.341) | (6.439) | (6.857) | (6.947) | (7.545) |
| $I N V \_R A T E \_A V E$ | 0.205 | 0.197 | 0.254 | 0.066 | 0.139 | 0.239 |
|  | (0.396) | (0.382) | (0.374) | (0.504) | (0.488) | (0.455) |
| $P I_{t-1}$ | -0.054 | -0.058 | -0.069 | -0.049 | -0.047 | -0.044 |
|  | (0.058) | (0.060) | (0.058) | (0.062) | (0.065) | (0.061) |
| \# observations | 182 | 182 | 182 | 182 | 182 | 182 |
| \# countries | 58 | 58 | 58 | 58 | 58 | 58 |
| \# instruments | 30 | 30 | 30 | 30 | 30 | 30 |
| M1 | -2.31 | -2.38 | -2.51 | -1.53 | -1.33 | -1.45 |
| M2 | 0.60 | 0.49 | 0.38 | 0.47 | 0.53 | 0.43 |
| Hansen | 0.102 | 0.118 | 0.110 | 0.102 | 0.118 | 0.110 |
| Predetermined | . | GINI ${ }^{\text {y }}$ | GINI ${ }^{\text {y }}$, SCHOOL | . | $\mathrm{GINI}^{\text {y }}$ | GINI ${ }^{\text {y }}$, SCHOOL |
| Joint significance of GINI ${ }^{y}$ | 0.658 | 0.811 | 0.767 | 0.561 | 0.435 | 0.402 |
| $\delta_{1}+\delta_{2}$ | 0.269 | 0.196 | 0.287 | 0.736 | 0.730 | 0.689 |
|  | (0.750) | (0.672) | (0.614) | (0.843) | (0.811) | (0.711) |
| Note: All regressions include time dummies; ${ }^{* * *},{ }^{* *},{ }^{*}, \wedge$ denote significance at the $1,5,10,15 \%$ levels, respectively; robust standard errors in parentheses; M1 (M2) is the $t$-value on the test for first-order (second-order) serial correlation in the differenced error terms; Hansen denotes the $p$-value on the test for the validity of the full instrument set; Predetermined refers to the variables that are treated as predetermined; Joint significance of GINI denotes the $p$-value on the Wald test for joint insignificance of the current and the lagged Gini coefficient; $\delta_{1}+\delta_{2}$ is the sum of the coefficients on the current and lagged Gini coefficient. |  |  |  |  |  |  |
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[^1]:    ${ }^{1}$ Estimates based on time-series variation only (e.g., those in Li and Zou, 1998; Forbes, 2000) are often positive. Estimates which also or exclusively rely on cross-sectional variation tend to be negative, however. Examples include Barro's (2000) random-effects approach or earlier cross-country OLS studies (e.g., Alesina and Rodrik, 1994; Persson and Tabellini, 1994; Clarke, 1995; Deininger and Squire, 1998). Using different estimation methods, Banerjee and Duflo (2003) find that changes in inequality (both positive as well as negative ones) are associated with lower growth rates in the subsequent period.

[^2]:    ${ }^{2}$ The Deininger and Squire (1996) dataset is used in all of the more recent contributions mentioned in Footnote 1 (i.e., Deininger and Squire, 1998; Li and Zou, 1998; Barro, 2000; and Forbes, 2000).

[^3]:    ${ }^{3}$ Moreover, if the number of time series observations is small and the variables are highly persistent (as is the case here), the first-difference GMM estimator has been shown to do worse in terms of biases and imprecision than the System GMM estimator (see Blundell and Bond, 1998).

[^4]:    ${ }^{4}$ It has also been argued that, with convex technologies and financial markets imperfections, higher inequality worsens economic performance because investment returns are more heterogeneous. However, as shown by Foellmi and Oechslin (2008), this is by no means a robust theoretical prediction.
    ${ }^{5}$ The large-scale investment channel as well as the demand-side channel may be of different relevance in low and high-income countries, reflecting differences in the severity of financial frictions (more severe in low-income countries) and the importance of $R \& D$ (more important in high-income countries).
    ${ }^{6}$ The empirical picture is mixed. Earlier papers (e.g., Perotti, 1996) find little evidence of a systematic association between the distribution of the disposable income and fiscal variables. Milanovic (2000), on the other hand, documents a strong positive link between factor-income inequality and the extent of redistribution towards the poor. Interestingly, however, the middle class does not appear to be a net beneficiary of such redistribution, a finding that casts doubt on the relevance of the median voter channel.

[^5]:    ${ }^{7}$ More generally, based on the experience of the colonization of the New World, Sokoloff and Engerman (2000) argue that huge wealth inequalities may promote institutions that protect the privileges of the elites and restrict opportunities for the broad masses - with adverse consequences for economic development.

[^6]:    ${ }^{8}$ The existence of a positive short-term effect of inequality does not require the absence of financial markets. In combination with technology (2), a simple imperfection (such as unreliable ex-post contract enforcement) is sufficient to imply that (i) not the entire supply of resources is used in the most productive way; (ii) higher inequality may mitigate resource misallocation (see, e.g, Matsuyama, 2000, Section 4).

[^7]:    ${ }^{9}$ Note that the short-term effect of inequality would be negative if the endowment of the poor were greater than $\omega^{c}$ in the state of low inequality but less than $\omega^{c}$ if $D_{t}=H$ (as discussed in the influential paper by Galor and Zeira, 1993, which started the literature on the impact of inequality in presence of financial frictions and indivisibilities in human capital investments). However, our short-term channel is not meant to capture the (long-run) effect of inequality on human capital accumulation. Rather, it is meant to reflect that in presence of financial frictions higher wealth inequality may quickly increase the stock of physical capital invested in large high-return investment projects (as discussed in Section 2.1). In this context, assuming $\omega^{P}(L)<\omega^{c}$ seems natural.

[^8]:    ${ }^{10}$ If condition (R2) were violated, there would never be a change in the level of the public good. As a result, $\theta_{2}$ would be equal zero (while $\theta_{1}$ would be unchanged).

[^9]:    ${ }^{11}$ There are some important exceptions, however. Deininger and Squire (1998), for instance, explore the impact of land inequality (i.e., a specific form of asset inequality) on growth; similarly, CastellóCliment and Doménech (2002) investigate how human capital inequality affects subsequent growth rates. More recently, by simultaneously including measures of the distributions of human capital and income, Castelló-Climent (2010) explores whether asset and income inequality have different effects on growth.
    ${ }^{12}$ It is straightforward to check that this approximation relies on the fact that the product of the three shares $\left(a^{h}-a^{l}\right) / a^{h}, \sigma$, and $\omega^{P}$ is close to zero. In practice, it is clear that factors unrelated to the asset distribution may affect $D_{t}^{y}$, which could be mirrored in expression (7) through an additional additive term (constant or variable). Obviously, the higher the variability of this term (relative to the variability of $D_{t}$ ), the lower is the quality of $D_{t}^{y}$ as a proxy for $D_{t}$ in an empirical setting.

[^10]:    ${ }^{13}$ It can be shown that condition (R2) continues to imply the emergence of the "fluctuations equilibrium" (as described in Proposition 1), provided that the parameter $\phi$ is not too large. Note that equation (9) is equivalent to equation (8) if $\phi=0$.

[^11]:    ${ }^{14}$ Five-year panel data models are often used in empirical studies on growth (see, e.g., Caselli et al., 1996; Barro, 2000; Forbes, 2000; Banerjee and Duflo, 2003; Voitchovsky, 2005; Castelló-Climent, 2010).
    ${ }^{15}$ Next to ensuring comparability with existing studies, we too chose to include these standard regressors because the Gini index could proxy for them if they were omitted. For instance, suppose that the implementation of economic reforms jointly increases investment and inequality. If that were the case, and if we did not control for the investment rate, we would run the risk that the estimated coefficient on the current Gini index is biased because it captures investment-driven increases in short-run growth.

[^12]:    ${ }^{16}$ The problem with the RE estimator is that $\eta_{i}$ and $y_{i t-1}$ are correlated by construction; WG does not work because the transformed error term will be correlated with the transformation of $y_{i t-1}$.
    ${ }^{17}$ More recently, relying on Monte Carlo simulations, Hauk and Wacziarg (2009) have demonstrated that these biases can be greatly exacerbated in presence of measurement error.

[^13]:    ${ }^{18}$ A rise in the Gini coefficient by 3 points (which is about the size of the within-country standard deviation) leads to a rise in the subsequent five-year growth rate in the range of 0.42 to 0.97 percentage points and to a fall in the following five-year growth rate in the range of 1.35 to 1.71 percentage points.

[^14]:    ${ }^{19}$ The $p$-values for the specifications that do not include the lagged Gini coefficient (columns 1 and 2) are substantially lower ( 0.19 and 0.23 , respectively), which could be a sign of mis-specification.
    ${ }^{20}$ Note also that we ran additional regressions treating persistent explanatory variables like GINI and $S C H O O L$ as predetermined (rather than endogenous). The results are virtually unchanged (quantitatively and also in terms of statistical significance) and so we chose not to report them here. We return to this issue in greater detail when we discuss the first-difference GMM results below.

[^15]:    ${ }^{21}$ To save space, we present only the one-step System GMM results based on the $G I N I^{y}(Q 12)$-series. The two-step results, no matter whether based on GINI ${ }^{y}(Q 1)$ or $G I N I^{y}(Q 12)$, are very similar.
    ${ }^{22}$ The ten-year growth spells are 1965-1975, 1975-1985, 1985-1995, 1995-2005. The set of instruments is again restricted to lag 2 of $W$ (differenced equation) and the lagged first difference of $W$ (level equation).

[^16]:    ${ }^{23}$ To see exactly why this approach of treating missing instruments implies that the two estimators rely on different numbers of observations, consider the following example. Suppose that there are two consecutive observations of the Gini coefficent, $D_{i t-1}$ and $D_{i t-2}$, while $D_{i t-3}$ is missing. Then, the calculation of the error term in levels, $\left(\eta_{i}+v_{i t}\right)$, is feasible, whereas the difference ( $D_{i t-2}-D_{i t-3}$ ) in the associated instrument vector $\left(W_{i t-1}-W_{i t-2}\right)$ is missing. Yet, xtabond2 converts the missing instrument value to zero and lets the observation stay in the System GMM regression. Consider now the error term in first differences, $\left(v_{i t}-v_{i t-1}\right)$. To calculate this difference, $D_{i t-3}$ is required. As a result, $\left(v_{i t}-v_{i t-1}\right)$ cannot be found and the observation drops out of the first-difference regression.
    ${ }^{24}$ A predetermined variable is uncorrelated with the present as well as all future realizations of the error term. An endogenous variable may be correlated with the present realization (but is also uncorrelated with all future ones). So suppose that $\tilde{\mathbf{x}}_{i}$ is a vector of predetermined variables. Then, $E\left\{\left(v_{i t}-v_{i t-1}\right) \tilde{\mathbf{x}}_{i t-1}\right\}$, $t \geq 2$, are valid moment conditions that are used by the first-difference GMM estimator.

[^17]:    ${ }^{25}$ Note further that the investment rate is calculated as an average over the entire five-year growth period considered. If investment were measured at the beginning of the growth period (as is the case when we use the System GMM estimator), the impact of $I N V_{-} R A T E$ would be negative, reflecting cyclical short-run fluctuations that are captured in the time-series dimension of the dataset.

