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[1] This study presents the first coincident observation of inertia-gravity waves (IGWs) by
lidar and radar in the Antarctic mesopause region. This is also the first known observation
of two simultaneous IGWs at the same location. An Fe Boltzmann lidar at Arrival Heights
(77.8�S, 166.7�E) provides high-resolution temperature data, and a co-located MF radar
provides wind data. On 29 June 2011, coherent wave structures are observed in both the Fe
lidar temperature and MF radar winds. Two dominant waves are determined from the
temperature data with apparent periods of 7.7� 0.2 and 5.0� 0.1 h and vertical
wavelengths of 22� 2 and 23� 2 km, respectively. The simultaneous measurements of
temperature and wind allow the intrinsic wave properties to be derived from hodograph
analyses unambiguously. The analysis shows that the longer-period wave propagates
northward with an azimuth of θ= 11�� 5� clockwise from north. This wave has a
horizontal wavelength of lh= 2.2� 0.2� 103 km and an intrinsic period of tI = 7.9� 0.3 h.
The intrinsic horizontal phase speed (CIh) for this wave is 80� 4 m/s, while the horizontal
and vertical group velocities (Cgh and Cgz) are 48� 3 m/s and 0.5� 0.1 m/s, respectively.
The shorter-period wave has tI = 4.5� 0.3 h and θ= 100�� 4� with lh= 1.1� 0.1� 103

km and CIh= 68� 5 m/s. Its group velocities are Cgh= 58� 5 m/s and Cgz= 1.1� 0.1 m/s.
Therefore, both waves propagate with very shallow elevation angles from the horizon
(f = 0.6�� 0.1� and f = 1.1�� 0.1� for the longer- and shorter-period waves, respectively)
but originate from different sources. Our analysis suggests that the longer-period IGW
most likely originates from the stratosphere in a region of unbalanced flow.
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1. Introduction

[2] Gravity waves are critically important in the middle
and upper atmosphere because of their role in influencing
the mean circulation, affecting thermal structure, and
transporting energy, momentum, and constituent [Fritts
and Alexander, 2003]. Unfortunately, the gravity wave
parameterizations used in global models are poorly
constrained, and information on the range of intrinsic

wave properties observed in the mesosphere and lower
thermosphere (MLT) and on the sources of these waves
is limited. Long-duration, large-altitude-range and high-
resolution measurements of temperature and wind can be
used to characterize the intrinsic properties of gravity waves,
examine their propagation, and infer the probable sources,
thus providing important constraints for gravity wave
parameterizations in global circulation models [Alexander
and Rosenlof, 2003]. Here we examine such temperature
and wind perturbations that we believe are caused by
inertia-gravity waves (IGWs). These waves have frequencies
close to the inertial frequency and are affected by the
rotation of the Earth. This class of gravity wave is
often observed in the troposphere and lower stratosphere
[e.g., Cot and Barat, 1986; Sato, 1994; Sato et al., 1997;
Thomas et al., 1999; Vincent and Alexander, 2000; Guest
et al., 2000; Hoffmann et al., 2006; Nastrom and Eaton,
2006; Vaughan and Worthington, 2007], but less frequently
in the mesosphere and lower thermosphere [e.g., Nakamura
et al., 1993; Hall et al., 1995; Li et al., 2007; Lu et al., 2009;
Nicolls et al., 2010]. The infrequent occurrence of these
waves in the MLT region was believed to occur because of
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their small vertical wavelengths and small horizontal phase
speeds, which make these waves susceptible to critical-
level filtering by background winds as they propagate
upward [Nicolls et al., 2010].
[3] Although they are thought to contribute less to

momentum flux transport than smaller-scale waves [Fritts
and Vincent, 1987], IGWs can play an important role in the
Earth’s atmosphere; for example, in constituent mixing via
turbulence caused by convective and dynamical instability
in the wave field [Fritts and Rastogi, 1985; O’Sullivan and
Dunkerton, 1995; Xu et al., 2000]. Recently, studies have
shown that underestimated gravity wave drag (GWD),
ascribed to both IGWs and higher-frequency gravity waves
in the polar regions, may be responsible for the long-
standing “cold pole” problem in many general circulation
and chemistry climate models [e.g., McLandress et al.,
2012; Tan et al., 2011]. IGWs have been observed to induce
the formation of polar stratospheric clouds (PSCs), which
can cause enhanced ozone depletion in the polar regions
[Dörnbrack et al., 2002; Shibata et al., 2003; McDonald
et al., 2009]. In the polar mesosphere, recent observations
by Chu et al. [2011a] have shown that the cold phase of large
temperature oscillations induced by IGWs facilitates the
formation of polar mesospheric clouds (PMCs). In spite of
playing such an important role in the polar regions, informa-
tion concerning the sources and properties of these gravity
waves is still limited as compared to midlatitudes and low
latitudes [e.g., Cot and Barat, 1986; Sato, 1994; Sato et al.,
1997; Thomas et al., 1999; Vincent and Alexander, 2000;
Guest et al., 2000; Nastrom and Eaton, 2006; Vaughan and
Worthington, 2007; Nakamura et al., 1993; Hall et al.,
1995; Li et al., 2007; Lu et al., 2009]. Therefore, investiga-
tions of IGWs in the mesopause region over the Antarctic
are important, due to their potential influence on MLT
temperatures and dynamics.
[4] In the Antarctic MLT, there are a few observations of

near-inertial frequency oscillations [e.g., Hernandez et al.,
1992, 1993; Collins et al., 1992; Fritts et al., 1998]. Among
these authors, Hernandez et al. [1993] have hinted these
oscillations might be IGWs, while others indicate a tidal
or planetary wave origination. Characterization and clima-
tology of the gravity wave motions observed in the Antarctic
MLT were reported by Collins et al. [1994] and Collins and
Gardner [1995] using a sodium lidar, and by Vincent [1994]
using an MF radar. However, the current report is the
first study that derives the intrinsic properties of IGWs in
the Antarctic MLT. A new lidar campaign at McMurdo,
Antarctica, has begun to show an unexpectedly high occur-
rence of waves with periods of 4–9 h in the MLT tempera-
tures [Chu et al., 2011a, 2011b], suggesting a significant
gap in our understanding.
[5] The University of Colorado lidar group deployed an

Fe Boltzmann temperature lidar to Arrival Heights near
McMurdo (77.8�S, 166.7�E) in December 2010 and has
been collecting data since that time [Chu et al., 2011a,
2011b, 2012]. This lidar has full diurnal coverage and is
capable of measuring temperatures at altitudes between
30 and 110 km. The Scott Base Medium Frequency (MF)
radar is co-located with the Fe lidar at Arrival Heights. It
provides continuous measurements of zonal and meridional
winds from 75 to 100 km [Baumgaertner et al., 2005].
The simultaneous MLT temperature and wind data provide

a unique opportunity for studying IGWs and their intrinsic
properties at this high southern latitude. In this paper, we
present a case study of two IGWs propagating over Arrival
Heights simultaneously and apply filtering and hodograph
analyses to determine their intrinsic properties. Our results
show that these two IGWs are propagating in two different
directions that are nearly perpendicular to one another.

2. Observations

[6] McMurdo and Scott Base are located on Ross Island,
east of the Transantarctic Mountains. The coordinated lidar-
radar observations at Arrival Heights (77.83�S, 166.67�E)
are a collaboration between the United States Antarctic
Program (USAP) and Antarctica New Zealand (AntNZ).
The Fe Boltzmann temperature lidar consists of two indepen-
dent channels probing respectively the 372 and 374 nm
absorption lines of neutral Fe atoms. Temperatures can be
inferred from the signal ratios between these two channels
by employing the Fe Boltzmann technique [Gelbwachs,
1994] in the MLT region with Fe distribution. Below the
Fe layer and in the region free of aerosol scattering (usually
between 30 and 70 km), temperatures are derived using the
Rayleigh integration technique [Hauchecorne and Chanin,
1980]. Principles, capabilities, and error analysis of the lidar
are described in Chu et al. [2002], and its refurbishment and
upgrade are discussed in Wang et al. [2012]. Plotted in
Figure 1a are the temperatures measured by the Fe lidar from
below 35 to 107 km over 25 h on 29–30 June 2011 at
McMurdo. The lidar signal levels between 67 and 81 km
are insufficient for reliable temperature derivation at required
resolutions of better than 1 h, thus a data gap exists in
the temperatures as shown in Figure 1. The raw lidar data
(photon counts) were recorded with resolutions of 1 min
and 48 m. Above this gap, the original Fe temperatures in
the MLT are derived in resolutions of 0.25 h and 0.5 km, with
the sampling window shifted at steps of 0.1 h and 0.1 km.
The data are then temporally and vertically smoothed with
a Hamming window of 0.5 h and 1 km full width at half
maximum (FWHM) to further reduce the temperature errors.
Therefore, waves with periods longer than 1 h and vertical
wavelengths longer than 2 km are resolved. Below this gap,
the Rayleigh temperatures have resolutions of 1 h and
1 km. Figure 1a shows that on the data set average, the
stratopause is ~45� 48 km and the mesopause is ~100 km.
[7] The temperature variations in Figure 1a are very large

in the MLT region and are also visible in the Rayleigh
temperatures above 45 km. By subtracting the dataset-
mean temperatures at each altitude, the temperature pertur-
bations are derived and shown in Figure 1b, which exceed
�30 K in the MLT region around 100 km. Both Figures 1a
and 1b exhibit clear wave structures with downward phase
progression from the MLT to the lower mesosphere at
~50 km, indicating that the wave(s) is upward propagating.
This implies that the wave source(s) is located in the lower
atmosphere. In contrast to the lidar measurements of MLT
temperatures at mid to low latitudes that are commonly
dominated by diurnal and semidiurnal tides [e.g., States
and Gardner, 2000; She et al., 2004; Chu et al., 2005;
Friedman and Chu, 2007], the temperature variations at
McMurdo in Figure 1a are dominated by wave oscillations
with periods of 5–8 h during the entire observation period
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(~ 25 h) while diurnal or semidiurnal tides are not apparent.
Such wave oscillations with periods of 5–8 h are a common
feature of the MLT temperatures at McMurdo. For example,
Figure 4 in Chu et al. [2011a] exhibits a strong wave
oscillation with a period of 6.5–7 h on 28–29 January
2011, while Figure 2 in Chu et al. [2011b] shows a strong
wave oscillation with a period of ~8 h on 28 May 2011 at
McMurdo. Therefore, it is intriguing to ask what causes
such large-amplitude wave oscillations. We will argue in
the rest of the paper that inertia-gravity waves are the most
likely mechanism.
[8] To fully characterize gravity waves, simultaneous

wind data are needed. Such wind data are obtained with
the Scott Base MF radar whose receiver is co-located with
the Fe lidar at Arrival Heights. This radar operates at
2.9 MHz with a FWHM field of view of 30�. It has near-
continuous temporal coverage and has been collecting
wind data at heights between 70 and 100 km since 1982
[Fraser, 1984]. The peak output power of the transmitter is
60 kW and the pulse repetition frequency is 8 Hz. By using
the full correlation analysis technique, zonal and meridional
winds can be calculated [Baumgaertner et al., 2005].
Illustrated in Figure 2 are the MF radar winds in zonal and
meridional directions taken simultaneously with the lidar
temperature measurements on 29–30 June 2011. The MF
radar uses a pulse width of 30 ms, corresponding to a funda-
mental vertical resolution of 4.5 km, but the data are
oversampled to have the display vertical resolution of
2 km in Figure 2. The temporal resolution of the MF
radar wind is 0.5 h; therefore, the MF radar can resolve
waves with periods longer than 1 h and vertical wave-
lengths longer than 9 km. In Figure 2, we see large wind
perturbations in both the zonal and meridional directions;
additionally, downward phase progression is clearly seen.

The perturbation periods are shorter than diurnal or semi-
diurnal tides, but are around 5–8 h, which is very similar
to the wave periods deduced in the MLT temperatures
measured by the lidar.
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Figure 1. (a) Contours of raw temperature observations on 29–30 June 2011 at McMurdo by an
Fe Boltzmann lidar in the MLT region (in the altitude range of 81–107 km) and from Rayleigh integration
(in the altitude range of 33–67 km). The data gap between 67 and 81 km is due to insufficient signal levels
for reliable temperature derivation at required resolutions of better than 1 h. (b) Contours of corresponding
absolute temperature perturbations.

Figure 2. Contours of raw (a) zonal and (b) meridional
wind observations on 29–30 June 2011 by the Scott Base
MF radar in the MLT region (81–99 km). Data below
93 km may be considered reliable measurements of the
neutral atmosphere wind.
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[9] To combine the lidar and radar measurements for
studies of the inertia-gravity waves, we derive the IGW-
induced perturbations in the temperatures and winds by
deriving relative temperature perturbations and absolute
wind perturbations, in which the background temperatures/
winds, and the perturbations induced by tides and planetary
waves, are removed. Relative temperature perturbations are
derived via subtracting the daily mean temperature at each
altitude and then dividing by this mean. In order to minimize
contamination of planetary wave oscillations, a linear trend
in the time domain is removed from the original perturba-
tions at each altitude, followed by a subtraction of a linear
trend in the spatial domain as demonstrated in Lu et al.
[2009]. To derive the wave-induced perturbations from the
MF radar data, the tides are removed from the original wind
observations by subtracting a temporal fitting of diurnal and
semidiurnal period sinusoidal functions at each altitude.
Figure 3 shows the derived wave perturbations in tempera-
ture and zonal and meridional winds, where the positive
phase fronts of the waves are highlighted by black dash-
dotted lines. Clear downward phase progression is observed,
implying upward propagation of gravity waves. Two
different periods are seen in the perturbations. The wave
perturbation with a period of ~5 h dominates the zonal

wind and the first half of the temperature measurements,
while the amplitude of the wave perturbation with a period
of ~7–8 h is stronger in the meridional wind and in the
second half of the temperature measurements. Figure 3
suggests that two inertia-gravity waves may have been
observed at the same time over Arrival Heights. We
perform detailed analyses in the next sections to confirm
this hypothesis and then derive the intrinsic properties of
these two waves.

3. Wave Analysis Methodology

[10] To verify whether two IGWs are present simulta-
neously, detailed spectral information on the waves is deter-
mined from the fast Fourier transform (FFT) spectra for the
three fields, as shown in Figure 4. Large-amplitude ~8 h
period peaks are seen in the temperature spectra at all
altitudes, in the zonal wind spectra at z= 85–89 km, and in
the meridional wind spectra at z= 83–91 km. Distinct ~5 h
period peaks are also seen in the temperature spectra at most
altitudes, in the zonal wind spectra at z= 81–97 km, and in
the meridional wind spectra but with a smaller amplitude
at z = 81–85 km. For each of the three fields and at each
altitude, if a spectral peak is found in-between periods of
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Figure 3. (a) Relative temperature perturbations (in the
altitude range of 81–107 km) and (b) zonal and (c) meridional
wind perturbations (81–99 km) in the MLT region on
29–30 June 2011. Diurnal and semidiurnal tides are removed
from the raw perturbations. The black dash-dotted lines
highlight the positive phase fronts of the waves.
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Figure 4. FFT amplitudes of (a) relative temperature
perturbations (81–107 km) and (b) zonal wind and (c)
meridional wind perturbations (81–99 km) in the MLT
region on 29–30 June 2011.
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4–6 or 6–10 h for one of the two waves, the period corre-
sponding to this spectral peak is taken to represent the
observed period of this wave at this altitude. The mean
observed periods (t) are obtained by averaging the results
over all these altitudes; the results for both waves are
summarized in all three fields in Table 1. In order to
determine the errors in the period analysis, a nonlinear
least square fitting is applied to the time series using a
sum-of-two-sine model; this is performed at each altitude
and for each field of data. The model is written as follows:

x tð Þ ¼ A cos
2p

t1
t þ ’1

� �
þ B cos

2p

t2
t þ ’2

� �
(1)

[11] where x(t) represents the time series of the perturba-
tion; A, t1, and ’1 are the amplitude, apparent period, and
phase for the first wave; while B, t2, and ’2 are the parame-
ters for the second wave. The results of the fitted periods in
the two sine functions (not shown here) are in accordance
with the results obtained from the FFT analysis. The errors
of the periods are then determined from the 95% confidence
levels of the fitted periods at each altitude. The mean values
of these errors for each wave are given in Table 1 and are
used later in this paper to estimate the errors in the intrinsic
periods and other wave properties derived from the gravity
wave dispersion and polarization relations. Since the temper-
atures have better temporal resolutions and smaller errors, the
periods derived from the temperature data are taken as
the observed periods of the waves. Hereinafter, whenever
the information of observed period or its error is needed, we
use the values derived from the temperatures. These two
waves are referred to as 7.7 h wave and 5 h wave, respectively.
[12] The two isolated spectral peaks shown in Figure 4

could be an indication of two independent waves propagating
across the lidar/radar fields of view at the same time. Or it
could be due to a single wave that is Doppler shifted from
one period to another over time. To examine this, we use
wavelet analysis that provides information about the time
when each wave is present in the spectra. The Morlet wavelet
spectra for each data field at two example altitudes of 85 and
87 km are shown in Figure 5. The cone of influence (COI) is
denoted by the white dashed lines, outside of which is the
region in the spectrum where the true peak magnitude is
reduced and a false peak might appear [Torrence and Compo,
1998]. White crosses on the contours denote the local peak
between the periods of 4 and 10 h. Both the zonal and
meridional wind wavelet spectra clearly show the 5 h wave
and the 7.7 h wave present at the same time regardless of
their locations relative to the COI. This confirms that two

independent waves were in the wind field at the same time.
In the temperature wavelet spectrum, these two waves are
clearly seen at the same time at 87 km. At 85 km, however,
the two peaks almost merge together below the COI from
20 to ~ 25 UT. Although two peaks are present above the
COI at other times, they are subject to edge effects and thus
must be interpreted with care. We will come back to this issue
after separating the two waves and investigating their intrinsic
properties in section 4.

3.1. Band-Pass Filtering to Separate Two Waves

[13] To separate these two waves, all three fields are band-
pass filtered by a sixth-order Butterworth filter with
passbands at 6–10 and 3.5–5.5 h for the 7.7 h wave and
5 h wave, respectively. The choice of the cutoff frequencies
is a tradeoff between minimizing the interference from
the other wave and ensuring that the desired wave is not
attenuated too severely. Since the 7.7 h wave is generally
stronger, its final results are not very sensitive to the choice
of its cutoff frequency; thus, the passband of 6–10 h is a
good compromise such that little energy is lost. In contrast,
the 5 h wave suffers spectral leakage from the 7.7 h wave
(which has the larger amplitude). For this wave, a passband
of 3.5–5.5 h greatly reduces the spectral leakage from the
7.7 h wave, but does not severely attenuate the 5 h wave.
Figure 6 shows the results for the passband of 6–10 h, and
Figure 7 shows the results for the passband of 3.5–5.5 h.
The filtered data for each field display clear downward
phase progressions. Additionally, both waves are quasi-
monochromatic. It is apparent in Figures 6 and 7 that the
filtered 7.7 h and 5 h waves have larger or smaller ampli-
tudes simultaneously in the wind field, which will not be
the case if a single wave is Doppler shifted from one period
to another. It is also noted that Figures 6 and 7 show clear
wave structures in the zonal and meridional winds after
30 UT, even though the amplitudes of both waves become
smaller; however, the original wind perturbations (Figure 3)
do not show such clear wave signatures. By reconstructing
time series from these two filtered perturbations only
and comparing them with the raw wind fields, we find
that this phenomenon is caused by the destructive interfer-
ence of these two waves after 30 UT. The results of
Figures 6 and 7 support our hypothesis that two indepen-
dent waves were propagating across our observational field
of view simultaneously.
[14] The vertical wavelength (lz) of each wave is then

determined from the filtered temperature data because of
its higher vertical resolution and larger altitude coverage
than the wind data. A linear least square fit is first performed
to the phase lines of the filtered temperature data to obtain

Table 1. Observed Wave Properties for Two IGWs Derived From Temperature and Wind Fieldsa

Wave Data Field t (h) lz (km) cz (m/s) θ (deg) �Uh (m/s) d �Uh

dz
(10�4 s�1)

7.7 h Wave T 7.7� 0.2 22� 2 0.8� 0.1 11� 5 2� 3 2� 1
u 7.9� 0.5
v 7.9� 0.4

5 h Wave T 5.0� 0.1 23� 2 1.2� 0.1 100� 4 � 2� 4 3� 1
u 4.9� 0.1
v 4.8� 0.2

aObserved period (t), vertical wavelength (lz), vertical phase speed (cz), azimuth angle of the wave horizontal propagation direction (θ), horizontal back-

ground wind speed ( �Uh), and its vertical shear (d
�Uh

dz
).
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the derivative of the altitude of the phase line with respect to
time, i.e., the vertical phase speed (cz). The vertical wave-
length lz is then calculated by multiplying cz with the
observed period (t). We obtain lz=22� 2 km for the 7.7 h
wave and lz=23� 2 km for the 5 h wave. The uncertainties
in lz and cz are determined from the 95% confidence levels
of the fittings. The values and errors of lz and cz are listed in
Table 1. These results are generally comparable with the
long-period oscillations observed by Collins et al. [1994] in
the bottomside of the Na layer at the South Pole.
They observed large-amplitude oscillations with periods
around 5–12 h with a Na lidar. Their derived vertical wave-
lengths are close to 22 km for wave periods of 5 h, but
are shorter (12–18 km) for periods of 7–8 h. Note that the IGW
observed by Nicolls et al. [2010] in the Arctic had a long
period of ~10.5 h and a short vertical wavelength of ~4–10 km.

3.2. Hodographs for Determining Wave Propagation
Directions

[15] We now treat each filtered wave as a quasi-
monochromatic wave and determine its propagation direction
from a hodograph analysis. Hodograph analyses of wind data
have been applied in altitude to study the intrinsic properties of
gravity waves in theMLT [e.g.,Hu et al., 2002; Li et al., 2007;
Lu et al., 2009, Nicolls et al., 2010]. In this study, we choose

to make temporal hodograph analyses of the MF radar wind.
First, we do this because the overlapping range between the
lidar and radar observations (less than 20 km between 80
and 100 km) is shorter than the vertical wavelengths of the
waves (i.e., 22–23 km from the previous section). This is insuf-
ficient to accurately resolve the observed IGWs. Second, the
vertical resolution (4.5 km) of the radar wind is too coarse to
determine the orientation of the hodograph ellipse accurately.
In contrast, the overlapping time between the lidar and radar
observations is long (~25 h), so sufficient data are available
to make the hodographs in the temporal domain. From a
theoretical standpoint, hodograph analyses in the temporal or
altitudinal domains are equivalent for a monochromatic wave
in a constant background wind and temperature, in terms of
determining the wave parameters (such as horizontal propaga-
tion direction).
[16] The hodograph analysis is based on the IGW polariza-

tion relation [e.g., Tsuda et al., 1990; Nakamura et al., 1993]:

~U jj ¼ i
ô

f
~U⊥ (2)

where ~Uk and ~U⊥ are the complex representations of the
horizontal wind perturbations parallel and perpendicular
to the wave horizontal propagation direction, respectively,
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Figure 5. Amplitudes of the Morlet wavelet spectra at 85 km and 87 km for (a and d) relative temperature
perturbations and (b and e) zonal and (c and f) meridional wind perturbations on 29–30 June 2011. The white
crosses denote the local maximum power in the wavelet spectra with periods between 4 and 10 h. The white
dashed line in each contour denotes the cone of influence (COI) for the wavelet analysis.
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ô is the intrinsic frequency of the wave, and f is the Coriolis
parameter. At McMurdo (77.8�S), the inertial period is
2p/f = 12.24 h. In deriving equation (2), we assume that
the perturbations are induced by a monochromatic wave,
and thus ~Uk and ~U⊥ are written as follows:

~U jj ¼ ~U jj

�� �� exp i khxh þ mz� ot � Φ ~U jj

� �
þ

z

2H

h i
(3)

~U⊥ ¼ ~U⊥

�� �� exp i khxh þ mz� ot � Φ ~U⊥

� �
þ

z

2H

h i
(4)

respectively. Here kh and xh are the horizontal wave number
and distance, respectively; m is the vertical wave number
and it is negative in the case of downward phase progres-
sion; o is the observed (i.e., ground-based) frequency;
H ¼ R�T=g is the density-scale height, calculated from the
observed mean temperature �T , the gas constant of dry air R,
and the gravitational acceleration g;ΦUk

andΦU⊥
are the initial

phases of ~Uk and ~U⊥, respectively. Equation (2) neglects back-
ground shear terms [e.g., Fritts and Alexander, 2003]. This is
applicable in our case, because such shear terms (calculated
from the backgroundwind) are sufficiently small (see Table 1).
Equation (2) is also derived under the Boussinesq approxima-
tion, which assumes that the wave phase speed is much less
than the sound speed and that lz≪ 4pH [Kundu, 1990].
According to equation (2), the gravity-wave-induced ~Uk and
~U⊥ exhibit elliptical or circular polarization. The major axes
of the ellipses point in the direction of wave propagation,
although with a 180� ambiguity.

[17] This 180� ambiguity in the propagation direction is
resolved by making use of the lidar temperature data. We
derive the polarization relation between the relative temper-

ature perturbation eT and ~Uk for an IGW with N≫ô:

~T ¼
1

g
ðimþ

1

2H
Þ
ô2 � f 2

ô kh
~U jj (5)

where eT is the complex representation of the relative temper-
ature perturbation T

0
=�T given by

eT ¼ eT
�� �� exp i khxh þ mz� ot � Φ∼

T

� �
þ

z

2H

h i
(6)

[18] Here, Φ∼
T
is the initial phase of eT. Equation (5) agrees

with Vadas [2012, equations (B8), (B9), and (B11)]. The
derivation of equation (5) assumes that H and the back-
ground winds are constant in time and in the horizontal
plane, but can vary slowly in altitude. The phase relation

between eT and ~Uk can be derived from equation (5) as

Φ ~U jj
� Φ~T ¼ arctan m�2Hð Þ (7)

[19] Equation (7) poses a constraint on the wave propaga-

tion direction; only when ~Uk is along the correct propagation

direction of the wave, is Φ ~U k
� Φ~T (extracted from the wind
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Figure 6. (a) Relative temperature perturbations and (b)
zonal and (c) meridional wind perturbations filtered by a
sixth-order band-pass Butterworth filter with lower and
upper cutoff frequencies at 1/10 and 1/6 h�1, respectively.
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and temperature observations) close to arctan(m � 2H). The
opposite direction of the wave leads to Φ ~U k

� Φ~T

approaching arctan(m � 2H)� 180�. Therefore, this extra
constraint helps remove the 180� ambiguity.
[20] The actual Φ ~Uk

� Φ~T are derived from the tempera-

ture and wind perturbations, in which we first project the
zonal and meridional wind perturbations to one of the two
directions along the major axis inferred from the hodograph
analyses and derive the corresponding horizontal wind
perturbations (Uk

0). Then, Φ ~U k
and Φ~T are extracted by

performing a nonlinear least square fitting to the wind and
temperature perturbations using the real part of the mono-
chromatic wave models as shown in equations (3) and (6).
We then compare the derived Φ ~Uk

� Φ~T to arctan(m � 2H).

If Φ ~U k
� Φ~T is close to arctan(m � 2H), then the direction

we chose is correct; otherwise, if Φ ~Uk
� Φ~T is close to

arctan(m � 2H)� 180∘, then the correct direction is 180�

opposite to the originally chosen direction. Thus, combining
the wind and temperature data allows us to unambiguously
identify the propagation directions from hodographs.

3.3. Derivations of Wave Intrinsic Properties

[21] The absolute value of the intrinsic frequency ô can be

calculated from the amplitude ratio between ~Uk and eU⊥

using equation (2). This has been a common approach used
to derive the intrinsic properties of IGWs [e.g., Hu et al.,
2002; Lu et al., 2009]. For the 7.7 h wave, we find that the
amplitude ratios of the fitted ellipses vary dramatically with
altitude (in the range of 1.2–3.3, giving an estimate of an
intrinsic period of 3.5–10 h from equation (2)); however,
the major axes of these ellipses are oriented similarly. If
we use this method to determine the intrinsic periods
directly, large errors result. This likely occurs because there
are two IGWs; although the filtering works well, some
spectral leakage occurs and appears to greatly impact the
amplitudes of the wind perturbations (and thus the ratios).
Therefore, we take a different approach instead. Since the
horizontal wave propagation direction has been unambigu-
ously determined, and the apparent period and background
winds are known, the intrinsic properties can be determined
from the gravity wave dispersion relation and the definition
of the intrinsic frequency [Fritts and Alexander, 2003]:

kh
2 ¼

ô2 � f 2

N2
ðm2 þ

1

4H2
Þ (8)

ô ¼ o� kh �Uh (9)

where N is the buoyancy frequency computed from
the dataset-mean lidar temperature profile �T zð Þ as

N ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g

�T zð Þ

@�T zð Þ

@z
þ

g

Cp

� �s
. Note that equation (8) is a sim-

plified form of equation (24) in Fritts and Alexander [2003],

where we have used the fact that N≫ô for IGWs. In

deriving equation (8), it is also assumed that N is constant

in x, y, and t, but varies slowly in z. Additionally, we

assume that the speed of sound cs is much larger than the

wave horizontal phase speed (i.e., the Boussinesq

approximation) [Kundu, 1990]. From equation (9), we have

kh ¼ o� ôð Þ= �Uh. Substituting kh in equation (8) with this

new expression, we obtain the following quadratic

equations for ô:

N2

�Uh
2
� m2 �

1

4H2

� �
ô2 �

2N2o

�Uh
2
ô þ f 2 m2 þ

1

4H2

� �

þ
N2o2

�U h
2

¼ 0

(10)

[22] Solving equation (10), we obtain the following
solutions for ô:

ô ¼

N 2o
m2þ 1

4H2

�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N2o

m2þ 1

4H2

� �2

� N 2

m2þ 1

4H2

� �Uh
2

� �
N 2o2

m2þ 1

4H2

þ f 2 �Uh
2

� �s

N2

m2þ 1

4H2

� �Uh
2

(11)

The corresponding solutions for kh are

kh ¼

�o �Uh �
�Uh
�Uhj j

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
o �Uhð Þ

2
þ N 2

m2þ 1

4H2

� �Uh
2

� �
o2 � f 2ð Þ

s

N2

m2þ 1

4H2

� �Uh
2

(12)

[23] These expressions are similar to those used by Liu
and Meriwether [2004] and Li et al. [2007]. The intrinsic
horizontal and vertical group velocities of the wave packet
describe the energy propagation and they are derived by
taking partial derivatives with respect to kh and m on both
sides of equation (8) [e.g., Fritts and Alexander, 2003]:

cgh ¼
@ô

@kh
¼

kh N2 � ô2ð Þ

ô kh
2 þ m2 þ

1

4H2

� � (13)

cgz ¼
@ô

@m
¼ �

m ô2 � f 2ð Þ

ô kh
2 þ m2 þ

1

4H2

� � (14)

[24] We will utilize equations (11)–(14) to estimate the
intrinsic properties of each wave.

4. Wave Analysis Results

4.1. The 7.7 h Inertia-Gravity Wave

[25] As mentioned in section 3.1, band-pass filters are
used to extract two quasi-monochromatic waves. We plot
the filtered zonal and meridional wind perturbations of the
7.7 h wave as hodographs in Figure 8a. Each plot in
Figure 8a shows the hodograph for a given altitude between
83 and 91 km over the time range from 10 UT to 30 UT.
These particular temporal and spatial ranges are chosen to
coincide with when and where the wave amplitudes are large
in the wind data and have the highest signal-to-noise ratio.
The start and end times are denoted by stars and triangles,
respectively. All five hodographs show an anticlockwise
rotation in time. A least mean square (LMS) ellipse fitting
is performed on each hodograph and is indicated by the
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dash-dotted ellipse. All of the ellipses are primarily elongated

in the meridional direction with a slight variation in the major

axis between the different altitudes. A red arrow is plotted

along the major axis of each fitted ellipse, indicating a possible

propagation direction of the wave, but with a 180� ambiguity.

[26] To resolve the 180� ambiguity for the 7.7 h gravity
wave, we first assume that the wave propagates in the direc-
tion indicated by the red arrow in each hodograph in
Figure 8a. Then we project the zonal and meridional
wind perturbations along this direction and derive the
corresponding horizontal wind perturbations (Uk

0). After

that, band-pass filtered perturbations Uk
0 and T

0
=�T are fitted

to the real part of the monochromatic wave models
(see equations (3) and (6)). The deduced phase differences
Φ ~U k

� Φ~T are shown in Figure 9a as red crosses for the alti-

tudes from 83 to 91 km. The theoretical value (arctan(m � 2H))
is shown as the solid vertical line, which in this case is

286� 0.7�. The dashed vertical line shows the value of
arctan(m � 2H)� 180�. The uncertainties caused by errors in
obtaining the phase information, deriving the ellipse orienta-
tion, and determining the wave period (with temporal varia-
tion), are estimated to be �40� at the 95% confidence level
(denoted by grey error bars). The discrepancies between the
crosses and the solid vertical line mostly fall within the error
bars (except at 91 km), implying that the orientation indicated
by the red arrows is the correct propagation direction of this
wave. Thus, we conclude that the 7.7 h wave is propagating
slightly east of north at the azimuth angle of 11� � 5�. Note
that the larger biases seen at 91 km may be caused by spectral
leakage from the shorter-period wave, because that is the
altitude where the 7.7 h wave amplitude is smallest relative
to the 5 h wave (see Figure 4). Therefore, we find that
the hodograph method works well at those altitudes where
spectral leakage from another significant wave is minimal;
we also find this to be true for the 5 h wave, as discussed later.
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Figure 8. Temporal hodographs of zonal and meridional wind perturbations for the (a) 7.7 h wave in the
altitude range of 83–91 km and for the (b) 5 h wave in the altitude range of 89–93 km. Stars and triangles
denote the start and the end times, respectively. The dash-dotted ellipse on each plot shows the LMS
elliptical fit of the hodograph. Red arrow is plotted along the major axis of each fitted ellipse, indicating
the propagation direction of the wave.
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[27] To calculate the intrinsic wave properties from

equations (9) and (10), we need to compute �Uh . We first
low-pass filter the zonal and meridional winds to remove
variations with periods shorter than or close to the wave
being examined. The sixth-order Butterworth filters with a
cutoff period of 7 h for the 5 h wave and of 10 h for the
7.7 h wave are used. The horizontal background winds along
each wave’s propagation direction are then determined by
projecting the background winds onto the coordinate system
that has been rotated to be along the wave’s propagation

direction. �Uh is then calculated as the dataset mean of the
horizontal background winds at each altitude. The error of
�Uh , Δ �Uh , is calculated from the standard deviation of the
horizontal background winds at each altitude. The mean

values of �Uh and Δ �Uh are given in Table 1. Notably, the

mean background winds �Uh are small for both waves, and
their absolute values are ~2 m/s.
[28] There are two pairs of solutions for ô and kh

(see equations (11) and (12)). For the current case when
the denominators of the right-hand side of equations (11)

and (12) are positive, i.e., �Uhj j < U lim ¼ N=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2 þ 1

4H2

q
,

there exist two positive roots for ô and one positive and
one negative roots for kh. Positive kh means that the wave is
propagating in the positive x direction of our reference frame.
We retain the pair of solutions for kh> 0, because the horizon-
tal axes of the ground-based reference frame have been
rotated toward the wave propagation direction determined
from the hodograph analysis. The resulting intrinsic period
tI ¼ 2p=ô and horizontal wavelength lh=2p/kh of the 7.7 h
wave are shown in Figure 10a. We find the average values
of tI ~ 7.9 h and lh ~ 2.2� 103 km. The intrinsic frequency
is red shifted relative to the observed frequency; however,
because the horizontal wavelength is large, the frequency shift
is relatively small. The derived horizontal group velocity cgh
profile in Figure 10a has a mean of ~ 48 m/s, while the vertical
group velocity cgz has an average value of ~ 0.46 m/s, i.e.,
~ 40 km/d in the vertical direction. The elevation angle of
the wave propagation direction is calculated from the ratio of
the vertical and horizontal group velocities and is found to
be very shallow: ~0.6� from the horizon. Profiles of other
properties of the 7.7 h wave, such as the intrinsic horizontal
phase speed (cIh) and azimuth angle of propagation direction,
are also shown in Figure 10a.
[29] It is important to derive the errors of these intrinsic

parameters using the error propagation law. The three major
error sources are the uncertainties in the three observed variables:

o, m, and �Uh. The error of each intrinsic parameter is obtained
via taking derivatives of each intrinsic variable with respect to

o, m, and �Uh , following the method developed by Chu in
Chu and Papen [2005] and in Wang et al. [2010] for lidar
temperature and wind error analysis (see their equations (19)
and (20)). Taking ô as an example, its errors are derived as

Δô ¼
@ô

@o
Δoþ

@ô

@m
Δmþ

@ô

@ �Uh

Δ �Uh (15)

[30] Because the three error terms of o, m, and �Uh are not
correlated, the final error is given by the square root of the
sum of the squares of each derivative term. In the example
of ô, the final error is given by

Δôð Þrms ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
@ô

@o
Δo

� �2

þ
@ô

@m
Δm

� �2

þ
@ô

@ �Uh

Δ �Uh

� �2
s

(16)

[31] Similar error propagation equations are used for all of
the intrinsic parameters we determine. Two approaches can
be used to calculate the terms in equation (16). One is to take
numerical derivatives, and the other is to employ a Monte
Carlo method. For the latter, we compute the wave properties

from equations (11)–(14) with varied input variables of �Uh,o,
and m. The computation is done with a three-loop iteration.
For each loop, each variable takes 10 evenly spaced values

from the mean o, m, and �Uh minus their errors to the means
plus their errors. The final uncertainty for each calculated
wave parameter is then determined by the standard deviation
of all the solutions in the iteration process. We have tried both
approaches and obtained comparable results for each intrinsic
parameter. The error bars derived from the Monte Carlo
method are plotted in Figure 10a.
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Figure 9. The deduced phase differences between eU jj and eT
(red crosses) for (a) the 7.7 h wave and (b) the 5 h wave. The
solid vertical line identifies the value of arctan(m � 2H) ~ 286�,
while the dashed vertical line shows the value of arctan
(m � 2H)� 180� ~ 106�. The grey horizontal bars denote
the errors at the 95% confidence level.
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4.2. The 5 h Inertia-Gravity Wave

[32] We investigate the intrinsic properties for the 5 h wave
using the same procedure as the 7.7 h wave. The temporal
hodographs for this wave are shown in Figure 8b for 89–93
km between 10 UT and 25 UT. Strong leakage from the
7.7 h wave at altitudes from 83 to 89 km (see Figure 4) makes
it hard to obtain reliable results outside the limited spatial
range of 89–93 km. Shown in Figure 9b are the calculated
phase differences between the temperature and horizontal
wind perturbations for z= 89, 91, and 93 km. The derived
phase differences are close to the theoretical value. Therefore,
we conclude that this wave propagates primarily from west to
east with an average propagation azimuth angle of 100� � 4�

east of north, as illustrated by the red arrows in Figure 8b.
The intrinsic properties for the 5 h wave are shown in
Figure 10b. Notably, the average tI ~ 4.5 h, which is blue
shifted relative to the observed periods, and the average lh ~
1.1� 103 km. For this 5 h wave, the mean cgh is calculated
to be ~ 58 m/s, and cgz is ~ 1.1 m/s, i.e., 95 km/d in the vertical
direction. The elevation angle of this wave is determined to be
~ 1.1� from the horizon.
[33] The results from the hodograph analysis support our

hypothesis that there are two independent IGWs observed
in the temperature and wind perturbations, because these
two filtered waves were found to propagate in two different
directions that are nearly perpendicular to each other. This is
different from an alternate hypothesis that an IGW source
can excite waves with different parameters that arrive at
the observation altitude at different times; in this case, a
single wave’s period would steadily shift from one period
to another over the 30 h observation window. Furthermore,
the 5 h wave propagates at a steeper elevation angle than
the 7.7 h wave, which means that the 5 h wave has a greater
ability to induce vertical motions (and thus temperature
oscillations) than the 7.7 h wave. This explains why the
dominant periods in the temperature wavelet spectrum

appear to transition from 5 to 8 h in Figure 5. Since in the
first half of the measurement the amplitude of the 5 h wave
is comparable to that of the 7.7 h wave, the 5 h wave induces
larger temperature oscillations than the 7.7 h wave. Thus, it
would dominate the temperature wavelet spectrum in the
first half of Figure 5. But as the 5 h wave amplitude reduces
more quickly than the 7.7 h wave in the second half of the
measurement (due, perhaps, to source changes in time), the
7.7 h wave would dominate the temperature spectrum during
the second half of the measurement (see Figure 5).

5. Discussion

[34] Although both waves are treated as IGWs in this
paper, the 7.7 h and 5 h wave periods are close to that of
the terdiurnal (8 h) tide and 4.8 h tide. However, the 7.7 h
wave in our study is unlikely to be a terdiurnal tide for
the following reasons. First, the vertical wavelengths of
terdiurnal tides are generally much larger than that computed
for the 7.7 h wave in our case. Du and Ward [2010] investi-
gated the global structure of the terdiurnal tide, including
migrating and 10 nonmigrating components, using the
extended Canadian Middle Atmosphere Model. Their study
shows the vertical phase profile of the total terdiurnal tide
superposed from the 11 components in June at 60�S,
130�E [Du and Ward, 2010, Figure 6b], from which the
vertical wavelength is inferred to be ~65 km, a factor of
3 greater than the observed value in our study. Model simu-
lations of the migrating terdiurnal tide performed by Smith
and Ortland [2001] also support this point, since they
indicate that the shortest vertical wavelength for all of the
modes is 47 km, nearly twice as large as that in the current
observation. Second, as shown in Figure 10, we observed
large variations of the dominant periods with altitude, which
do not satisfy the definition of a tidal wave, i.e., a harmonic
of the Earth’s rotation period. A notable feature of each
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wave is that the observed wave period decreases with
increasing altitude. In Figure 10, the observed period of
7.7 h wave decreases from t1 = 7.7� 0.3 h at z= 83 km to
t1= 7.2� 0.2 h at z= 91 km, and the 5 h wave period
decreases from t2= 4.9� 0.2 h at z = 89 km to
t2= 4.5� 0.1 h at z= 93 km. According to Nicolls et al.
[2010], such a feature can be explained by a spectrum of
IGWs generated by a geostrophic adjustment of the jet
stream. However, we note that these variations may be
within our error bars. Third, modeling work by Du and
Ward [2010] shows that the largest amplitude of the
terdiurnal tides is given by the migrating component. Exam-
ination of wind and temperature data from the Modern
Era Retrospective-Analysis for Research and Applications
(MERRA) reanalysis at the highest-pressure level (0.1 hPa,
~59 km) shows no evidence of a significant zonal wave
number 3 pattern; this is also suggestive that the terdiurnal
tide cannot explain the current observations.
[35] Both the background temperature and winds play

a role in wave propagation through the atmosphere, the
latter typically being much more important in allowing
(or disallowing) the gravity wave propagation. Unfortu-
nately, the lack of extensive middle atmospheric wind and
temperature measurements up to the MLT prohibits detailed
studies involving ray tracing such slow waves through
realistic atmosphere [e.g., Nielsen et al., 2012]. Such work
is therefore outside the scope of this study. We now roughly
identify the sources of the observed IGWs by making a
number of simple assumptions. For both waves, the vertical
group velocities (calculated above) are significantly slower
than the horizontal group velocities. This implies that it
would take ~1–2 days for each wave to propagate to the
MLT (assuming that the vertical wind is negligible). Assum-
ing that the horizontal background wind along the wave
propagation path is also negligible, the wave would have
propagated several thousands of kilometers in the horizontal
plane prior to our observation. However, if the horizontal
background winds at lower altitudes were opposite to the
wave propagation direction, the horizontal distance and time
taken to reach the mesopause would be shorter [Nicolls
et al., 2010].
[36] The 7.7 h wave propagates approximately northward,

which suggests the wave source is located across the Antarctic
continent. As Nicolls et al. [2010] argued in analyzing the
IGWs observed in the Arctic, a possible mechanism of IGW
generation is geostrophic adjustment of the jet stream. In
general, any “bulk” change to the background wind (at any
altitude) will excite gravity waves [Zhu and Holton, 1987;
Vadas and Fritts, 2001]; if this change takes more than a
few hours and the horizontal scales are large, then IGWs will
be excited. We can speculate (similar to Nicolls et al. [2010])
that the 7.7 h IGW observed at McMurdo was excited by geo-
strophic adjustment of the jet stream or unbalanced flow on the
opposite side of the Antarctic continent. Work by Sato et al.
[2012] utilized a high-resolution, middle-atmosphere, general
circulation model to examine the gravity wave field in the
Southern Hemisphere polar region. They found significant
downward energy flux in the stratosphere during the winter.
Their work suggests that at least some proportion of this field
is linked to the in situ production of waves within the strato-
sphere. The existence of in situ wave sources in the stratosphere
is also supported by Sato and Yoshiki [2008], Yamashita et al.

[2009], and Yamashita [2011]. From intensive radiosonde
observations performed at Syowa Station (69.0�S, 39.6�E),
Sato and Yoshiki [2008] demonstrated that the IGWs observed
in June were generated by spontaneous geostrophic adjustment
of the unbalanced polar night jet located in the stratosphere.
Yamashita et al. [2009] characterized gravity waves in the
altitude range of 30–45 km at the South Pole (90�S) and
Rothera (67.5�S, 68.0�W) with lidar data. They found that
~44% of the observed waves had upward phase progression,
indicating downward wave propagation from the stratosphere
or above. Using ECMWF data, Yamashita [2011] demon-
strated that the wave excitation occurs in the stratosphere from
in situ energy sources.
[37] Using a similar heuristic approach as in Nicolls et al.

[2010] (that is, assuming constant horizontal and vertical
group velocities and zero background wind), we can
estimate approximate locations of the wave along its propa-
gation path. We can then compare these locations with the
structure of the background winds (at the appropriate loca-
tions and altitudes) from the MERRA reanalysis data. This
will enable us to identify regions for which the background
winds have significantly changed direction or speed in time
over the period of 6–12 h and over scales of several
hundreds of kilometers. In such regions, the air likely goes
out of geostrophic imbalance, leading to the generation of
inertia-gravity waves [Zhu and Holton, 1987; Fritts and
Luo, 1992; Luo and Fritts, 1993; Vadas and Fritts, 2001].
These waves are generated because the air in those regions
strives to regain geostrophic balance. Therefore, identifying
regions of significant wind changes in the MERRA data
allows us to identify regions where the IGWs could have
been generated. (The MERRA data are available from the
GES DISC website.)
[38] We examine the MERRA winds from 60 km

(the approximate altitude of the highest MERRA pressure
level output) to the surface at the times that the wave inter-
sects that level. Inspection of the winds at the different alti-
tude levels linked to the 7.7 h wave shows no features
suggestive of unbalanced flow until the 0.7 and 1 hPa levels
(43–46 km), as illustrated in Figure 11. In Figures 11a–11c,
the stratospheric wind speeds are shown at 0.7 hPa
(~46 km) on 28 June 2011 for 9, 12, and 15 UT, respectively.
The open magenta circles show the estimated wave location
of the 7.7 h wave at 12 UT. This location is approximately
(67�S, 3�E), a distance of ~3900 km from McMurdo. (Note
that these magenta circles are in identical locations.)
Figures 11d–11f show the stratospheric wind speeds at 1 hPa
on 28 June 2011 for 6, 9, and 12 UT, respectively. Here, the
open magenta circles show the estimated wave location for
the earlier time of 9 UT and at the slightly lower altitude
of ~43 km. This location is approximately (65�S, 2�E),
~4100 km away from McMurdo. (Again, the magenta circles
are in identical locations in Figures 11d–11f.) In the vicinity
of each estimated wave position at the 0.7 and 1 hPa levels,
we see what appears to be a jet stream exit region. In these
regions and for both levels, the background winds change
dramatically over a relatively short period of time. For 0.7
hPa, the background winds (u, v) are (74, 8) m/s at 9 UT on
28 June 2011, (79, 8) m/s at 12 UT, and then change signifi-
cantly to (67, �13) m/s at 15 UT. The variations of the back-
ground winds are (Δu, Δv) = (�7, �21) m/s over a period of
6 h. At 1 hPa, the variations of the background winds are
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(Δu, Δv) = (28, �13) m/s over the same length of time
(but from 6 to 12 UT on 28 June 2011). These relatively rapid
changes in the background winds can be modeled as an exter-
nal body force, which excites IGWs that propagate in most
directions (except those perpendicular to the body force)
[e.g., Vadas and Fritts, 2001]. Studies by O’Sullivan and
Dunkerton [1995] and Thomas et al. [1999] have also identi-
fied such regions as potential areas of active wave formation.
Therefore, we hypothesize that the jet stream exit region at
the level between 0.7 and 1 hPa, as indicated by the magenta
open circles, may be the source of the 7.7 h wave. The large
horizontal distance (~3900–4100 km) traveled by this
wave is similar to that obtained by Nicolls et al. [2010] of
~4500–5500 km for the Arctic IGW. Note that the IGW
observed by Nicolls et al. [2010] propagated southward over
Alaska and was traced back to northern Russia. Therefore,
the IGW in their case likely propagated over the Arctic, which
is comparable to our case that the IGW propagated across the
Antarctic continent to reachMcMurdo. It is worth pointing out
that the IGW in the Arctic case may have originated from a jet
stream adjustment at z~ 10 km near the tropopause [Nicolls
et al., 2010], while the stratosphere jet stream near 1 hPa
(~43 km) is indicated in our Antarctic case as the wave source.
Given the approximate north-south propagation direction of
this 7.7 h wave and that the southward component of the back-
ground wind along the wave propagation path was smaller
than the wave’s phase velocity (not shown), we believe that

this wave could have originated from this altitude range and
could have followed this trajectory without being removed
by critical-level filtering.
[39] The 5 h wave propagates nearly zonally from west

to east. A similar analysis for the 5 h wave does not
display a similarly convincing coincidence between the
potential wave source and a region of unbalanced flow
within the region observable by the MERRA reanalysis.
However, given the zonal direction of wave propagation
(denoted by white lines in Figure 11) and the high likeli-
hood of critical-level filtering, we suggest that its source
was more likely above the upper boundary of MERRA
(z ~ 60 km).

6. Conclusions

[40] Combined Fe lidar/MF radar measurements have
shown the presence of two independent IGWs observed
simultaneously above Arrival Heights during 29–30 June 2011
for over 20 h in the Antarctic MLT. The two IGWs have
ground-based observed periods of 7.7� 0.2 and 5.0� 0.1 h,
respectively. Temporal filtering and hodograph analysis are
applied to the temperature and wind data to determine
the propagation directions of these IGWs. To resolve the
ambiguity in the hodograph analysis, the phase difference
between the temperature and horizontal wind perturbations
(parallel to the horizontal wave propagation direction) is

Figure 11. Horizontal winds over the Southern Hemisphere from the MERRA reanalysis data. Arrows are
wind vectors, and colors denote wind speeds. The magenta solid square indicates McMurdo. The 0.7 hPa
winds (~46 km) at (a) 9, (b) 12, and (c) 15 UT on 28 June 2011, respectively. The open magenta circles
show the estimated wave location of the 7.7 h wave for 12 UT. The 1 hPa winds (~43 km) at (d) 6,
(e) 9, and (f) 12 UT on 28 June 2011, respectively. The open magenta circles show the estimated wave
location of the 7.7 h wave for the earlier time of 9 UT (which corresponds to the slightly lower altitude).
White and magenta dashed lines show the estimated “zero-wind” horizontal trajectories of the 5 h and
7.7 h waves, respectively.

CHEN ET AL.: TWO SIMULTANEOUS IGWS IN ANTARCTICA

2806



derived; this serves as a constraint for the extracted azimuth
angle of the propagation direction. The analysis results show
that the 7.7 h wave propagates approximately northward,
while the 5 h wave propagates approximately eastward; these
directions are approximately perpendicular to each other. The
intrinsic frequency and horizontal wave number of each wave
are calculated via solving a quadratic equation derived from
the linear dispersion and polarization relations. The intrinsic
periods are estimated to be 7.9� 0.3 and 4.5� 0.3 h, and the
corresponding horizontal wavelengths are 2.2� 0.2� 103

and 1.1� 0.1� 103 km, respectively. We have performed
robust error analyses that have allowed us to derive the uncer-
tainty in each IGW parameter.
[41] To our knowledge, this is the first known observation

of two simultaneous IGWs in the MLT at the same location.
It is also the first report of the coincident observations of
IGWs by an MF radar and lidar in the Antarctic MLT region.
The intrinsic horizontal phase speeds are determined to be
80� 4 and 68� 5 m/s for the 7.7 h and 5 h waves, respec-
tively. For the 7.7 h IGW, its horizontal and vertical group
velocities are 48� 3 and 0.5� 0.1 m/s, respectively. For
the 5 h IGW, the horizontal and vertical group velocities
are 58� 5 and 1.1� 0.1 m/s, respectively. Therefore, both
waves propagate with very shallow elevation angles from
the horizon: ~0.6� and 1.1� for the longer- and shorter-
period waves, respectively. This implies that it would take
1–2 days for the waves to propagate to the MLT after travel-
ing several thousands of kilometers in the horizontal plane
prior to our observations. This would have placed the source
of the 7.7 h wave (propagating meridionally) on the opposite
side of the Antarctic continent. As Nicolls et al. [2010]
proposed, we speculate that both IGWs observed at
McMurdo were generated from similar mechanisms, i.e.,
the geostrophic adjustments of the jet stream or unbalanced
flow, but from different sources around Antarctica. A simple
analysis of MERRA reanalysis data shows strong circum-
stantial evidence for the 7.7 h IGW to be associated with a
source in the stratosphere linked to a region of unbalanced
flow. A complete investigation of the wave sources and
generation mechanisms is beyond the scope of this paper,
but is a subject for future work.
[42] Observation of two simultaneous IGWs is unusual,

but single IGW events have been frequently observed in
the lidar temperatures at McMurdo. For example, an IGW
event was identified with an intrinsic period of 7.5 h on
11 July 2011 at McMurdo [Chen et al., 2012]. The lidar
campaign in the last 2 years has revealed an unexpectedly
high occurrence of IGWs in the Antarctic MLT region.
Due to the expected low likelihood of IGWs propagating
to the MLT region, the observed high occurrence rate
indicates that Antarctica may have favorable conditions for
the upward propagation of IGWs. Statistical studies and
numerical modeling are crucial for improving our under-
standing of the sources and impacts of IGWs on the polar
middle and upper atmosphere.
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