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the collapse and, additionally to the neutrino energy de-
position, magnetic fields are able to transfer rotational
kinetic energy of the PNS to the shock, leading to more
energetic explosions. We refer the reader to [18] for more
details on CCSN parameter estimation methods in the
case of rotating sources.

The gravitational waveforms extracted from multi-
dimensional numerical simulations of CCSN consistently
exhibit very complex features [19–29]. Among them, the
presence of a rising, high-frequency feature in the GW
spectrogram is especially noticeable. This is associated
with an oscillation mode of the PNS and is connected in
particular to a region of the PNS surface with positive
Brunt-Väisälä frequency. The nature of this mode re-
mains a matter of discussion. It has been interpreted as
either a g-mode [23, 26, 30, 31] or an f-mode [17, 28, 32].
The precise characterization of the remnant frequencies
is an important task as it is expected to allow for PNS
asteroseismology using GW information. This approach
aims at providing universal relations between the mode
frequencies and the physical parameters of the PNS that
barely depend on the progenitor model or the equation
of state [31, 33, 34].

So far, most of the inference efforts have focused on de-
termining the nature of the explosion mechanism and rely
on catalogues of CCSN waveforms from numerical simu-
lations [e.g. 35–38]. Correlations between GWs, neutrino
emissions and some of the CCSN physical properties have
been found in [39] using 3D simulations. A method to
estimate the time evolution of the PNS mass and radius
from the CCSN neutrino signal has also been proposed
in [40]. A recent study has explored Bayesian inference
techniques parameterizing the high-frequency GW sig-
nal with asymmetric chirplet waveforms in an attempt
to extract the PNS physical parameters [41]. In [42] we
proposed a method to extract the time evolution of a
combination of the PNS mass and radius using the uni-
versal relations derived in [31] that does not rely on a
specific waveform model. This study, which considered
only single-detector data, showed that it is possible to in-
fer PNS properties for a galactic source using Advanced
LIGO and Advanced Virgo data at design sensitivities.
The current paper is an extension of the study initiated
in [42]. Here we describe a new data-analysis pipeline
that coherently combines data from a network of GW
detectors to reconstruct PNS properties. We show that
employing a network of detectors has a significant im-
pact in the inference prospects, especially when account-
ing for third-generation detectors. We also note that if
the study is restricted to the current generation of GW
detectors, the possibilities to perform asteroseismology
of PNS are already enhanced when using a network of
detectors in comparison to the single-detector case, ex-
tending the coverage of the inference to the vicinity of
the Milky Way, up to the Large Magellanic Cloud.

The paper is organized as follows. Section II presents
a brief description of the ground-based interferometers
we consider. In Section III we summarize the multi-

messenger observational prospects of detecting a CCSN
event in the next decades. The numerical simulations and
GW data used in this study are discussed in Section IV.
Section V describes the data analysis pipeline whose per-
formance is evaluated in Section VI. Finally, Section VII
presents our conclusions and outlines possible extensions
of this work.

II. NETWORK OF DETECTORS

The current generation of advanced GW detectors (Ad-
vanced LIGO [5], Advanced Virgo [6] and KAGRA [7])
have been progressively put in operation since 2015. The
two LIGO detectors in the USA (LIGO Hanford and
LIGO Livingston) have 4-km long arms while the Virgo
detector in Italy and the KAGRA detector in Japan have
3-km long arms. This network of detectors will be com-
pleted by a third LIGO-like detector in India (LIGO Aun-
dha) around 2027 [43]. Despite their optical and control
configuration differences, all these L-shape detectors are
fully characterized by their sensitivity expressed in terms
of their noise amplitude spectral density (ASD) and by
their position and orientation on Earth. They operate as
a network with coordinated observing runs in between pe-
riods of upgrades and commissioning that aim at bringing
the detectors to their design sensitivity circa 2027 [44]. In
addition to this network of existing facilities, a third gen-
eration of ground-based detectors are already proposed
for the next decade. The two main projects are Ein-
stein Telescope (ET) [9] in Europe and Cosmic Explorer
(CE) [10, 45] in the USA. The current design for ET1

is based on a triangular-shape detector composed of six
10-km long interferometers with an angle of 60 degrees
between arms, underground and with low-temperature
test masses / low laser power and room temperature test
masses / high laser power mixed configuration to provide
good sensitivity at very low and high frequency. The CE
project2 is currently featuring two sites hosting L-shape
interferometers with extra-long arms of respectively 40
and 20 km.
The response of any of these interferometers to a GW

depends on the direction of propagation of the GW, its
polarization, and the position and orientation of the de-
tector’s arms. The signal strain amplitude is given by

h(t) = F+(r⃗, θ, ϕ, ψ)h+(t) + F×(r⃗, θ, ϕ, ψ)h×(t) (1)

where F k
+ and F k

× are the detector response functions,
while h+(t) and h×(t) are the GW polarizations given in
the source propagation frame. (Each detector is labelled
by index k.) The angles θ and ϕ specify the source lo-
cation in an Earth-fixed coordinate system, and ψ is the
wave polarization angle that is unknown. The vector r⃗

1 https://www.et-gw.eu
2 https://cosmicexplorer.org
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gives the surface position of the detector with respect to
the center of the Earth.

The configuration of a network of detectors in the
Earth-fixed frame is fully determined by the location of
their beam-splitters and the orientation vectors of their
arms. In Table I we give the coordinates of both, the cur-
rent generation and the third-generation GW detectors
that we consider in this study. As the location and orien-
tation of third-generation detectors are still not decided,
we have chosen to locate ET at the Virgo location with
arbitrary orientation while the CE sites are set in Idaho
(USA) and New Mexico (USA) [47]. We use the algebra
described in [48] to calculate the antenna pattern func-
tions for each interferometer for a source with known sky
position at a given epoch and with a fixed polarization
angle.

In addition to their response functions, the detectors
are characterised by their noise properties. For the net-
work formed by LIGO Hanford (H), LIGO Livingston
(L), LIGO Aundha (A), Virgo (V) and KAGRA (K), we
consider the currently projected design sensitivity of the
upgraded detectors. Namely for the three LIGO detec-
tors we use the A+ upgrade program sensivity [49]. For
Virgo we use the Advanced Virgo+ Phase 2 sensivity [44]
and for KAGRA we use the design sensitivity [44]3. For
ET we consider three co-located (triangular) interferom-
eters with the same ET-D configuration ASD [50]4, en-
compassing the cryogenic and room temperature interfer-
ometers’ sensitivities, while for CE we consider two ASDs
corresponding to the two different arm-length detectors.
For both CE detectors we use the compact binary op-
timized sensitivity curves [51]5. These ASDs, shown in
Figure 1, are used to generate time-series of Gaussian col-
ored noise for each detector. Injecting a waveform into
these time-series allows us to simulate data segments con-
taining a CCSN GW signal buried in realistic noise.

We identify a network of detectors with the letters cor-
responding to each of its detectors (e.g. HLVK is the net-
work composed of LIGO Hanford (H), LIGO Livingston
(L), Virgo (V) and KAGRA (K)).

III. OBSERVATIONAL STRATEGY

CCSNe are such rare events that it is necessary to
optimize the GW observation strategy to maximise the
detection probability. Both the availability of the GW
detectors network and the multi-messenger properties of
these astronomical phenomena must be taken into ac-
count. Many large field of view robotic surveys, such
as DLT40 [53], ASAS-SN [54], ZTF [55], and Pan-
STARRS [56], are detecting supernovae in their early

3 https://dcc.ligo.org/LIGO-T2000012/public
4 https://apps.et-gw.eu/tds/ql/?c=12989
5 https://dcc.cosmicexplorer.org/CE-T2000017/public
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FIG. 1. Amplitude spectral densities as a function of fre-
quency for the ground-based interferometers considered in this
paper. The LIGO (A+), Virgo (AdV+ Phase 2) and KAGRA
ASDs are taken from [52]. Einstein Telescope sensitivity cor-
responds to the ET-D configuration [50] while the Cosmic
Explorer sensitivities correspond to the compact binary opti-
mized configuration [51].

explosion phase, and some of them are identified as CC-
SNe. Although the delayed shock breakout and subse-
quent light curve measurements do not allow for the esti-
mation of the time of the bounce with an accuracy better
than a few days [57–59], these facilities provide the most
accurate (few arc minutes) pointing information when the
shock breakout starts emitting UV and X-ray signals.

Depending on their specific characteristics, GW detec-
tors and low-energy neutrino detectors can observe CC-
SNe in the vicinity of the Galaxy. Many low-energy neu-
trino detectors (Super-Kamiokande [60], IceCube [61],
Km3Net [62], LVD [63], Borexino [64], KamLAND [65],
JUNO [66], SNO+ [67], Baksan [68]) have the capa-
bility to detect the neutrino burst emission up to ∼
100 kpc [14]. While this horizon will be further in-
creased when Hyper-K [69] and DUNE [70] are in opera-
tion, it is likely that typical neutrino-driven or magneto-
hydrodynamical supernova explosions in Andromeda, the
most luminous galaxy of the Local Group, remain out of
reach [15]. Therefore, we have to consider all galaxies
nearer than Andromeda, even though most of them are
low-luminosity dwarf galaxies containing old stars. The
explosion of SN 1987A in one of the satellite galaxies of
the Milky Way, the Large Magellanic Cloud (LMC) at a
distance of ∼ 50 kpc, underlines the benefit of increasing
the range of the detectors beyond the Galaxy itself, as,
despite their limited capabilities at that time, neutrino
detectors were able to confirm that ∼ 99% of the energy
of the collapse was radiated away by neutrinos [71, 72].

Neutrino detectors can localize the source in the sky
with a precision that depends on the distance to the
source. Crucially for the attempt to extract a possible
GW signal from the noise, they will provide the most
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Detector λ [°] ϕ [°] h [m] Ψ1 [°] Ψ2 [°]
LIGO Hanford (H) -119.41 46.46 142.55 324.00 234.00
LIGO Livingston (L) -90.77 30.56 -6.57 252.28 162.28

Virgo (V) 10.50 43.63 51.88 19.43 289.43
KAGRA (K) 137.31 36.41 414.18 60.40 330.40

LIGO Aundha (A) 77.03 19.61 0.0 332.38 242.38

Detector λ [°] ϕ [°] h [m] Ψ1 [°] Ψ2 [°]
Einstein Telescope 1 (ET) 10.50 43.63 0.0 89.95 29.96
Einstein Telescope 2 (ET) 10.63 43.63 0.0 330.04 270.05
Einstein Telescope 3 (ET) 10.57 43.71 0.0 210.00 150.00

Cosmic Explorer 40 km (CE40) -112.83 43.83 0.0 180.00 90.00
Cosmic Explorer 20 km (CE20) -106.48 33.16 0.0 240.00 150.00

TABLE I. Coordinates of the current (left) and future (right) generation of ground-based interferometers. The longitudes λ
and latitudes ϕ give the locations of the beam-splitters/corner stations, h gives the elevation, in meters, above the reference
ellipsoid WGS84, and Ψ1 and Ψ2 are the two arms orientation angles defined clockwise from the local North. The values for
LIGO Hanford, LIGO Livingston, Virgo, KAGRA and LIGO Aundha are extracted from [46]. The location and orientation
of ET and CE are not yet known. For simplicity we have chosen to locate ET at the location of the Virgo detector with an
arbitrary orientation. The two CE sites are set according to [47], where a 40 km detector is located in Idaho and one of 20 km
in New Mexico.

Model MZAMS progenitor EOS tf texplosion MPNS,f

name [M⊙] model [s] [s] [M⊙]
s11 11.2 [76] LS220 1.86 × 1.47
s15 15.0 [76] LS220 1.66 × 2.00
s15S 15.0 [76] SFHo 1.75 × 2.02
s15G 15.0 [76] GShen 0.97 × 1.86
s20 20.0 [76] LS220 1.53 × 1.75
s20S 20.0 [77] SFHo 0.87 × 2.05
s25 25.0 [76] LS220 1.60 0.91 2.33
s40 40.0 [76] LS220 1.70 1.52 2.23

s15-3De 15.0 [76] SFHo 1.30 × 1.96
s15-3Dp 15.0 [76] SFHo 1.30 × 1.96

TABLE II. List of axisymmetric 2D and 3D CCSN simulations
used to test the performance of the inference method. The
last three columns show the post-bounce time at the end of
the simulation, the one at the onset of the explosion (non
exploding models marked with ×), and the PNS mass at the
end of the simulation. Note that the last two lines correspond
to the same 3D simulation, but we distinguish between the
GW emission in the equatorial plane and along the polar axis
(s15-3De and s15-3Dp, respectively).

accurate estimate of the core bounce timestamp with a
precision of ∼ 10ms [73, 74] which can be further re-
fined to few ms assuming a neutrino flux model. In the
case of failed supernova or black hole formation, the wa-
ter Cherenkov neutrino detector Super-Kamiokande has
a pointing accuracy of a few degrees for a source at
10 kpc [75]. In this study we assume that information
from neutrino and electromagnetic signals will be accu-
rate enough to consider that the source sky position and
the arrival time of the signal are known without error.

IV. CCSN SIMULATIONS

To test how well we can infer the PNS physical param-
eters we simulate, for different configurations of the GW
detectors network, CCSN signals coming from sources
at fixed sky positions and reaching each GW detectors’
location on Earth with a proper time delay. We con-
sider different CCSN signals extracted from 2D and 3D
numerical simulations performed with the AENUS-ALCAR
code for spectral neutrino-hydrodynamics [78]. The first

set consists of the eight waveforms of axisymmetric 2D
simulations used in [42]. We extract from the simula-
tions both the GW amplitude and the time evolution of
the PNS mass, MPNS, and its radius, RPNS. The pro-
genitor masses range between 11.2M⊙ and 40M⊙, and
three different equations of state (EOS) have been con-
sidered. We also employ a second set comprising two
waveforms obtained from the 3D simulation of a 15M⊙
progenitor star, performed with the same code. For this
model the core fails to produce an explosion within the
1.3 s of simulation time. Continuous accretion onto the
PNS causes its mass to grow to a final value of 1.96M⊙.
None of the multidimensional models includes rotation
or magnetic fields. The list of CCSN waveforms used in
this paper is given in Table II. It is important to un-
derline that the GW amplitudes obtained with the 2D
simulations are systematically higher than those of the
3D simulation. This is illustrated in the second column
of Table III, which gives the gravitational energy for all
the simulations used in this work.

V. DESCRIPTION OF THE ANALYSIS METHOD

We generalize the method proposed in [42] to N GW
detectors to fully exploit the sky coverage of the current
network of detectors. Following inverse problem and op-
timal detection methods proposed, for instance, in [79–
87], we coherently combine in a likelihood ratio function
the data initially transformed in the time-frequency (TF)
domain. The exercise is greatly simplified by the fact
that we assume the source sky position to be accurately
known, and that we also know the arrival time of the
GWs on Earth. We then describe how PNS modes are
extracted from the coherent TF map to infer some of the
PNS parameters using the universal relations described
in [31].

A. Multi-detector coherent analysis

We consider GWs propagating along n̂, coming from a
source whose location is defined by θ and ϕ in an Earth-
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fixed coordinate system. The center of the Earth is used
to define the reference arrival time of the signal. In
this coordinate system, the location ( r⃗ k) and orientation
(given by the angles Ψ1 and Ψ2) of a detector are speci-
fied. The response of detector k ∈ {1...N} to a GW with
polarizations h+(t) and h×(t) given in the wave propa-
gation frame is

hk(t) = F k
+( r⃗

k , θ, ϕ, ψ)h+(t− δtk)

+F k
×( r⃗

k , θ, ϕ, ψ)h×(t− δtk) (2)

where F k
+ and F k

× are the detector response functions,

and δtk is the difference in arrival times of the signal
between the center of the Earth and the detector

δtk =
r⃗ k .n̂

c
. (3)

In each detector the data dk(t) are a linear combination
of signal and noise,

dk(t) = nk(t) + hk(t) , (4)

where the noise nk(t), assumed to be Gaussian and sta-
tionary, is fully characterized by the noise power spectral
density Sk(f)

< ñk(f)ñk∗(f ′) >= δ(f − f ′)Sk(f) . (5)

The PNS oscillation modes have slow and smooth evo-
lution that show up in the TF representation of the
data. For this reason, and following [84, 85], after hav-
ing time-shifted the data streams by δtk we consider a
discrete TF representation of the data symbolized by TF
pixel x̃k[i], where i is a 2-dimensional index. To address
Gaussian-distributed variables, all quantities in Eq. (4)
are whitened such that the discrete expression of this
equation is

x̃k[i]√
Sk[i]

=
ñk[i]√
Sk[i]

+
F k
+√
Sk[i]

h̃+[i] +
F k
×√
Sk[i]

h̃×[i] . (6)

Considering now N detectors, we have a system of equa-
tions that can be written in a simple matrix form x̃ =
ñ+Fh̃, where x̃, ñ and F = {F+,F×} are noise-weighted
quantities. The TF pixels are coherently combined in the
likelihood ratio [80]

Λ =
p(x̃|h̃)
p(x̃|0)

, (7)

where p(x̃|h̃) is the joint probability of measuring the

data x̃ from the GW h̃, while p(x̃|0) is the probability of
obtaining this same data in the absence of any GW. For
a set of pixels {i},

p(x̃|h̃) = 1√
2π

exp
(
−1

2

∑
i

∣∣∣x̃[i]− Fh̃[i]
∣∣∣2) , (8)

and the log-likelihood ratio is then

L = logΛ =
1

2

∑
i

{∣∣∣x̃[i]∣∣∣2 − ∣∣∣x̃[i]− Fh̃[i]
∣∣∣2} . (9)

As the sky position of the source is assumed to be known
accurately, only the polarization angle Ψ is a free parame-
ter that can be arbitrarily chosen as the detector response
given in Eq. (2) is invariant under a rotation around the
wave propagation axis. As demonstrated in [84], a par-
ticular choice of this angle allows for a better-defined an-
tenna pattern basis, the so-called dominant polarization
frame, where the detector response is maximum for the
equivalent“plus”polarization and minimal for the orthog-
onal polarization. In this reference frame, the antenna
pattern functions f+, f× are orthogonal and the likelihood

ratio maximized on h̃, called the standard likelihood, has
the following expression:

ESL = 2L(h̃max) =
∑
i

{
|e+ · x̃[i]|2 + |e× · x̃[i]|2

}
, (10)

where e+ = f+/|f+|, e× = f×/|f×| and the · symbol de-
note the scalar product of one-dimensional vectors in the
detector space.
In practice, for each detector we time-shift the data

streams by the appropriate time delay δt, Fourier trans-
form overlapping short-duration segments of data that
have been previously Hann-windowed, calculate f+ and
f× in the dominant polarization frame, and divide all
quantities by the detector noise ASD before computing
the scalar product of Eq. (10). The frequency resolution
of the TF maps is set by the sampling frequency of the
GW data extracted from the detectors, and by the length
L of the segments that are Fourier transformed. The time
resolution of the TF maps is inversely constrained by this
same length; increasing L gives better frequency resolu-
tion but at the same time degrades the time resolution.
Working with overlapping segments allows to avoid this
constraint. For instance, all time-frequency maps con-
sidered in this paper have been generated with time and
frequency resolutions of 10ms × 10Hz. An example of a
coherent TF map obtained for the s20 CCSN GW signal
buried in noise of the LIGO-Virgo-KAGRA network is
given in Figure 2.

B. Signal tracking

We assume that among all the possible PNS modes,
the 2g2-mode (we follow the nomenclature of [31]) car-
ries most of the energy and that the dominant frequency
forms a ridge in the spectrogram. Hereafter we refer to
this mode simply as the g-mode. In [42] we demonstrated
that a simple time-frequency method is able to track the
ridge in a spectrogram taking into account the fact that
the frequency monotonically increases with time. The al-
gorithm performed well thanks to the fine frequency res-
olution given by the auto-regressive estimate of the local
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FIG. 2. Time-frequency map of standard likelihood for
∼ 2 s of LIGO, Virgo and KAGRA data containing the
CCSN GW signal s20 for a source at 5 kpc in the direction
RA=18.34 h, dec=-16.18 ° and a GPS time of arrival on Earth
t0=1325048418 s. Time starts at the time of the core bounce.

spectrum using 90% overlapping short segments. In the
coherent maps, however, the frequency of the modes is
spread over more bins, making this tracking algorithm
inefficient.

Here, we propose another algorithm based on a poly-
nomial fit of the dominant frequency. We consider for
each time bin ti the pixel of maximum intensity and we
record its frequency fi. We fit a regularized polynomial
to all those frequency values following the LASSO algo-
rithm [88]. This method fits a given set of data {ti, fi}
with a polynomial of arbitrary maximal degree p without
the risk of over-fitting thanks to the regularization con-
straint which causes most monomials to be identically
zero. The solution of the minimization problem are the
coefficients {γ̂i} that minimize

min
γ0,...,γp

||fi −
p∑

i=0

γit
i||22 + λ

p∑
i=0

|γi| , (11)

where λ is the regularization parameter and || ||2 is the
L2-norm. In the following we have used p = 10 and
λ = 1. For most CCSN signals considered in this study
this choice has resulted in less than five non-zero γi co-
efficients. To handle outlier data points, the regularized
polynomial regression is performed a second time after
removing the points that are more distant from the first
fit than the root-mean-square deviation. By interpola-
tion, we obtain a function f(t) which represents the time
evolution of the g-mode frequency as displayed in Figure
3.

As this tracking technique considers the pixels of max-
imum intensity over the entire time-frequency map, it
may be affected by some features of the map that de-
viate from the assumption of a single, continuous track.
To overcome this, an option is added to define a certain

FIG. 3. Application of the tracking algorithm to the stan-
dard likelihood map presented in Figure 2 (employing the s20
waveform buried in LIGO-Virgo-KAGRA noise). Blue circles
show pixels of maximum intensity at each time index. Black
dots are the results of the LASSO regression.

area of the map that will not be taken into account in
the LASSO regression. For example, in the case of the
waveforms with the most massive progenitors s25 and
s40, the linear analysis of [30, 89] has shown that the 2g2
mode interacts with the 2g3 mode in an avoided cross-
ing a few 100ms after bounce. The signature of this
additional mode is either a gap in the dominant g-mode
emission and/or a down-going secondary feature in the
spectrograms (see left panel of Figure 4). It is then possi-
ble to define a frequency band around this avoided cross-
ing (f ∈ [500, 700]Hz) that is left out of the fit. In the
case of the two waveforms extracted from the 3D simu-
lation, we observe a very energetic low-frequency compo-
nent (see right panel of Figure 4) which is a signature of
the standing accretion shock instability (SASI) [see, e.g.,
21–27, 90]. For this model we define the time band in
which the SASI is most energetic (t ∈ [0.45, 0.6]s) and
that is ignored for the fit.
In the context of this study there is no generic method

for selecting a region of the TF map that should be ig-
nored for the tracking. This would require an algorithm
that could track simultaneously different modes and it
has not been implemented in our pipeline. In the event
of an actual CCSN GW detection, we would have to elim-
inate ‘by eye’ the features that are clearly not related to
the g-mode (such as the low-frequency SASI emission).

C. Parameter estimation

The strategy to estimate the time evolution of the ra-
tio MPNS/R

2
PNS is similar to what we proposed in [42].

We first build a model that describes the ratio as func-
tion of the frequency f based on the subset of 18 out
of all the 25 1D simulations of [31] that were generated
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FIG. 4. Left: Time-frequency map of standard likelihood for ∼ 2 s of LIGO, Virgo and KAGRA data containing CCSN GW
signal s25 for a source at 2 kpc in the direction RA=18.34 h, dec=-16.18 ° and a GPS time of arrival on Earth t0=1325048418 s.
Time starts at the time of the core bounce. The pixels of maximum energy with frequencies between 500Hz and 700Hz do not
appear on the map as they are not taken into account by the tracking algorithm. Right: As the left panel but for waveform
s15-3Dp. Here it is the pixels between 0.45ms and 0.6ms that are not taken into account for tracking.

with the AENUS-ALCAR code. We parametrized the ratio
and frequency with a cubic polynomial regression with
heteroscedastic errors

r = β1f + β2f
2 + β3f

3 + ϵ

log σ = α0 + α1f + α2f
2 ,

(12)

where ϵ is a zero-mean Gaussian error term with a
frequency-dependent variance σ. Because we are con-
sidering the same set of 1D simulations, the fit of the
model obtained using the R-package lmvar [91] is pro-
viding the same α and β coefficients given in Table 2
of [42]. We can then inject the interpolated frequency
of the high-frequency ridge inside Eq. (12) to obtain an
estimate of the time evolution of the ratio r(t) as well as
95% confidence intervals.

VI. OBSERVATIONAL PROSPECTS

To assess the performance of the inference method, we
use the CCSN waveforms presented in Section IV in dif-
ferent detector network configurations and source loca-
tions. In all cases, we reconstruct the time evolution of
the ratio r(t) and compare it with the evolution of the ra-
tio MPNS/R

2
PNS provided by the CCSN simulation from

which the waveform was extracted. We define the cover-
age as the fraction of the true values that lie within the
95% confidence interval of the inferred values. This index
is used to quantify the precision of the ratio reconstruc-
tion. Figure 5 shows the time evolution of MPNS/R

2
PNS

in the CCSN simulation s20 along with the inferred ra-
tio obtained with the GW waveform injected to the data
of the LIGO-Virgo-KAGRA network for a source located
at 5 kpc in the direction of the Sagittarius constellation
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FIG. 5. Application of our parameter inference algorithm on
the same example used in Figure 2. The source is simulated
at 5 kpc in the direction RA=18.34 h, dec=-16.18 ° and de-
tected with the HLVKA network. Red markers show the time
evolution of the ratio MPNS/R

2
PNS as given by the simulation

from which the 2D waveform s20 has been extracted. Black
markers show the time evolution of the ratio estimated from
the high-frequency GW signal. The grey band shows the 95%
confidence intervals.

(RA=18.34 h, dec=-16.18 °). In this case all the true ra-
tios (in red) are inside the 95% band of the reconstructed
ratios (in black) and the coverage is equal to 1.

In the following we systematically report the median
value of the coverage for 100 different noise realisations
in the detectors.
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A. Inference distance

We first compare the evolution of the coverage as func-
tion of the distance to the source when using only the
two LIGO interferometers (HL) with the case of the full
LIGO-Virgo-KAGRA network (HLVKA). We consider a
fixed sky position for the source inside the Sagittarius
constellation, as Galactic CCSNe are expected from the
Galactic plane. We set this sky position to RA=18.34 h,
dec=-16.18 ° and we vary the distance to the source. As
the antenna patterns of one interferometer depend on
the direction of propagation of the GWs with respect to
the orientation of its arms, the Earth rotation modulates
the signal amplitude and thus affects the reconstruction
quality. We consider two cases, one favourable for the
HLVKA network and the other one unfavourable based
on the value of the equivalent antenna pattern of a net-
work composed of N detectors defined as

Feq =

√
1

N

∑
k∈network

(F k
+(

−→
Ω , t0)

2
+ F k

×(
−→
Ω , t0)

2
) , (13)

where
−→
Ω is the sky position of the source and t0 is the

arrival time of the GWs at the center of the Earth. The
favourable case corresponds to an arrival time that max-
imizes Feq for the fixed sky position, namely Feq ∼ 0.53
for t0=1325052478 s. Similarly, the unfavourable case
corresponds to the smallest value of Feq ∼ 0.38 obtained
for t0=1325077869 s. We point out that this definition of
favourable and unfavourable cases does not take into ac-
count the different sensitivities of the interferometers but
only their antenna patterns. Therefore, the favourable
case described here is not necessarily the best possible
scenario but only serves as a comparison with the second
case which is a less advantageous scenario.

Figure 6 shows the evolution of the coverage as a func-
tion of the distance to the source for the two different
arrival times considered. In the absence of signal, the
median coverage is null. The blue band on Figure 6 rep-
resents the 95th percentile of the coverage obtained for
1000 simulations with a waveform injected at a distance
of 106 kpc (‘no signal’ case). The upper limit of the band,
∼ 0.53, is an indication that for coverage values below
this value the ratio reconstruction should not be trusted.
In the rest of the paper we will consider that the ratio
is well reconstructed for coverage values above 0.8. The
two 3D waveforms and six of the eight 2D waveforms
exhibit the same monotonic behaviour with a coverage
equal to unity at close distances followed by a drop and
a convergence to zero at large distances. The quality of
the ratio reconstruction with the HLVKA network (solid
lines) is always better than with the HL network only
(dotted lines). This is the case for all waveforms with
the exception of s15S for which there is no clear differ-
ence in the favorable case. This confirms that having a
large multi-detector network increases the capabilities to
accurately estimate the PNS physical parameters. In the
favourable case (right panels), the ratio is reconstructed

Waveform Energy [M⊙c
2]

Distance reach [kpc]
unfavourable favourable
HL HLVKA HL HLVKA

s15-3De 1.75e-9 2.9 6.9 15.5 18.1
s15-3Dp 7.66e-10 2.7 6.3 15.0 17.0
s11 3.20e-9 5.5 11.6 16.3 18.4
s15 3.08e-8 20.1 38.2 58.4 66.1
s15S 8.38e-9 15.1 30.2 45.8 44.9
s15G 6.85e-9 14.9 32.4 44.3 52.4
s20 1.03e-8 11.6 23.1 32.3 36.3
s20S 2.68e-9 6.4 16.7 21.4 26.4
s25 9.26e-8 31.8 71.8 92.7 122.0
s40 4.51e-8 30.5 63.7 74.8 100.5

TABLE III. Gravitational-wave energy of all the waveforms
considered in this study and distance up to which the ratio
is reconstructed with a good accuracy (coverage greater than
0.8) for two different arrival times of the GW and in two
different network configurations (HL and HLVKA).

with a good precision (with a coverage greater to 0.8)
for distances up to Sagittarius A, the centre of the Milky
Way, including the low mass progenitor simulations. For
very energetic events, it would even be possible to infer
the physical parameters of the PNS at distances up to the
Large Magellanic Cloud in some cases (e.g. s15, s25 and
s40, the last two shown in the bottom panel of Figure 6).
The distances up to which the coverage remains greater

than 0.8 are reported in Table III for all waveforms and
both arrival times. As expected, the distance reach ap-
proximately scales with the total energy carried by the
GWs. The size of the detector network also matters, es-
pecially when none of the detectors’ orientation is optimal
for the source. In the favourable case there is an aver-
age ∼ 17% improvement of the distance reach with the
HLVKA network compared to HL only, while an improve-
ment of ∼ 118% in the unfavourable case is observed.
Remarkably, for almost all progenitor masses considered,
it will be possible to infer the physical parameters of the
PNS for a source within the Milky Way.
Another way to look at the performance of the infer-

ence method is to represent the coverage as function of
the signal-to-noise ratio (SNR) in the network of detec-
tors

SNRnet(w, d,
−→
Ω , t0) =

√∑
k

SNRk(w, d,
−→
Ω , t0)

2
(14)

where SNRk(w, d,
−→
Ω , t0) is the matched filter SNR of

waveform w in detector k for a source at a distance d,

with a sky position
−→
Ω and a time of arrival of the GWs

at the center of Earth t0. Using the signal injections of
the favourable case described above, we show in Figure 7
the evolution of the coverage as a function of the HLVKA
network SNR. We observe that the performance of our
method depends only slightly on the waveform consid-
ered and a network SNR between 27 and 40 is required
to make a reliable inference on the PNS physical param-
eters. The lower limit of the SNR is obtained for wave-



9

20 40 60 80 100 120
Distance [kpc]

0.0

0.2

0.4

0.6

0.8

1.0
C

ov
er

ag
e

SgrA* LMC

s15--3De
s15--3Dp
s11
s15
s15S
s15G
s20
s20S
no signal

20 40 60 80 100 120
Distance [kpc]

0.0

0.2

0.4

0.6

0.8

1.0

C
ov

er
ag

e

SgrA* LMC

s15--3De
s15--3Dp
s11
s15
s15S
s15G
s20
s20S
no signal

50 100 150 200 250
Distance [kpc]

0.0

0.2

0.4

0.6

0.8

1.0

C
ov

er
ag

e

SgrA* LMC

s25
s40
no signal

50 100 150 200 250
Distance [kpc]

0.0

0.2

0.4

0.6

0.8

1.0

C
ov

er
ag

e

SgrA* LMC

s25
s40
no signal

FIG. 6. Evolution of the median coverage as a function of distance to the source for eight 2D and two 3D CCSN waveforms
reconstructed with two second-generation GW detector networks. The sky position of the source is set in the direction of the
Sagittarius constellation, namely RA=18.34 h and dec=-16.18 °. For each waveform a solid line shows the smoothing splines
of the median coverage when the signal is injected in the HLVKA network while a dashed line is for the HL network. The
left (right) panel corresponds to a GW signal arrival time which is unfavourable (favourable) in the HLVKA network. In
the unfavourable (favourable) case the equivalent antenna pattern is Feq ∼ 0.38 (Feq ∼ 0.53). The upper panel displays the
results obtained with the two waveforms extracted from the 3D simulation and the first six waveforms from our test set of 2D
simulations, while the lower panel shows the remaining two 2D waveforms s25 and s40. The “no signal” line shows the median
coverage in the case where no signal is present in the data (source at a distance of 106 kpc). It is always strictly equal to 0 for
both the unfavourable and favourable cases. The blue band represents the 95th percentile of coverage over 1000 different noise
realisations for the ”no signal” case.

forms in which the majority of the GW energy is carried
out by the 2g2 mode (for instance waveform s20). This
SNRnet range corresponds to an individual LIGO Han-
ford SNR range of 17 − 22 which is comparable to the
detection performance (at 50% efficiency) of the coher-
ent Waveburst CCSN search pipeline reported in [16].

B. Effect of the number of detectors in the network

We now take a closer look at the effect of the Earth
rotation on the precision of the ratio reconstruction
and at the role played by the addition of each in-

terferometer in the network. We fix a sky position
for the source at the Galactic Center (RA=17h45m,

dec=−29◦00
′
, d=8.2 kpc) [92]. To simulate the rotation

of the Earth we vary the arrival time of the GWs on Earth
over a 24-hour period. For all the waveforms considered
the GW signal is injected in one of the following network
configurations HL, HLV, HLVK, HLVA or HLVKA. In the
left-hand panel of Figure 8, the median value of the cov-
erage obtained with waveform s20 is shown. Considering
the HL network formed by the almost co-aligned LIGO
Hanford and LIGO Livingston detectors as the reference
network, the addition of Virgo improves the reconstruc-
tion when HL is already performing at its best (t =6h
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FIG. 7. Evolution of the median coverage as a function of net-
work signal-to-noise ratio (SNR) for the 10 CCSN waveforms
injected in the network of second generation GW detectors
HLVKA. The sky position of the source is set in the direc-
tion RA=18.34 h, dec=-16.18 °, inside the Sagittarius constel-
lation.

and t =12h) and covers a time window where HL is to-
tally blind to a signal (between t =16 and t =19h). The
LIGO Aundha detector allows for the optimal reconstruc-
tion of the signal between t =6h and t =9h, during which
none of the other detectors are observing well. On the
other hand, it seems that the KAGRA detector is barely
contributing to the overall performance. This is partly
due to the specific waveform model we use in this exam-
ple as when using a waveform such as s20 which has been
obtained from a 2D CCSN simulation, only the plus po-
larization is available and in that case the cross antenna
pattern of the interferometers do not play any role in the
analysis. This happens to disfavour KAGRA as its cross
antenna pattern is the strongest when the two LIGO and
Virgo are in a blind spot. To check this we plot on the
right-hand panel of Figure 8 the coverage obtained with
the 3D waveform s15-3De, where the two polarizations
are active, over a 24-hour period. The results obtained,
however, do not show any clear evidence of the effect of
the cross polarization. This comparison seems to indicate
that the lower sensitivity of KAGRA is ultimately the de-
termining factor for its minor contribution to a network
of second-generation detectors.

Table IV reports the fraction, averaged over 24 hours,
of the coverage greater than 0.8 for each waveform and
each network configuration considered. Adding Virgo to
the HL network consistently gives better results with an
average improvement of ∼ 25% for the 3 less energetic
waveforms s15-3De, s15-3Dp and s11. This average im-
provement increases to ∼ 51% when using HLVKA net-
work compared to HL only.

Waveform HL HLV HLVK HLVA HLVKA
s15-3De 0.63 0.77 0.77 0.90 0.98
s15-3Dp 0.67 0.85 0.77 0.92 0.94
s11 0.52 0.65 0.65 0.81 0.81
s15 1.0 1.0 1.0 1.0 1.0
s15S 0.96 0.98 0.98 1.0 1.0
s15G 0.96 0.98 1.0 1.0 1.0
s20 0.88 0.94 0.98 0.98 1.0
s20S 0.60 0.73 0.75 0.90 0.90
s25 1.0 1.0 1.0 1.0 1.0
s40 1.0 1.0 1.0 1.0 1.0

TABLE IV. Fraction of the coverage greater than 0.8 for ar-
rival times of the GWs spanning a 24-hour period with dif-
ferent network configurations. For each arrival time and each
network configuration the CCSN is simulated at the center of

the Milky Way (RA=17h45m, dec=−29◦00
′
, d=8.2 kpc).

C. Results with third generation detectors

As it has been discussed in Section VIB, second-
generation ground-based detectors will be able to accu-
rately reconstruct the ratio MPNS/R

2
PNS for a CCSN lo-

cated at a distance of up to a few tens of kpc. This limit
depends mainly on the sensitivities of the interferometers
and constrains the observational prospects to the Milky
Way only. With the construction of the third-generation
ground-based detectors Einstein Telescope [9] and Cos-
mic Explorer [10], it will be possible to explore a larger
volume of the Universe (see Figure 1). In the case of ET,
the three interferometers6 are combined in the likelihood
function such that ET can be used alone to apply the
coherent analysis method.
To assess the gain brought to the PNS inference by

third-generation detectors, we repeat the analysis de-
scribed in Section VIA with a fixed source position set
in the direction of the Andromeda Galaxy (RA=0.71 h,
dec=41.27 °) [93]. For that sky location and for a network
composed of three detectors (ET-CE20-CE40) we define
again two cases corresponding to two different times of ar-
rival of the GWs (favourable case t0=1325113218 s, F+

eq ∼
0.60 and unfavourable case t0=1325062818 s, F+

eq ∼ 0.21).
The results obtained are shown in Figure 9. The time
evolutions of the coverage with the distance are similar
to those obtained with the second-generation detectors.
However, the typical distance range is now one order
of magnitude larger. In the favourable case the cover-
age remains greater than 0.8 up to the distance of the
Large Magellanic Cloud for all the eight waveforms used.
Therefore, with this new generation of detectors we will
be able to observe the GWs and infer physical parameters
for a CCSN that takes place in one of the dwarf galaxies
around the Milky Way. According to our findings, unless

6 The triangular configuration of the Einstein Telescope has actu-
ally 2 interferometers in each of triangle sides but for simplicity
we assume they are equivalent to a single one.
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FIG. 8. Evolution over 24 hours of the median coverage for a CCSN source located at the center of the Milky Way (RA=17h45m,

dec=−29◦00
′
, d=8.2 kpc) and for different arrival times of the GWs. The data employed correspond to the s20 (left) and s15-

3De (right) waveforms. Each color represents a different network configuration, HL, HLV, HLVK, HLVA and HLVKA, as
indicated in the legends.

the GW signal emitted by a CCSN is much more ener-
getic than expected, the Andromeda galaxy remains out
of reach even for third-generation detectors. This obser-
vational limitation is consistent with the results of [94] in
which the authors show that even with optimized third
generation interferometers, the detection range remains
bound to the Milky Way and its satellite dwarf galaxies.

To complete the observational prospects with third-
generation detectors, we have simulated the GW emis-
sion of CCSN explosions occurring at the center of the 40
nearest dwarf galaxies extracted from the Simbad cata-
logue [95]. We compare the average coverage for arrival
times of the GWs spanning over a 24-hour period ob-
tained in different detector configurations: ET alone, the
two CE antennae (CE20-CE40) and the complete net-
work (ET-CE20-CE40). Table V shows, for each nearby
galaxy and each network configuration, the fraction of
coverage larger than 0.8 obtained with the CCSN wave-
form s20, chosen as an illustrative case. For example, if
a CCSN occurs in the Large Magellanic Cloud there is
a 25% chance that the pipeline will not provide an ac-
curate reconstruction of the ratio MPNS/R

2
PNS using the

two CE interferometers and ET separately. The pipeline
will give precise results 100% of the time with the com-
bined network ET-CE20-CE40.
While the CE20-CE40 network yields only slightly bet-
ter results than ET when used independently (∼ 1%
improvement only on the 20 nearest galaxies), there is
a mean improvement of around 20% when all third-
generation detectors are observing together. If we con-
sider the distance at which the mean coverage is larger
than 0.8, then the full network ET-CE20-CE40. allows
for the estimation of the PNS parameters at a distance
twice as large than considering ET or the CE20-CE40
network alone.

VII. CONCLUSIONS

The complexity of the physics involved in the explosion
and the opacity of its environment at the onset of the
collapse make the fate of massive stars rather difficult to
study with electromagnetic observations. The GW signal
emitted in those events, although weak, provides unper-
turbed information about the dynamics of the explosion.
If a Galactic CCSN happens when the current generation
of GW detectors are acquiring data, one should be able
to reconstruct a large fraction of the highly stochastic
GW signal, estimate the total GW energy emitted and
measure the GW signal spectrum. The next step is to
infer some properties of the progenitor and of the com-
pact remnant, as proposed in [31, 34], which demonstrate
that the time evolution of the buoyancy-driven g-mode
excitations are linked to the physical properties of the
compact remnant through universal relations. Building
on the proof-of-principle study we initiated in [42], we
have presented in this paper a realistic CCSN inference
pipeline that allows to analyze coherently the data of a
multi-detector network to extract PNS physical param-
eters from the collected GW data. More precisely, we
use a standard likelihood function to combine the data
from two or more GW detectors and build time-frequency
maps in which the PNS oscillation modes are tracked
with a LASSO regression algorithm. Focusing on the
main g-mode, we have shown that the algorithm is able
to measure the time evolution ofMPNS/R

2
PNS and its 95%

confidence interval. To quantify the quality of the esti-
mation we use the fraction of true values that are within
the 95% confidence interval. This index allows us to eval-
uate the maximal distance at which we could reconstruct
physical parameters of the PNS in different GW detector
network configurations. This depends on the arrival time
of the signal on Earth, or on how large is the detector’s
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FIG. 9. Evolution of the median coverage as a function of the distance to the source for eight 2D and two 3D CCSN waveforms
reconstructed with a network of third-generation GW detectors composed of ET and two CE interferometers (ET-CE20-CE40).
The sky position of the source is set in the direction of the Andromeda Galaxy (RA=0.71 h, dec=41.27 °). The left (right) panel
corresponds to an unfavourable (favourable) GW signal arrival time. In the unfavourable (favourable) case the equivalent ’+’
antenna pattern is F+

eq ∼ 0.208 (F+
eq ∼ 0.598). The “no signal” line shows the median coverage in the case where no signal is

present in the data (source at a distance of 106 kpc). It is strictly zero for both the unfavourable and favourable cases. The
blue band represents the 95th percentile of coverage over 1000 different noise realisations for the “no signal” case.

response to the signal. We have shown that, on aver-
age, the current generation of detectors at their design
sensitivities are capable of measuring MPNS/R

2
PNS of a

Galactic CCSN for most of the progenitors considered in
the study. We have also studied the gain of having a large
network of second-generation detectors on Earth, show-
ing that the five detector network (three LIGOs, Virgo
and KAGRA) consistently improves the performance of
our pipeline with respect to smaller combinations of de-
tectors. We point out that the different duty cycles of
each of the second generation GW interferometers do not
always allow a coherent analysis with the complete net-
work. For example, during the O3b run both LIGO inter-
ferometers and Virgo operated simultaneously for 51%
of the time [96]. A larger number of detectors would nat-
urally increase the coincident operation times and thus
further improve the observational prospects. Finally, we
have repeated the analysis for a network composed of the
planned third-generation detectors, Einstein Telescope
and Cosmic Explorer. ET in its triangular configura-
tion is composed of three co-located detectors, allowing
to estimate by itself the physical parameters for a CCSN
source several hundreds of kpc from Earth. Our results
also indicate that a network with the two CE detectors
yields a similar performance and that a global network
of the three third-generation detectors (CE20-CE40-ET)
would typically double the distance reach.

We end by pointing out that devising a more advanced
tracking algorithm than the one used in this paper is de-
sirable. This should help to better reconstruct the os-
cillation frequency spectrum of the PNS when modes
other than the 2g2 mode are also carrying significant
amounts of GW energy. The spectrograms constructed

from CCSN numerical simulations show that this might
be particularly important for tracking a downward sec-
ondary feature associated to the 2g3 mode and its avoided
crossing with the dominant 2g2 mode. In addition, recon-
structing the signature of the SASI, at lower frequencies,
is also potentially interesting and could provide informa-
tion about the time evolution of the shock radius and
about the total mass inside the shock using universal re-
lations.
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Galaxy name Distance [kpc] RA [h] dec [°] CE20-CE40 ET CE20-CE40-ET
Sagittarius 20 18.91753 -30.47833 0.96 0.92 1.0
Segue 1 23 10.11756 16.07361 0.92 0.92 1.0

Tucana III 25 23.94333 -59.6 0.96 0.83 1.0
Hydrus I 27.6 2.49261 -79.3089 0.92 0.88 1.0
Carina III 27.8 7.642 -57.89972 0.88 0.92 1.0

Triangulum II 30 2.22150 36.17844 0.88 0.88 1.0
Reticulum II 32 3.59503 -54.04917 0.88 0.84 1.0
Ursa Major II 34.7 8.85833 63.13 0.88 0.84 1.0

Segue 2 35 2.32111 20.17528 0.67 0.84 1.0
Carina II 36.2 7.60711 -57.99917 0.88 0.79 1.0

Coma Berenices 42 12.44972 23.90417 0.79 0.79 1.0
Boötes II 42 13.96667 12.85000 0.79 0.83 1.0
Willman 1 45 10.82250 51.05 0.79 0.79 1.0
Boötes III 50 13.95206 26.775 0.79 0.79 1.0

Large Magellanic Cloud 50 5.39294 -69.75611 0.75 0.75 1.0
Tucana II 58 22.86531 -58.56889 0.75 0.67 0.92

Small Magellanic Cloud 60 0.87722 -72.80028 0.67 0.71 1.0
Ursa Minor 60 15.15316 67.21436 0.71 0.71 0.92

Boötes 66 14.0000 14.5000 0.71 0.71 0.92
Draco 80 17.33732 57.92122 0.63 0.63 0.83

Sculptor 84.3 1.00261 -33.70889 0.67 0.58 1.0
Horologium I 87 2.92547 -54.11889 0.63 0.54 0.92

Sextans 90 10.21747 -1.614722 0.63 0.54 0.88
Ursa Major I 97.3 10.58133 51.92 0.58 0.5 0.83

Carina 100 6.69353 -50.96611 0.58 0.5 0.83
Aquarius II 107.9 22.5654 -9.328 0.5 0.42 0.79

Grus I 120 22.9451 -50.1633 0.46 0.29 0.75
Fornax 140 2.6665 -34.4492 0.42 0.13 0.54
Hercules 150 16.5172 12.7917 0.38 0.13 0.54

Canes Venatici II 160 12.9527 34.3200 0.33 0.08 0.46
Leo IV 160 11.5492 -0.5333 0.33 0.04 0.46
Pisces II 180 22.9753 5.9525 0.21 0.04 0.42
Leo V 180 11.5193 2.2200 0.25 0 0.375

Pegasus III 210 22.4063 5.4200 0.17 0 0.17
Canes Venatici I 220 13.4676 33.5559 0.13 0 0.13

Leo II 250 11.2245 22.1528 0 0 0
Leo I 260 10.1411 12.3065 0 0 0
Leo T 420 9.5815 17.0514 0 0 0

Phoenix V 520 0.9916 32.3767 0 0 0
Pisces V 520 0.9916 32.3767 0 0 0

TABLE V. Fraction of the coverage larger than 0.8 for arrival times of the GW spanning over a 24-hour period. Sources are
located at the center of 40 nearby galaxies to the Earth and the data are obtained using the s20 waveform as an illustrative
example.

[1] B. P. Abbott et al. (LIGO Scientific, Virgo), Phys. Rev.
Lett. 116, 061102 (2016), arXiv:1602.03837 [gr-qc].

[2] B. P. Abbott et al. (LIGO Scientific, Virgo), Phys. Rev.
Lett. 119, 161101 (2017), arXiv:1710.05832 [gr-qc].

[3] B. P. Abbott et al. (LIGO Scientific, Virgo, Fermi-
GBM, INTEGRAL), Astrophys. J. Lett. 848, L13 (2017),
arXiv:1710.05834 [astro-ph.HE].

[4] B. P. Abbott et al. (LIGO Scientific, Virgo, Fermi
GBM, INTEGRAL, IceCube, AstroSat Cadmium Zinc
Telluride Imager Team, IPN, Insight-Hxmt, ANTARES,
Swift, AGILE Team, 1M2H Team, Dark Energy Camera
GW-EM, DES, DLT40, GRAWITA, Fermi-LAT, ATCA,
ASKAP, Las Cumbres Observatory Group, OzGrav,
DWF (Deeper Wider Faster Program), AST3, CAAS-

TRO, VINROUGE, MASTER, J-GEM, GROWTH,
JAGWAR, CaltechNRAO, TTU-NRAO, NuSTAR, Pan-
STARRS, MAXI Team, TZAC Consortium, KU, Nordic
Optical Telescope, ePESSTO, GROND, Texas Tech
University, SALT Group, TOROS, BOOTES, MWA,
CALET, IKI-GW Follow-up, H.E.S.S., LOFAR, LWA,
HAWC, Pierre Auger, ALMA, Euro VLBI Team, Pi of
Sky, Chandra Team at McGill University, DFN, AT-
LAS Telescopes, High Time Resolution Universe Survey,
RIMAS, RATIR, SKA South Africa/MeerKAT), Astro-
phys. J. Lett. 848, L12 (2017), arXiv:1710.05833 [astro-
ph.HE].

[5] J. Aasi et al. (LIGO Scientific Collaboration), Class.
Quant. Grav. 32, 074001 (2015), arXiv:1411.4547 [gr-qc].

http://dx.doi.org/10.1103/PhysRevLett.116.061102
http://dx.doi.org/10.1103/PhysRevLett.116.061102
http://arxiv.org/abs/1602.03837
http://dx.doi.org/10.1103/PhysRevLett.119.161101
http://dx.doi.org/10.1103/PhysRevLett.119.161101
http://arxiv.org/abs/1710.05832
http://dx.doi.org/10.3847/2041-8213/aa920c
http://arxiv.org/abs/1710.05834
http://dx.doi.org/10.3847/2041-8213/aa91c9
http://dx.doi.org/10.3847/2041-8213/aa91c9
http://arxiv.org/abs/1710.05833
http://arxiv.org/abs/1710.05833
http://dx.doi.org/10.1088/0264-9381/32/7/074001
http://dx.doi.org/10.1088/0264-9381/32/7/074001
http://arxiv.org/abs/1411.4547


14

[6] F. Acernese et al. (Virgo Collaboration), Class. Quant.
Grav. 32, 024001 (2015), arXiv:1408.3978 [gr-qc].

[7] Y. Aso, Y. Michimura, K. Somiya, M. Ando,
O. Miyakawa, T. Sekiguchi, D. Tatsumi, and H. Ya-
mamoto (KAGRA), Phys. Rev. D 88, 043007 (2013),
arXiv:1306.6747 [gr-qc].

[8] B. P. Abbott et al. (KAGRA, LIGO Scientific, Virgo,
VIRGO), Living Rev. Rel. 21, 3 (2018), arXiv:1304.0670
[gr-qc].

[9] M. Punturo et al., Class. Quant. Grav. 27, 084007 (2010).
[10] D. Reitze et al., Bull. Am. Astron. Soc. 51, 035 (2019),

arXiv:1907.04833 [astro-ph.IM].
[11] K. Ackley et al., PASA 37, e047 (2020), arXiv:2007.03128

[astro-ph.HE].
[12] M. A. Sedda, C. P. L. Berry, K. Jani, P. Amaro-Seoane,

P. Auclair, J. Baird, T. Baker, E. Berti, K. Breivik,
A. Burrows, C. Caprini, X. Chen, D. Doneva, J. M.
Ezquiaga, K. E. S. Ford, M. L. Katz, S. Kolkowitz,
B. McKernan, G. Mueller, G. Nardini, I. Pikovski, S. Ra-
jendran, A. Sesana, L. Shao, N. Tamanini, D. Vartanyan,
N. Warburton, H. Witek, K. Wong, and M. Zevin, Clas-
sical and Quantum Gravity 37, 215011 (2020).

[13] K. Rozwadowska, F. Vissani, and E. Cappellaro, New
Astronomy 83, 101498 (2021), arXiv:2009.03438 [astro-
ph.HE].

[14] S. Al Kharusi et al. (SNEWS), New J. Phys. 23, 031201
(2021), arXiv:2011.00035 [astro-ph.HE].

[15] S. E. Gossan, P. Sutton, A. Stuver, M. Zanolin, K. Gill,
and C. D. Ott, Phys. Rev. D 93, 042002 (2016).
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M. Obergaulinger, P. Cerdá-Durán, N. Christensen, J. A.
Font, and R. Meyer, Phys. Rev. D 103, 063006 (2021),
arXiv:2012.00846 [gr-qc].

[43] M. Saleem et al., Class. Quant. Grav. 39, 025004 (2022),
arXiv:2105.01716 [gr-qc].

[44] B. Abbott et al., Living Rev Relativ 23 (2020),
https://doi.org/10.1007/s41114-020-00026-9,
arXiv:1304.0670 [gr-qc].

[45] M. Evans et al., arXiv e-prints (2021), arXiv:2109.09882
[astro-ph.IM].

[46] LIGO Scientific Collaboration,“LIGO Algorithm Library
- LALSuite,” free software (GPL) (2018).

[47] S. Borhanian, Class. Quant. Grav. 38, 175014 (2021),
arXiv:2010.15202 [gr-qc].

[48] W. Anderson, P. R. Brady, D. Chin, J. D. E.
Creighton, K. Riles, and W. J. T., “Beam Pat-
tern Response Functions and Times of Arrival for
Earthbound Interferometer,” <https://dcc.ligo.org/

cgi-bin/DocDB/DocumentDatabase/> (2001), lIGO In-
ternal Document, T010110.

[49] L. Barsotti, L. McCuller, P. Fritschel, and M. Evans,
LIGO-T1800042 (2018).

[50] S. Hild, M. Abernathy, F. Acernese, P. Amaro-Seoane,

http://dx.doi.org/10.1088/0264-9381/32/2/024001
http://dx.doi.org/10.1088/0264-9381/32/2/024001
http://arxiv.org/abs/1408.3978
http://dx.doi.org/10.1103/PhysRevD.88.043007
http://arxiv.org/abs/1306.6747
http://dx.doi.org/10.1007/s41114-020-00026-9
http://arxiv.org/abs/1304.0670
http://arxiv.org/abs/1304.0670
http://dx.doi.org/10.1088/0264-9381/27/8/084007
http://arxiv.org/abs/1907.04833
http://dx.doi.org/10.1017/pasa.2020.39
http://arxiv.org/abs/2007.03128
http://arxiv.org/abs/2007.03128
http://dx.doi.org/ 10.1088/1361-6382/abb5c1
http://dx.doi.org/ 10.1088/1361-6382/abb5c1
http://dx.doi.org/10.1016/j.newast.2020.101498
http://dx.doi.org/10.1016/j.newast.2020.101498
http://arxiv.org/abs/2009.03438
http://arxiv.org/abs/2009.03438
http://dx.doi.org/10.1088/1367-2630/abde33
http://dx.doi.org/10.1088/1367-2630/abde33
http://arxiv.org/abs/2011.00035
http://dx.doi.org/ 10.1103/physrevd.93.042002
http://dx.doi.org/10.1103/PhysRevD.104.102002
http://arxiv.org/abs/2104.06462
http://arxiv.org/abs/2104.06462
http://dx.doi.org/10.48550/arXiv.2302.07092
http://dx.doi.org/10.48550/arXiv.2302.07092
http://arxiv.org/abs/2302.07092
http://dx.doi.org/ 10.3847/1538-4357/abfb65
http://dx.doi.org/ 10.3847/1538-4357/abfb65
http://dx.doi.org/ 10.1007/978-981-15-4702-7_21-1
http://arxiv.org/abs/2205.13438
http://dx.doi.org/ 10.3847/2041-8213/ab191a
http://arxiv.org/abs/1812.07703
http://dx.doi.org/10.3847/2041-8205/829/1/L14
http://dx.doi.org/10.3847/2041-8205/829/1/L14
http://arxiv.org/abs/1605.09215
http://arxiv.org/abs/1605.09215
http://dx.doi.org/10.1088/2041-8205/779/2/L18
http://arxiv.org/abs/1310.8290
http://dx.doi.org/10.1093/mnras/stz1304
http://dx.doi.org/10.1093/mnras/stz1304
http://dx.doi.org/10.1093/mnras/stz1304
http://arxiv.org/abs/https://academic.oup.com/mnras/article-pdf/487/1/1178/28753300/stz1304.pdf
http://arxiv.org/abs/https://academic.oup.com/mnras/article-pdf/487/1/1178/28753300/stz1304.pdf
http://dx.doi.org/10.1093/mnras/stx618
http://arxiv.org/abs/1607.05199
http://dx.doi.org/10.1088/0004-637X/766/1/43
http://dx.doi.org/10.1088/0004-637X/766/1/43
http://arxiv.org/abs/1210.6984
http://dx.doi.org/10.1088/0004-637X/707/2/1173
http://dx.doi.org/10.1088/0004-637X/707/2/1173
http://arxiv.org/abs/0907.4762
http://dx.doi.org/10.3847/1538-4357/aac5f1
http://arxiv.org/abs/1801.01914
http://arxiv.org/abs/1801.01914
http://dx.doi.org/10.3847/1538-4357/abafac
http://dx.doi.org/10.3847/1538-4357/abafac
http://arxiv.org/abs/2007.07261
http://dx.doi.org/10.1093/mnras/stx3067
http://arxiv.org/abs/1708.01920
http://dx.doi.org/10.1103/PhysRevLett.123.051102
http://dx.doi.org/10.1103/PhysRevLett.123.051102
http://arxiv.org/abs/1902.10048
http://dx.doi.org/10.1103/PhysRevD.99.123024
http://arxiv.org/abs/1906.04354
http://arxiv.org/abs/1906.04354
http://dx.doi.org/10.1103/PhysRevD.96.063005
http://arxiv.org/abs/1708.03738
http://arxiv.org/abs/1708.03738
http://dx.doi.org/10.1103/PhysRevD.104.123009
http://dx.doi.org/10.1103/PhysRevD.104.123009
http://arxiv.org/abs/2110.03131
http://dx.doi.org/10.1103/PhysRevD.80.102004
http://dx.doi.org/10.1103/PhysRevD.80.102004
http://arxiv.org/abs/0909.1093
http://dx.doi.org/ 10.1103/PhysRevD.86.044023
http://arxiv.org/abs/1202.3256
http://arxiv.org/abs/1202.3256
http://dx.doi.org/ 10.1103/PhysRevD.94.123012
http://dx.doi.org/ 10.1103/PhysRevD.94.123012
http://dx.doi.org/10.1093/mnras/stac698
http://arxiv.org/abs/2110.12941
http://dx.doi.org/10.1093/mnras/stz2307
http://dx.doi.org/10.1093/mnras/stz2307
http://dx.doi.org/10.1093/mnras/stz2307
http://arxiv.org/abs/https://academic.oup.com/mnras/article-pdf/489/2/2227/29592223/stz2307.pdf
http://arxiv.org/abs/https://academic.oup.com/mnras/article-pdf/489/2/2227/29592223/stz2307.pdf
http://dx.doi.org/10.1093/mnras/stac383
http://dx.doi.org/10.1093/mnras/stac383
http://dx.doi.org/10.1093/mnras/stac383
http://arxiv.org/abs/https://academic.oup.com/mnras/article-pdf/512/2/2806/43158747/stac383.pdf
http://arxiv.org/abs/https://academic.oup.com/mnras/article-pdf/512/2/2806/43158747/stac383.pdf
http://dx.doi.org/10.1103/PhysRevD.105.063018
http://dx.doi.org/10.1103/PhysRevD.103.063006
http://arxiv.org/abs/2012.00846
http://dx.doi.org/10.1088/1361-6382/ac3b99
http://arxiv.org/abs/2105.01716
http://dx.doi.org/ https://doi.org/10.1007/s41114-020-00026-9
http://dx.doi.org/ https://doi.org/10.1007/s41114-020-00026-9
http://arxiv.org/abs/1304.0670
http://arxiv.org/abs/2109.09882
http://arxiv.org/abs/2109.09882
http://dx.doi.org/10.7935/GT1W-FZ16
http://dx.doi.org/10.7935/GT1W-FZ16
http://dx.doi.org/10.1088/1361-6382/ac1618
http://arxiv.org/abs/2010.15202
<https://dcc.ligo.org/cgi-bin/DocDB/DocumentDatabase/>
<https://dcc.ligo.org/cgi-bin/DocDB/DocumentDatabase/>
https://dcc.ligo.org/LIGO-T1800042/public


15

N. Andersson, K. Arun, F. Barone, B. Barr, M. Barsug-
lia, M. Beker, and et al., Class. Quant. Grav. 28, 094013
(2011).

[51] V. Srivastava, D. Davis, K. Kuns, P. Landry, S. Ballmer,
M. Evans, E. D. Hall, J. Read, and B. S. Sathyaprakash,
Astrophys. J. 931, 22 (2022), arXiv:2201.10668 [gr-qc].

[52] B. O’Reilly, M. Branchesi, S. Haino, G. Gemme,
M. Coughlin, and L. Singer, LIGO-T2000012-v1 (2020).

[53] L. Tartaglia et al., The Astrophysical Journal 853, 62
(2018).

[54] B. J. Shappee et al., The Astrophysical Journal 788, 48
(2014).

[55] E. C. Bellm et al., Publications of the Astronomical So-
ciety of the Pacific 131, 018002 (2018).

[56] K. C. Chambers et al., arXiv e-prints , arXiv:1612.05560
(2016), arXiv:1612.05560 [astro-ph.IM].

[57] B. P. Abbott et al. (LIGO Scientific, Virgo), Phys. Rev.
D 101, 084002 (2020), arXiv:1908.03584 [astro-ph.HE].

[58] K. Gill, G. Hosseinzadeh, E. Berger, M. Zanolin, and
M. Szczepanczyk, arXiv e-prints , arXiv:2201.03609
(2022), arXiv:2201.03609 [astro-ph.HE].

[59] B. L. Barker, C. E. Harris, M. L. Warren, E. P.
O’Connor, and S. M. Couch, Astrophys. J. 934, 67
(2022), arXiv:2102.01118 [astro-ph.HE].

[60] S. Fukuda et al., Nuclear Instruments and Methods in
Physics Research Section A: Accelerators, Spectrometers,
Detectors and Associated Equipment 501, 418 (2003).

[61] R. Abbasi et al., Nuclear Instruments and Methods in
Physics Research Section A: Accelerators, Spectrometers,
Detectors and Associated Equipment 601, 294 (2009).

[62] S. Adrián-Mart́ınez et al., Journal of Physics G: Nuclear
and Particle Physics 43, 084001 (2016).

[63] M. Aglietta et al., Nuovo Cimento A Serie 105, 1793
(1992).

[64] G. Alimonti et al., Nuclear Instruments and Methods in
Physics Research Section A: Accelerators, Spectrometers,
Detectors and Associated Equipment 600, 568 (2009).

[65] A. Gando, Y. Gando, T. Hachiya, A. Hayashi,
S. Hayashida, H. Ikeda, et al., Phys. Rev. Lett. 117,
082503 (2016).

[66] F. An et al., Journal of Physics G: Nuclear and Particle
Physics 43, 030401 (2016).

[67] M. Chen, Nuclear Physics B - Proceedings Supplements
145, 65 (2005), nOW 2004.

[68] V. V. Kuzminov, European Physical Journal Plus 127,
113 (2012).

[69] K. Abe et al. (Hyper-Kamiokande), arXiv (2018),
arXiv:1805.04163 [physics.ins-det].

[70] B. Abi et al. (DUNE), arXiv (2020), arXiv:2002.03005
[hep-ex].

[71] K. S. Hirata, T. Kajita, M. Koshiba, M. Nakahata,
Y. Oyama, N. Sato, et al., Phys. Rev. D 38, 448 (1988).

[72] R. M. Bionta, G. Blewitt, C. B. Bratton, D. Casper,
A. Ciocio, R. Claus, et al., Phys. Rev. Lett. 58, 1494
(1987).

[73] G. Pagliaroli, F. Vissani, E. Coccia, and W. Fulgione,

Phys. Rev. Lett. 103, 031102 (2009).
[74] F. Halzen and G. G. Raffelt, Phys. Rev. D 80, 087301

(2009).
[75] K. Abe et al. (Super-Kamiokande), Astropart. Phys. 81,

39 (2016), arXiv:1601.04778 [astro-ph.HE].
[76] S. E. Woosley, A. Heger, and T. A. Weaver, Reviews of

Modern Physics 74, 1015 (2002).
[77] S. E. Woosley and A. Heger, Phys. Rep. 442, 269 (2007),

astro-ph/0702176.
[78] O. Just, M. Obergaulinger, and H.-T. Janka,

Mon. Not. Roy. Astron. Soc. 453, 3386 (2015),
arXiv:1501.02999.

[79] Y. Gürsel and M. Tinto, Phys. Rev. D 40, 3884 (1989).
[80] E. E. Flanagan and S. A. Hughes, Phys. Rev. D 57, 4566

(1998), arXiv:gr-qc/9710129.
[81] P. Jaranowski, A. Krolak, and B. F. Schutz, Phys. Rev.

D 58, 063001 (1998), arXiv:gr-qc/9804014.
[82] A. Pai, S. Dhurandhar, and S. Bose, Phys. Rev. D 64,

042004 (2001), arXiv:gr-qc/0009078.
[83] W. G. Anderson, P. R. Brady, J. D. E. Creighton,

and E. E. Flanagan, Phys. Rev. D 63, 042003 (2001),
arXiv:gr-qc/0008066.

[84] S. Klimenko, S. Mohanty, M. Rakhmanov, and G. Mit-
selmakher, Phys. Rev. D 72, 122002 (2005), arXiv:gr-
qc/0508068.

[85] P. J. Sutton et al., New J. Phys. 12, 053034 (2010),
arXiv:0908.3665 [gr-qc].

[86] I. W. Harry and S. Fairhurst, Phys. Rev. D 83, 084002
(2011), arXiv:1012.4939 [gr-qc].

[87] S. Klimenko et al., Phys. Rev. D 93, 042004 (2016),
arXiv:1511.05999 [gr-qc].

[88] R. Tibshirani, Journal of the Royal Statistical Society.
Series B (Methodological) 58, 267 (1996).
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