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#### Abstract

Many models of infectious disease ignore the underlying contact structure through which the disease spreads. However, in order to evaluate the efficacy of certain disease control interventions, it may be important to include this network structure. We present a network modeling framework of the spread of disease and a methodology for inferring important model parameters, such as those governing network structure and network dynamics, from readily available data sources. This is a general and flexible framework with wide applicability to modeling the spread of disease through sexual or close contact networks. To illustrate, we apply this modeling framework to evaluate HIV control programs in sub-Saharan Africa, including programs aimed at concurrent partnership reduction, reductions in risky sexual behavior, and scale up of HIV treatment.
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## 1 Introduction

Infectious diseases such as HIV and other sexually transmitted diseases, tuberculosis, and hepatitis B pose a significant global health burden [41, 43]. However, funds for controlling such diseases fall far short of estimated need. Model-based analyses can quantify the effectiveness and cost-effectiveness of alternative control methods and thus help policy makers make the best use of limited resources for controlling infectious disease. To be useful to policy makers, a model must include sufficient detail to accurately reflect the evolution of a disease in the population and to capture the aspects of disease progression and/or transmission that a disease control policy may seek to modify. While many detailed models of disease transmission and progression exist for a variety of infectious diseases (e.g., see [2]), they often ignore the underlying contact network through which these diseases spread. However, interventions for the control of many infectious diseases, particularly sexually transmitted diseases, aim to modify the contact network or target the behavior of specific individuals in the network. To accurately evaluate the effects of such interventions, a model of the contact network is needed.

[^0]For a given population and disease, a complete network dataset is rarely available. The few existing network datasets reflect the structure of very specific communities (e.g., [15, 18, 28, $40,44]$ ) and may not generalize to other populations. Furthermore, network datasets typically only provide a snapshot of the network structure at a particular instant in time; however, contact networks are dynamic. In order to construct an infectious disease model that incorporates contact structure, one must infer both network structure and network dynamics from incomplete data.

Network models have been developed to simulate the spread of a variety of sexually transmitted diseases [10, 17, 20, 25, 36]. These models are often based on stylized network structures rather than empirically derived degree distributions (e.g., [17, 36]). Furthermore, many network models ignore potentially important details of disease and demographic dynamics, often assuming a susceptible-infected disease model and a closed population (e.g., $[10,20,25]$ ). This simplifies calculations but may not appropriately reflect the spread of the disease in a population over time.

In this paper we present a method for modeling network structure and dynamics using readily available metrics. We illustrate these ideas by describing a network-based modeling framework that captures the spread of a sexually transmitted disease in a heterosexual partnership network in an open population (Section 2). Using this framework, we developed a model to evaluate the effectiveness and cost-effectiveness of programs in sub-Saharan Africa that aim to reduce the spread of HIV (and other sexually transmitted diseases) by reducing concurrent sexual partnerships [8]. We present illustrative analyses from the model (Section 3). We then discuss potential applications of this modeling framework to the spread of other diseases and other types of partnership networks, such as homosexual partnership networks and needle-sharing networks (Section 4).

## 2 Model description

We develop a network modeling framework that captures the dynamics of a heterosexual partnership network, the spread of a sexually transmitted disease through these partnerships, and disease progression in infected individuals. (In Section 4 we describe how the framework can be modified to capture other types of diseases and other types of partnerships). We assume that the population comprises sexually active individuals (those currently engaged in a sexual partnership) and potentially sexually active individuals (those not currently engaged in a sexual partnership who could potentially form such a partnership in the future). At each time step $t=1,2, \ldots$ individuals can join or leave the network and sexual partnerships can form or dissolve. A disease model captures the spread of the disease from infected individuals to their sexual partners and the progression of the disease in each infected individual. These dynamics are illustrated in Fig. 1.

The population consists of $N_{m}(t)$ nodes representing men and $N_{f}(t)$ nodes representing women. The number of men and women in the population is a function of time, $t$, because we allow entry into the population due to birth and/or maturation, as well as exit out of the population due to death and maturation. Each node has a set of characteristics, such as age, gender, and disease state. These characteristics are initialized to match population-specific demographic data and age-and gender-specific disease prevalence.

Individuals leave the population by aging out of the population or due to death. For individuals uninfected with the disease of interest, their mortality risk is a function of their age and gender and can be determined from mortality tables. We also model individuals aging into the population. We define $r_{m}$ and $r_{f}$ to be the rates at which men and women, respectively, enter the population during each time period. These rates can be determined from demographic data. The number of new individuals entering the population at each time
step is stochastic, but the expected number of men and women entering the population at time $t+1$ should be $N_{m}(t) r_{m}$ and $N_{f}(t) r_{f}$ respectively. The arrival of new men and women in the populationcan can therefore be modeled by sampling from a distribution (typically a binomial or Poisson distribution) with the appropriate mean.

Sexual partnerships between men and women are represented as a $N_{m}(t) \times N_{f}(t)$ adjacency matrix $A^{t}$, where a non-zero entry at $A^{t}(i, j)$ indicates a sexual partnership between man $i$ and woman $j$ at time $t$. Different types of partnerships, with different dynamics and/or risk of disease transmission, can be represented by different non-zero values in $A^{t}$. To illustrate, we consider two types of partnerships: spousal and non-spousal partnerships. The type of partnership between man $i$ and woman $j$ is indicated by the value of $A^{t}(i, j)$ :

$$
A^{t}(i, j)=\left\{\begin{array}{l}
0 \text { if no partnership }  \tag{1}\\
1 \text { if spousal partnership } \\
2 \text { if non }- \text { spousal partnership }
\end{array}\right.
$$

In general, $A^{t}$ will be a sparse matrix for a sexual contact network, since most individuals are connected to only a few other individuals in the population. Storing $A^{t}$ in memory as a sparse structure reduces the computational burden of simulating large population sizes, since the memory requirements to store $A^{t}$ scale with the number of partnerships in the population, rather than with the product of the male and female population sizes, $N_{m} N_{f}$.

### 2.1 Partnership degree distribution

For a disease that spreads through heterosexual contact, we are interested in the network of heterosexual partnerships. Though a complete dataset is not likely to be available, sexual behavior surveys often collect data on the number of sexual partners of respondents (e.g., [23]). This data provides a population-level degree distribution, which describes the proportion of individuals who have $0,1,2$, or more partners concurrently during the survey period. Men and women typically have different sexual behaviors and thus different degree distributions. In our modeling framework, we allow for gender-specific degree distributions, which we denote by $m(p)$ and $f(p)$ for men and women, respectively; the network is initialized such that the proportion of men and women with $p$ partners $(p=0, \ldots, L)$ matches $m(p)$ and $f(p)$ (in expectation) at the initialization of the simulation. Because we only include heterosexual partnerships, each partnership involves exactly one man and one woman. In order for $m(p)$ and $f(p)$ to be feasible values with which to initialize the model, the initial number of partnerships in which men are involved, given by

$$
N_{m}(0) \sum_{p=0}^{L} p m(p),
$$

must equal the initial number of partnerships in which women are involved, given by

$$
N_{f}(0) \sum_{p=0}^{L} p f(p) .
$$

The reported $m(p)$ and $f(p)$ by men and women in the literature are unlikely to satisfy this equality constraint. Sexual behavior surveys consistently find that men report a greater
number of sexual partners than women. A variety of explanations have been proposed, such as sample bias, social desirability bias, recall error, differing definitions of sex, and the underrepresentation of prostitutes $[9,37]$. However, it is difficult to estimate the contribution of these different factors to the sexual behavior reported by a particular population. It is therefore unclear how the discrepancy between sexual behavior reported by each gender should be reconciled. One could use the degree distribution reported by either men or women or an average of the two and apply this distribution to both genders. This would result in a population with an equal number of men and women and no differences in sexual behavior between genders. An alternative is to maintain the degree distributions reported by men and women and instead adjust the initial male-to-female ratio. No matter what adjustment method is used, it is important to evaluate the impact of this modeling decision in sensitivity analysis.

In our analysis, we choose to adjust the male-to-female ratio because it maintains the reported gender differences in sexual behavior and does not introduce potentially incorrect adjustments to the reported sexual behavior data. A similar assumption has been made in the development of other partnership network models [25]. Thus for a fixed initial number of men in the population, $N_{m}(0)$, the number of women is given by

$$
\begin{equation*}
N_{f}(0)=N_{m}(0) \sum_{p=0}^{L} p m(p) / \sum_{p=0}^{L} p f(p) . \tag{2}
\end{equation*}
$$

Generally surveys collect data only on the overall number of partners that individuals have; however, individuals may engage in different types of sexual partnerships with important differences in risk behavior and partnership duration. For example, it may be important to distinguish between spousal and non-spousal partnerships or between regular partners and brief encounters with sex workers. As a general framework, we model a network of $K$ different partnership types. From other population-level data, such as rates of marriage or frequency of encounters with sex workers, we can estimate the joint distribution over these partnership types, $d_{m}\left(k_{1}, \ldots, k_{K}\right)=d_{m}(\mathbf{k})$ and $d_{f}\left(k_{1}, \ldots, k_{K}\right)=d_{f}(\mathbf{k})$ over all feasible $\mathbf{k}$, for men and women, respectively. Here, $k_{i}$ is the number of partnerships of type $i$ and $\mathbf{k}$ is the vector of the number of partnerships of each type. Thus $d_{m}(\mathbf{k})$ and $d_{f}(\mathbf{k})$ are the proportions of men and women, respectively, with $\mathbf{k}$ partnerships of each type, as estimated from empirical data. To be consistent with the overall partnership distribution, these values must satisfy

$$
\begin{align*}
& \sum_{\mathbf{k} \in\left[\mathbf{k}^{\prime} \mid \sum_{i} k_{i}^{\prime}=p\right\}} d_{m}(\mathbf{k})=m(p), \\
& \sum_{\mathbf{k} \in\left\{\mathbf{k}^{\prime} \mid \sum_{i} k_{i}^{\prime}=p\right\}} d_{f}(\mathbf{k})=f(p) . \tag{3}
\end{align*}
$$

For simplicity below, when we refer to $d_{m}(\mathbf{k})$ and $d_{f}(\mathbf{k})$ as partnership distributions it is with the understanding that we mean the values of $d_{m}(\mathbf{k})$ and $d_{f}(\mathbf{k})$ for all feasible $\mathbf{k}$.

As an example, let us consider a network of two partnership types: spousal and non-spousal partnerships. We can infer the partnership distributions from the reported gender-specific degree distributions, $m(p)$ and $f(p)$, and the proportion of married men and women in the population, $s_{m}$ and $s_{f}$, respectively. Note that $N_{m}(0) s_{m}=N_{f}(0) s_{f}$ for consistency. In this example, we assume that individuals have at most one spousal partnership, though they may
have multiple non-spousal ones. We also assume, lacking data informing us otherwise, that married men and women have the same concurrent partnership behavior as their unmarried counterparts. (The analysis here could be readily modified to relax this assumption if data were available on concurrent partnership behavior of married vs. unmarried individuals.) If $k_{1}$ is the number of spousal partnerships and $k_{2}$ is the number of non-spousal partnerships, then we can write the partnership distribution for men as

$$
\begin{gather*}
d_{m}\left(0, k_{2}\right)=\frac{m\left(k_{2}\right)}{1-m(0)}\left(1-s_{m}-m(0)\right), \\
\text { for } k_{2}=1, \ldots, L \\
d_{m}\left(1, k_{2}\right)=\frac{m\left(k_{2}+1\right)}{1-m(0)} s_{m}, \text { for } k_{2}=0, \ldots, L-1 \\
d_{m}(0,0)=1-\sum_{k_{2}=1}^{L} d_{m}\left(0, k_{2}\right)-\sum_{k_{2}=0}^{L-1} d_{m}\left(1, k_{2}\right) \tag{4}
\end{gather*}
$$

where $L$ is the maximum number of partnerships allowed in the model. Similar equations define the proportions of women, $d_{f}\left(k_{1}, k_{2}\right)$, with $k_{1}$ spousal and $k_{2}$ non-spousal partnerships for all feasible ( $k_{1}, k_{2}$ ). This is just a specific example of how partnership distributions over different types of partnerships can be inferred. The model can include an arbitrary number of different partnership types, as long as a distribution over these different partnership types can be measured or inferred for men and women from available data.

### 2.2 Network structure

To model a disease that is spreading in a network, a representation of the network structure is needed. Given a particular population and disease, it is often not possible to determine the full contact network. The few network datasets that do exist are for very specific communities (e.g., $[15,18,28,40,44]$ ). In the absence of complete network data, the underlying structure of the contact network must be assumed. Many stylized network structures, such as Erdős-Renyi random graphs and small-world networks, have been used to model social and contact networks (e.g., $[1,10,17,21,36]$ ). These networks represent the result of specific network formation processes and thus exhibit specific degree distributions: an Erdős-Renyi random graph (where a link exists between any pair of nodes in the network with some probability $p$ ) yields a Poisson degree distribution in the limit for large networks, while a small-world network (formed through preferential attachment, with many local connections and a few long-range connections) exhibits a power law degree distribution [16, 30, 38]. However, since an empirical degree distribution is typically available in the case of a sexual partnership network (and was available for our example application to modeling concurrency reduction in sub-Saharan Africa), we use a generalized random graph structure, which is a modified random graph that can match an arbitrary degree distribution [27, 30].

We initialize the sexual partnership network as a generalized random graph using the configuration model, which is a standard initialization procedure for a random network [16, 27]: at time $t=0$, we randomly assign each individual a number of the different partnership types drawn from the empirical partnership distributions, $d_{m}(\mathbf{k})$ and $d_{f}(\mathbf{k})$. To form links between nodes, we randomly match men and women seeking partners of type $i$ for $i=1, \ldots$, $K$. If individuals are matched to the same partner twice, the duplicate partner is exchanged with another random partnered individual in the population until no duplicate partnerships remain. For large population sizes, we find that the chance of duplicate partnerships is small. Furthermore, since we are exchanging duplicate partnerships and not removing them, the degree of each individual is preserved and the proportion of men and women with $\mathbf{k}$ partners will still match the initial degree distributions, $d_{m}(\mathbf{k})$ and $d_{f}(\mathbf{k})$, respectively.

### 2.3 Network dynamics

After initializing the sexual partnership network to match behavioral survey data, we must capture the evolution of the network over time. To do so, we allow old partnerships to dissolve and new partnerships to form at each time step. Thus, we need to determine the probabilities with which these events occur, while maintaining, on average, the same degree distribution observed in survey data. Again, the available data influences how we choose to model partnership dynamics.
2.3.1 Partnership dissolution-First we consider the case of partnership dissolution. Many studies report statistics on the average duration of sexual partnerships (e.g., [19, 25, 26]). A simple way to model partnership dissolution is to assume a constant hazard model, where there is a constant probability of dissolution each time step, $\sigma_{i}$ for each partnership type $i(i=1, \ldots, K)$. This results in average partnership lengths of $1 / \sigma_{i}$ for each partnership type $i$, which we match to the available data. Differences in the $\sigma_{i}$ 's reflect differences in average partnership duration.
2.3.2 Partnership formation-Just as in the case of partnership dissolution probabilities, partnership formation probabilities must be calibrated to observed data. Unlike partnership dissolution, however, there is often no data available describing the probability of a partnership forming between two individuals. As an alternative, we choose partnership formation probabilities such that they balance partnership dissolution, the flow of unpartnered individuals aging into the population, and partnership loss due to death; this allows us to maintain a constant degree distribution over time.

Partnership formation probabilities could be chosen in a variety of ways. For example, one could simply search over different sets of partnership formation probabilities to find appropriate values. However, searching over a continuous parameter set is computationally intensive and since the formation probabilities are specific to a specific degree distribution, these probabilities must be recomputed each time the degree distribution is modified (e.g., when evaluating behavior change interventions that modify the degree distribution). For flexibility and ease of computation we instead consider a simplified Markov model of the partnership dynamics in the population and then solve for the unknown partnership formation probabilities that achieve as steady state the partnership distributions, $d_{m}(\mathbf{k})$ and $d_{f}(\mathbf{k})$. We use the Markov model to approximate partnership dynamics at the population level. The partnership formation probabilities that we solve for then govern the chance of any individual gaining a new partnership in any time period of the simulation.

The state space of this Markov model is all allowed partnership combinations, $\Omega$, and the state of the Markov model represents the distribution of the population over all $\mathbf{k} \in \Omega$. We
denote the transition probabilities from one state to another by $P_{\mathbf{k} \rightarrow \mathbf{k}^{\prime}}^{m}$ for men and by $P_{\mathbf{k} \rightarrow \mathbf{k}^{\prime}}^{f}$ for women. For simplicity, we consider only transitions to adjacent states; that is, transitions that involve the loss or gain of at most one partnership at a time. We define the notation $\mathbf{k}_{+i}$ to denote the state adjacent to $\mathbf{k}$ with an additional partnership of type $i$, while $\mathbf{k}_{-i}$ denotes the state adjacent to $\mathbf{k}$ with the loss of a partnership of type $i$.

The probabilities of transitions that involve the dissolution of a partnership are known based on our constant hazard model of partnership dissolution. For an individual with a set of $\mathbf{k}$ partnerships, these transition probabilities are

$$
\begin{gather*}
P_{\mathbf{k} \rightarrow \mathbf{k}_{-i}}^{m}=P_{\mathbf{k} \rightarrow \mathbf{k}_{-i}}^{f}=k_{i} \sigma_{i}\left(1-\sigma_{i}\right)^{k_{i}-1} \prod_{j \neq i}\left(1-\sigma_{j}\right)^{k_{j}}, \\
\text { for } i=1, \ldots, K \tag{5}
\end{gather*}
$$

Note that these transition probabilities are the same for men and women.

The only unknown values of $P_{\mathbf{k} \rightarrow \mathbf{k}^{\prime}}^{m}$ and $P_{\mathbf{k} \rightarrow \mathbf{k}^{\prime}}^{f}$ are therefore the probability of gaining additional partnerships in each of the states. We choose these such that the degree distributions, $d_{m}(\mathbf{k})$ and $d_{f}(\mathbf{k})$, are the steady-state distribution of the Markov chain. If we only needed to balance partnership dissolution, then these probabilities would need to satisfy the following steady-state equations:

$$
\begin{align*}
& d_{m}\left(\mathbf{k}^{\prime}\right)=\sum_{\mathbf{k} \in \Omega} P_{\mathbf{k} \rightarrow \mathbf{k}^{\prime}}^{m} d_{m}(\mathbf{k}), \quad \forall \mathbf{k}^{\prime} \in \Omega  \tag{6}\\
& d_{f}\left(\mathbf{k}^{\prime}\right)=\sum_{\mathbf{k} \in \Omega} P_{\mathbf{k} \rightarrow \mathbf{k}^{\prime}}^{f} d_{f}(\mathbf{k}), \quad \forall \mathbf{k}^{\prime} \in \Omega . \tag{7}
\end{align*}
$$

However, we must also consider that men and women age into the population at a monthly rate of $r_{m}$ and $r_{f}$, respectively. These individuals enter the population without partners; thus, they contribute a flow into the $\mathbf{0}$ state. This flow must be balanced by the partnership formation probabilities. These probabilities must therefore satisfy the following modified steady-state equations:

$$
\begin{align*}
& d_{m}\left(\mathbf{k}^{\prime}\right)=\frac{1}{1+r_{m}} \sum_{\mathbf{k} \in \Omega} P_{\mathbf{k} \rightarrow \mathbf{k}^{\prime}}^{m} d_{m}(\mathbf{k})+\frac{r_{m}}{1+r_{m}} \delta_{\mathbf{k}^{\prime}}, \quad \forall \mathbf{k}^{\prime} \in \Omega  \tag{8}\\
& d_{f}\left(\mathbf{k}^{\prime}\right)=\frac{1}{1+r_{f}} \sum_{\mathbf{k} \in \Omega} P_{\mathbf{k} \rightarrow \mathbf{k}^{\prime}}^{f} d_{f}(\mathbf{k})+\frac{r_{f}}{1+r_{f}} \delta_{\mathbf{k}^{\prime}}, \quad \forall \mathbf{k}^{\prime} \in \Omega . \tag{9}
\end{align*}
$$

where $\delta_{\mathbf{k}}=1$ if $k_{1}=\ldots=k_{K}=0$ and $\delta_{\mathbf{k}}=0$ otherwise. For simplicity, we do not include a term reflecting mortality. That is, we assume that no partnership state is affected more than any other by mortality, so no differential flows arise due to mortality. Clearly individuals with a greater number of partners are at a greater risk for infection and the associated increase in mortality. However, if the disease-related mortality is low, the partnership formation probabilities calculated under this assumption still maintain a stable partnership distribution, as we will show in the example in Section 3.

We find a set of feasible partnership formation probabilities, $P^{m}=\left\{P_{\mathbf{k} \rightarrow \mathbf{k}^{\prime}}^{m} \mid \mathbf{k}, \mathbf{k}^{\prime} \in \Omega\right\}$ and $P^{f}=\left\{P_{\mathbf{k} \rightarrow \mathbf{k}^{\prime}}^{f} \mid \mathbf{k}, \mathbf{k}^{\prime} \in \Omega\right\}$, that solve the following optimization problem, $\mathbf{P}$ :

$$
\begin{equation*}
\underset{P^{m}, P f}{\operatorname{minimize}} \sum_{\mathbf{k} \in \Omega}\left(u_{m}(\mathbf{k})-d_{m}(\mathbf{k})\right)^{2}+\sum_{\mathbf{k} \in \Omega}\left(u_{f}(\mathbf{k})-d_{f}(\mathbf{k})\right)^{2} \tag{10}
\end{equation*}
$$

subject to

$$
\begin{gather*}
u_{m}\left(\mathbf{k}^{\prime}\right)=\frac{1}{1+r_{m}} \sum_{\mathbf{k} \in \Omega} P_{\mathbf{k} \rightarrow \mathbf{k}^{\prime}}^{m} d_{m}(\mathbf{k})+\delta_{\mathbf{k}^{\prime}} \frac{r_{m}}{1+r_{m}}, \quad \forall \mathbf{k}^{\prime} \in \Omega  \tag{11}\\
u_{f}\left(\mathbf{k}^{\prime}\right)=\frac{1}{1+r_{f}} \sum_{\mathbf{k} \in \Omega} P_{\mathbf{k} \rightarrow \mathbf{k}^{\prime}}^{f} d_{f}(\mathbf{k})+\delta_{\mathbf{k}^{\prime}} \frac{r_{f}}{1+r_{f}}, \quad \forall \mathbf{k}^{\prime} \in \Omega  \tag{12}\\
P_{\mathbf{k} \rightarrow \mathbf{k}^{\prime}}^{m}=P_{\mathbf{k} \rightarrow \mathbf{k}^{\prime}}^{f}=0, \quad\left\|\mathbf{k}-\mathbf{k}^{\prime}\right\|_{1}>1, \quad \forall \mathbf{k}, \mathbf{k}^{\prime} \in \Omega  \tag{13}\\
P_{\mathbf{k} \rightarrow \mathbf{k}_{-i}}^{m}=P_{\mathbf{k} \rightarrow \mathbf{k}_{-i}}^{f}=k_{i} \sigma_{i}\left(1-\sigma_{i}\right)^{\left(k_{i}-1\right)} \prod_{j \neq i}\left(1-\sigma_{j}\right)^{k_{j}}, \quad \forall \mathbf{k} \in \Omega, \quad i=1, \ldots, K  \tag{14}\\
\sum_{\mathbf{k}^{\prime} \in \Omega} P_{\mathbf{k} \rightarrow \mathbf{k}^{\prime}}^{m}=\sum_{\mathbf{k}^{\prime} \in \Omega} P_{\mathbf{k} \rightarrow \mathbf{k}^{\prime}}^{f}=1, \quad \forall \mathbf{k} \in \Omega  \tag{15}\\
\left(P_{\mathbf{0} \rightarrow \mathbf{0}_{+i}}^{m} r_{m}+\sum_{\mathbf{k} \in \Omega} P_{\mathbf{k} \rightarrow \mathbf{k}_{+i}}^{m} d_{m}(\mathbf{k})\right) N_{m}=\left(P_{\mathbf{0} \rightarrow \mathbf{0}_{+i}}^{f} r_{f}+\sum_{\mathbf{k} \in \Omega} P_{\mathbf{k} \rightarrow \mathbf{k}_{+i}}^{f} d_{f}(\mathbf{k})\right) N_{f},  \tag{16}\\
\text { for } i=1, \ldots, K_{1} \tag{17}
\end{gather*}
$$

where again we use the notation $\mathbf{k}_{ \pm i}$ to denote the state adjacent to $\mathbf{k}$ with the gain/loss of a partnership of type $i$. Here we have relaxed the equality constraint of the modified steadystate equation to minimize the mean squared error between the achieved steady state, $u_{m}(\mathbf{k})$ and $u_{f}(\mathbf{k})$, and the desired steady state, $d_{m}(\mathbf{k})$ and $d_{f}(\mathbf{k})$, for men and women, respectively. We include constraints such that transitions involving gaining or losing more than one partnership are excluded (Eq. 13). Dissolution of different partnership types is expressed by Eq. 14. Constraints 15 and 16 ensure that the elements of $P^{m}$ and $P^{f}$ are valid probabilities. The last constraint 17 restricts the formation probabilities such that men and women gain the same number of partnerships of each type on average. This is necessary because a man cannot gain a partnership of a certain type unless a woman gains one also.

The optimization problem $\mathbf{P}$ is a convex quadratic program. Convexity is guaranteed because the objective function is the norm of affine functions of the optimization variables, $P^{m}$ and $P^{f}$. $\mathbf{P}$ could be solved using any quadratic programming solver. For convenience, we solved $\mathbf{P}$ using CVX, a parsing solver used for specifying and solving convex optimization problems [12].

To simulate partnership formation, we could simply apply the partnership formation probabilities obtained by solving $\mathbf{P}$ to the population at each time step and match men and women, with both gaining a partnership in the same time step. However, although men and women gain the same number of partnerships on average at each time step, in a stochastic setting they will not always gain exactly the same number of partnerships at each time step. Therefore, we need some way of reconciling this inevitable discrepancy. If we simply do not match individuals if there is no partner of the opposite sex also seeking a new partnershipthat is, if we take the minimum of the number of men and the number of women seeking new partnerships-we would form fewer partnerships than the desired average number of new partnerships at each time step. To avoid this problem, for each partnership type $i$, we first apply the partnership formation probabilities to male individuals to determine the number of partnerships of type $i$ to be formed. We then randomly select the same number of women to gain each type of partnership, choosing them proportionally to their formation probabilities. That is, the probability that a particular women is selected to gain a partnership of type $i$ is the probability that she gains a partnership of type $i$ divided by the sum of the probabilities of all women in the population gaining a partnership of type $i$. We then randomly pair men and women to form new partnerships, again being careful not to duplicate existing partnerships.

In practice, we have found that this method achieves relatively stable degree distributions over time.

### 2.4 Disease model

For each individual in the network, we model disease acquisition and progression over time. At any time step, an uninfected individual can acquire the disease from an infected partner and then, once infected, can progress through different disease states. The simplest disease model is a susceptible-infected model, where individuals are either susceptible to or infected with the disease [2]. However, in a microsimulation modeling framework, more complex disease models can easily be incorporated. Such models can include many disease states, representing different stages of disease, the presence or absence of treatment, response to treatment, other co-infections, etc. The disease states may have different infectivities, mortality risks, and/or costs, all of which can be included in this modeling framework. Because each individual is modeled separately, it is straightforward to incorporate stochastic elements of disease transmission and progression to reflect biological variability among individuals (e.g., differing levels of infectivity, rates of disease progression, responses to treatment, etc.), behavioral variability (e.g., the extent to which an individual adheres to treatment), and other types of disease variability. A disease model may employ a discrete set of disease states, $D_{0}, D_{1}, D_{2}, \ldots, D_{M}$, where $D_{0}$ denotes uninfected individuals and $D_{1}, D_{2}$, $\ldots, D_{M}$ denote different infected states. Continuous disease states are also possible: for example, progression of HIV disease can be characterized by continuous CD4 cell counts [5]. We describe a specific disease model in the example analysis presented in Section 3.

### 2.5 Model calibration

An important step in constructing a model is calibration. A network-based model of this type typically incorporates a significant amount of detail and must be constructed using data from a variety of sources. To ensure that all of these components function together to reflect reality, we adjust model parameters to match salient features of the population and epidemic to be modeled $[4,32]$. This process is as much art as science. First, target variables must be chosen (e.g., disease prevalence, population growth, mortality) and then selected input parameters must be adjusted to match these targets. Typically parameters of limited precision are adjusted, within a range of feasible values, in the calibration process [7].

Our modeling framework includes two model components that are independently calibrated to available data: the network model matches the population degree distribution and average partnership durations, and the disease model reflects disease transmission, progression and mortality rates reported in the literature. After these two components have been combined, adjustments may be needed to match important population features impacted by both of these components. One intuitively reasonable approach is to adjust model parameters such that the model's projected disease prevalence trend is close to observed trends. Additional adjustment to match other key population features (e.g., population growth trends) may further improve model accuracy.

## 3 Example application: HIV in sub-Saharan Africa

### 3.1 Model instantiation

We applied the modeling framework to investigate the impact of reducing concurrent heterosexual partnerships on the HIV epidemic in sub-Saharan Africa [8]. It is believed that concurrent sexual partnerships are a key driver of the HIV epidemic in sub-Saharan Africa [ $6,22,34]$. A number of countries such as Botswana, Uganda, and others have instituted behavior change campaigns that aim to reduce concurrent sexual partnerships (for example, promoting a message to "be faithful" to one partner) [14, 26, 29]. However, the effectiveness of such programs on reducing the spread of HIV is unknown.

We modeled a population of sexually active and potentially sexually active adults, aged 1549 years old. We included two types of partnerships: spousal and non-spousal. We only allow for a single spousal partnership, though individuals may have multiple non-spousal partnerships (in addition to a spouse). Spousal partnerships are characterized by much longer durations than non-spousal ones, reflected in a much lower probability of dissolution. We estimated the joint distribution over spousal and non-spousal partnerships from the proportion of married individuals in the population.

We employed a detailed model of HIV disease, including acute HIV infection, chronic infection, and a treatment-eligible state. We used this model in order to capture important features of HIV, such as varying infectivity and HIV-related mortality by disease state. We also included HIV treatment, which extends lives and reduces the infectivity of treated individuals [13]. However, not all eligible individuals receive treatment because of the imperfect HIV treatment coverage levels in these resource-poor countries [34]. We instantiated the model for four different sub-Saharan African countries: Swaziland, Tanzania, Uganda, and Zambia. We matched country-specific demographic structure (e.g., distribution of the population by age, birth, death, and maturation rates, etc.) and concurrent partnership behaviors, and we calibrated the model to match the historical HIV prevalence trends in each country [23, 35].

We developed the model in Mathworks Matlab R2008. We initialized the model with 4,000 representative male individuals and between 4,000 and 5,000 women, depending on the country. Because men in these countries reported more sexual partnerships than women, we must have more women in the population than men in order for the model to reflect the partnership distributions reported by both the men and women [23]. A population size of 9,000 individuals was the largest that we could simulate within reasonable computation time given our computational capabilities. We found that trends in incidence and prevalence observed using this size population closely mirrored trends observed when we simulated a smaller population (e.g., 2,000 individuals).

We simulated the population over a 10-year time horizon in monthly time steps. To compute the expected value of outcomes such as number of new HIV infections and final HIV
prevalence, we averaged over 500 runs. We chose 500 runs because this yielded confidence intervals of less than $\pm 1 \%$ in our estimates. Each run was completed in 10 s on a 2.33 GHz quad-core Intel Xeon processor.

### 3.2 Example analysis

We present numerical results for Tanzania as an example. Model details and the full set of parameter values for this example are included in the Appendix. Tanzania has a population of about 43 million people and $7 \%$ overall HIV prevalence with $21 \%$ of men and $12 \%$ of women reporting more than one sexual partner according to demographic surveys completed in 2003 [24]. To be consistent with reported sexual behavior in Tanzania, we require a male-to-female ratio of 1:1.09 in the model, which is consistent with the male-to-female ratio of 1:1.02 reported in demographic data [35]. We consider 0 or 1 spousal partnerships for each individual and $0,1,2,3$, or 4 non-spousal partnerships, leading to ten possible partnership states, $\mathbf{k}=\left(k_{1}, k_{2}\right)$. We solved the optimization problem $\mathbf{P}$ with these states and with values of $d_{m}(\mathbf{k})$ and $d_{f}(\mathbf{k})$ that reflect the reported degree distributions. This led to a set of eleven calculated partnership formation probabilities that we used in the model simulation. Figure 2 shows the simulated degree distribution for men and women over time for three different simulation runs. We see that the computed partnership formation probabilities do in fact yield a relatively stable degree distribution over time.

We first consider the effects of an HIV control program that includes both concurrency reduction and HIV treatment scale up. HIV treatment not only increases the lifespan of treated individuals, but also reduces their infectivity, thus preventing the spread of HIV to others [13]. In many resource-limited settings, such as sub-Saharan Africa, only a fraction of individuals eligible for HIV treatment actually receive it. In Tanzania, the current treatment coverage of eligible individuals is about $30 \%$. Figure 3 shows the percentage reduction in new infections as a function of concurrent partnership reduction for HIV treatment coverage levels of $30 \%$ (status quo), 60, and $90 \%$. For these examples, we define concurrent partnership reduction as the fraction of individuals with more than one sexual partner who transition to being monogamous (with a single sexual partner). Not surprisingly, a combination of increased treatment coverage and reduced concurrency results in more infections averted than either intervention alone (because treatment has a preventive effect).

We observe that while the number of infections averted is greater for a higher level of treatment, the slopes of the curves for each treatment coverage level do not differ noticeably. Thus, the number of additional infections averted as concurrency is reduced is unchanged, implying a preservation of the efficiency of concurrency reduction in the presence of treatment scale up. Tanzania, like many countries in sub-Saharan Africa, has been expanding access to HIV treatment in recent years and this scale up is continuing [31]. Figure 3 shows that the benefits of concurrent partnership reduction are likely to be substantial and are likely to be similar for any level of treatment scale up.

We next consider the effects of a program that combines concurrency reduction with a program that reduces HIV transmission risk in non-spousal partnerships (for example, by encouraging condom use). Figure 4 shows the percent reduction in new infections as a function of concurrency reduction for different reductions in the probability of HIV
transmission within non-spousal partnerships. As for the interventions considered in Fig. 3, combinations of these two strategies avert more infections than either strategy alone. However, as the level of risk reduction increases, the slope of infections averted as a function of concurrency reduction decreases. This means that for a greater percentage risk reduction in non-spousal partnerships, reducing concurrency is less effective in averting additional infections. This makes intuitive sense: when non-spousal partnerships become less risky, there is less to be gained (in terms of HIV infections averted) from eliminating them.

Figure 5 presents the contour lines of constant infections averted for combinations of concurrency reduction and risk reduction within non-spousal partnerships. This allows us to determine which combinations of strategies can achieve a given target reduction in new infections. For example, a $40 \%$ reduction in new infections could be achieved by a $45 \%$ reduction in concurrency, by a $41 \%$ reduction in risky behavior in non-spousal partnerships, or by a $25 \%$ reduction in concurrency and a $25 \%$ reduction in non-spousal partnership risk. Our network-based model allows us to evaluate the effects of combinations of interventions (some of which change the structure of the network) on the spread of HIV in the population and thus can be used to assist in determining appropriate portfolios of interventions to invest in.

## 4 Conclusions

We have described a method for modeling the structure and dynamics of a heterosexual partnership network based on readily available data, such as reported degree distributions and average partnership durations. This modeling framework allows for an open population (with entry and exit) and captures multiple types of heterosexual partnerships with potentially different behaviors and disease transmission risks.

Our application of this framework to evaluate the effects on the HIV epidemic of programs to reduce concurrent partnerships, scale up treatment, and reduce risk in sexual partnerships in sub-Saharan Africa yields several policy insights. First, reducing concurrency could have a major impact on the HIV epidemic in sub-Saharan Africa, averting a large number of HIV infections. Second, comprehensive HIV control programs that combine concurrency reduction with other prevention efforts such as treatment scale up or risk reduction in nonspousal partnerships avert an even greater number of HIV infections. Third, the effects of combining multiple prevention efforts can be sub-additive because the same infection cannot be prevented twice.

We have evaluated the potential effectiveness of combinations of concurrency reduction, treatment scale up, and risk reduction in sexual partnerships, but have not evaluated their cost-effectiveness. More data about levels and types of concurrency reduction achieved as a function of expenditure is needed before the cost-effectiveness of HIV control efforts that include concurrency reduction can be evaluated. Evaluations of ongoing programs in countries such as Botswana [26] and Zambia [29] may yield such data.

Our modeling framework could be extended in a variety of ways. We did not include changes in sexual behavior with age nor did we include age-specific mixing preferences. Extending the model to incorporate these age-dependent behaviors could capture important mixing patterns, such as a tendency for older men to engage in sexual partnerships with much younger women. In addition to concurrent partnerships, these so-called crossgenerational partnerships may play an important role in the continued HIV epidemic in regions like sub-Saharan Africa [33].

Our modeling framework could be applied to a variety of other settings. The framework could easily be modified to reflect the transmission and progression of other sexually transmitted diseases or even co-infections with multiple diseases. Our methodology could also be applied to a network of homosexual contacts. Such a network would involve only individuals of the same gender (either men or women) and thus would exhibit a single degree distribution. As in the heterosexual case, we could compute the partnership formation probabilities that balance partnership dissolution to maintain an approximately constant degree distribution. An individual gaining new partners would then be matched randomly with another individual also gaining a new partner in that time step (of the same gender).

Our methodology may also be applicable to other types of close contact networks, such as needle-sharing among injection drug users (IDUs). Such networks have been shown to be an essential feature of disease transmission via shared needles (e.g., HIV, hepatitis C virus) [40]. Instead of sexual contact, a link in an injection-drug using network would represent a needle-sharing relationship. One could again create a network to match an empirical degree distribution of needle-sharing partners. The duration of needle-sharing partnerships among IDUs is likely to be much shorter than the duration of sexual partnerships in the general population; this would be reflected in a higher probability of partnership dissolution each time step. Needle-sharing partnership formation probabilities could be calculated to balance partnership dissolution and, similar to the case of a homosexual network, IDUs gaining a new needle-sharing partner at a certain time step would be matched randomly with another IDU who is gaining a partner in that time step.

Different types of contact networks could also be combined within one population by overlaying each network type. For example, one could model HIV transmission in a population of sexually active IDUs by including links in the network that represent sexual partnerships and links that represent needle-sharing partnerships. As another example, one could model a population of heterosexual, homosexual, and bisexual individuals by overlaying a heterosexual partnership network with a homosexual partnership network. Bisexual individuals would be individuals participating in both networks.

Our modeling framework has wide applicability to the simulation of the spread of sexually transmitted diseases and other diseases transmitted via close contacts over networks. Though network-based simulation approaches are relatively data-intensive, our method for inferring simulation parameters relies on data that is relatively easy to collect for a given population. Such a modeling approach could be extremely useful in evaluating the efficacy of different infectious disease control policies and, in particular, those interventions that seek to modify the contact network structure as a means of controlling the spread of disease. Social networks are increasingly being recognized as factors in the spread of infectious diseases [16]. Our methodology provides a practical means of estimating network structure and network dynamics from available data, thus facilitating the simulation and evaluation of disease control policies over such networks.
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## Appendix: Details of Tanzania example

This Appendix describes input parameters and key assumptions for the example analysis of the effects of concurrency reduction and other HIV prevention programs in Tanzania. Values for all input parameters are shown in Table 1.

We initialized the model with approximately 8,000 sexually active and potentially sexually active individuals aged 15-49 years old. We matched the age distribution of this population to gender-specific age distributions of Tanzania. Individuals age into the population at age 15 with an annual maturation rate determined from Tanzania demographic data [35]. Individuals experience a baseline gender- and age-specific mortality risk determined from country-specific life tables [42]. We matched the gender-specific concurrent partnership
behavior reported in the most recent Demographic Health Survey conducted in Tanzania [24].

The disease model is a simplified version of a previously developed HIV progression model [5] and is described in detail in [8].

We modeled three discrete HIV disease states: acute, chronic, and on treatment. The HIV disease state determined the risk of transmission to sexual partners, with the acute state having the highest transmission risk and the treated state having the lowest. Per-act transmission probabilities were obtained from the literature [39] and then adjusted in model calibration to account for levels of sexual activity and condom use so that model-projected prevalence matched projected HIV prevalence trends in Tanzania.

We also modeled each individual's CD4 counts. This provides a continuous measure of an individual's immune function. CD4 counts determined HIV-related mortality risk and risks of opportunistic infections, which also increased mortality. In the chronic HIV state, CD4 counts decline slowly over time. Once CD4 counts fall below 200 cells $/ \mu \mathrm{L}$, an individual becomes HIV treatment eligible. HIV treatment causes a recovery in CD4 counts and thus a reduction in HIV-related mortality, though not all eligible individuals receive treatment in these resource-limited settings. The level of treatment coverage in Tanzania is estimated to be about $30 \%$ [34].


Fig. 1.
Diagrammatic representation of model dynamics. Squares denote men and circles denote women. In each time step (in this example $t$ increments in 0.1 years), partnerships are lost and gained, individuals enter and exit the population, and individuals experience disease acquisition or progression. In this example, two types of partnerships are considered. Solid lines between individuals indicate spousal partnerships, while dashed lines denote nonspousal partnerships. Shaded squares/circles correspond to infected individuals. Inside each square/circle, we indicate an individual's age in years (top) and disease state $D \in\left\{D_{0}, D_{1}\right.$, $\left.\ldots, D_{M}\right\}$ (bottom), where $D_{0}$ represents uninfected individuals and $D_{1}, \ldots, D_{M}$ are various states of infection (e.g., acute infection, chronic infection, infected and on treatment, etc.)


Fig. 2.
Degree distribution of men (blue) and women (red) in Tanzania over time, shown for three different simulation runs. The degree distribution remains approximately constant over time, indicating that the dynamics of partnership formation based on the probabilities calculated in the optimization problem, $\mathbf{P}$, are correctly balancing partnership dissolution


## Fig. 3.

Percentage reduction in new HIV infections in Tanzania for a comprehensive HIV prevention campaign targeting both concurrent partnership reduction and increased access to HIV treatment. 95\% confidence intervals are indicated. We measure concurrent partnership reduction as the fraction of individuals with more than one sexual partner who transition to being monogamous with a single sexual partner. We define treatment coverage to be the fraction of individuals eligible for HIV treatment actually receiving it. In Tanzania, currently only $30 \%$ of eligible individuals actually receive HIV treatment


Fig. 4.
Percentage reduction in new HIV infections in Tanzania for a comprehensive HIV prevention campaign targeting both concurrent partnership reduction and HIV risk reduction among non-spousal partnerships (e.g., condom use promotion). 95\% confidence intervals are indicated. We measure concurrent partnership reduction as the fraction of individuals with more than one sexual partner who transition to being monogamous with a single sexual partner. We define risk reduction to be the reduction in probability of HIV transmission within non-spousal partnerships. For example, a $20 \%$ reduction in risk would be mean that the probability of HIV transmission through non-spousal partnerships is 0.8 of the base case transmission probability


Fig. 5.
Contours of constant HIV infections averted in Tanzania for combinations of concurrency reduction and HIV risk reduction among non-spousal partnerships. (Shown for a reduction in new infections of $10,20,30,40$, and $50 \%$ )

## Table 1

Input parameters for numerical example evaluating the effects of concurrency reduction and other HIV prevention programs in Tanzania

| Parameter name | Value | Source |
| :---: | :---: | :---: |
| Population size |  |  |
| Number of men, $N_{m}$ | 4,000 | Assumed |
| Number of women, $N_{f}$ | 4,360 | Calculated |
| Female-to-Male ratio |  |  |
| Actual | 1.02 | [35] |
| Model | 1.09 | Calculated |
| Demographic parameters (M,W) |  |  |
| Age distribution (\%) |  | [35] |
| 15-19 | 24.1, 24.3 |  |
| 20-24 | 20.5, 20.7 |  |
| 25-29 | 16.8, 17.1 |  |
| 30-34 | 14.1, 13.9 |  |
| 35-39 | 10.6, 10.0 |  |
| 40-44 | 7.9, 7.2 |  |
| 45-49 | 6.0, 6.8 |  |
| Annual maturation rate, $r_{m}$ and $r_{f}(\%)$ | 5.5, 5.5 | [35] |
| Age-specific monthly non-HIV mortality (\%) |  | [24] |
| 15-19 | 0.018, 0.029 |  |
| 20-24 | 0.036, 0.044 |  |
| 25-29 | 0.048, 0.054 |  |
| 30-34 | 0.064, 0.063 |  |
| 35-39 | 0.087, 0.073 |  |
| 40-44 | 0.104, 0.083 |  |
| 45-49 | 0.132, 0.094 |  |
| >49 | 0.170, 0.122 |  |
| Sexual partnership characteristics |  |  |
| $\% \mathrm{Married}\left(s_{m}, s_{f}\right)$ | 52, 47 | [24], Calculated |
| Partnership duration (months) |  | [25, 26] |
| Spousal, $\sigma_{1}$ | 120 |  |
| Non-spousal, $\sigma_{2}$ | 18 |  |
| Concurrent partnership distributions, $m(p)$ and $f(p)$, (\%) |  | [24] |
| 0 partners | 28.5, 24.3 |  |
| 1 partner | 50.9, 64.2 |  |
| 2 partners | 16.2, 9.1 |  |
| 3 partners | 2.3, 1.3 |  |
| 4 partners | 2.1, 1.1 |  |
| Monthly partnership formation probabilities (\%), $P^{m}$ and $P^{f}$ |  | Calculated |
| Gain a spousal partnership with |  |  |


| Parameter name | Value | Source |
| :---: | :---: | :---: |
| 0 non-spousal partners | 1.1, 1.7 |  |
| 1 non-spousal partner | 1.6, 0.58 |  |
| 2 non-spousal partners | 1.5, 0.97 |  |
| 3 non-spousal partners | 8.5, 5.4 |  |
| Gain a non-spousal partnership with 0 spousal and |  |  |
| 0 non-spousal partners | 3.8, 6.5 |  |
| 1 non-spousal partner | 4.2, 1.8 |  |
| 2 non-spousal partners | 3.2, 2.8 |  |
| 3 non-spousal partners | 17.6, 14.5 |  |
| Gain a non-spousal partnership with 1 spousal and |  |  |
| 0 non-spousal partners | 1.3, 0.51 |  |
| 1 non-spousal partner | 0.80, 0.71 |  |
| 2 non-spousal partners | 11.4, 9.1 |  |
| Tanzania-specific HIV characteristics |  |  |
| \% HIV prevalence by age (M,W) |  | [24] |
| 15-19 | 2.0, 2.0 |  |
| 20-24 | 4.1, 6.0 |  |
| 25-29 | 6.3, 9.3 |  |
| 30-34 | 8.5, 12.9 |  |
| 35-39 | 9.9, 11.7 |  |
| 40-44 | 12.2, 9.9 |  |
| 45-49 | 6.7, 5.9 |  |
| Monthly HIV transmission risk per partnership (\%) |  | [39], Calculated |
| Acute phase | 18 |  |
| Chronic phase | 1.5 |  |
| With treatment | 0.22 |  |
| Proportion of treatment eligible individuals receiving treatment (\%) | 30 | [34] |
| General HIV characteristics |  |  |
| Monthly HIV-related mortality (\%) by CD4 count |  | [3, 5] |
| $<50$ cells $/ \mu \mathrm{L}$ | 2.1 |  |
| $51-200$ cells $/ \mu \mathrm{L}$ | 1.7 |  |
| 201-350 cells $/ \mu \mathrm{L}$ | 1.1 |  |
| > 350 cells/ $\mu \mathrm{L}$ | 0.8 |  |
| Risk of opportunistic infection (\%) by CD4 count |  | [3, 5] |
| $<50$ cells $/ \mu \mathrm{L}$ | 10.5 |  |
| $51-200$ cells $/ \mu \mathrm{L}$ | 2.6 |  |
| 201-350 cells/ $\mu \mathrm{L}$ | 1.1 |  |
| > 350 cells/ $\mu \mathrm{L}$ | 0.26 |  |
| Additional opportunistic infection mortality risk (\%) by CD4 count |  | [5, 11] |
| $<50$ cells $/ \mu \mathrm{L}$ | 7.7 |  |
| $51-200$ cells $/ \mu \mathrm{L}$ | 4.5 |  |
| $201-350$ cells $/ \mu \mathrm{L}$ | 0.66 |  |


| Parameter name | Value | Source |
| :---: | :--- | :--- |
| Monthly CD4 count progression |  | $[5]$ |
| HIV+, no treatment | $\mathrm{CD} 4(t+1)=\mathrm{CD} 4(t)-5$ |  |
| HIV+, with $T$ months on treatment | $\mathrm{CD} 4(t+1)=\mathrm{CD} 4(t)+75 \ln (T / T-1)$ |  |
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