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Abstract

Humans have the remarkable capability to infer the motivations of other people’s
actions, likely due to cognitive skills known in psychophysics as the theory of
mind. In this paper, we strive to build a computational model that predicts the
motivation behind the actions of people from images. To our knowledge, this
challenging problem has not yet been extensively explored in computer vision. We
present a novel learning based framework that uses high-level visual recognition to
infer why people are performing an actions in images. However, the information
in an image alone may not be sufficient to automatically solve this task. Since
humans can rely on their own experiences to infer motivation, we propose to give
computer vision systems access to some of these experiences by using recently
developed natural language models to mine knowledge stored in massive amounts
of text. While we are still far away from automatically inferring motivation, our
results suggest that transferring knowledge from language into vision can help
machines understand why a person might be performing an action in an image.

1 Introduction

When we look at the scene in Fig.1a, we can accurately recognize many evident visual concepts,
such as the man sitting on a sofa in a living room. But, our ability to reason extends beyond basic
recognition. Although we have never seen this man outside of a single photograph, we can also
confidently explain why he is sitting (because he wants to watch television).

(a) (b)

Figure 1: Why are the people sitting on sofas? Although we have never met them before, we can
infer that the man on the left is sitting because he wants to watch television while the woman on
the right intends to see the doctor. In this paper, we introduce a framework that automatically infers
why people are performing actions in images by learning from visual data and written language.

∗denotes equal contribution
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Humans may be able to make such remarkable inferences partially due to cognitive skills known as
the theory of mind [34]. Psychophysics researchers hypothesize that our capacity to reliably infer
another person’s motivation stems from our ability to impute our own beliefs to others [2, 30] and
there may even be regions of the brain dedicated to this task [29]. If we ourselves were sitting on
a sofa in a living room holding popcorn, then we would do this likely because we wanted to watch
television. The theory of mind posits that, since we would want to watch television, we assume
others in similar situations would also want the same.

In this paper, we seek to computationally deduce the motivation behind people’s actions in images.
To our knowledge, inferring why a person is performing an action from images in the wild has
not yet been extensively explored in computer vision. This task is, unsurprisingly, challenging
because it is unclear how to operationalize the reasoning behind the theory of mind in a machine.
Moreover, people’s motivations can often be outside of the visible image, either spatially as in Fig.1a
or temporally as in Fig.1b.

We present a framework that takes the first strides towards automatically inferring people’s motiva-
tions. Capitalizing on the theory of mind, we are able to instruct a crowd of workers to annotate why
people are likely undertaking actions in photographs. We then combine these labels with state-of-
the-art image features [18, 12] to train data-driven classifiers that predict a person’s motivation from
images. However, mid-level visual features alone may not be sufficient to automatically solve this
task. Humans are able to rely on a lifetime of experiences: the reason we expect the man in Fig.1a
to want to watch television is because we have experienced the same situation ourselves.

We propose to give computer vision systems access to many of the human experiences by mining the
knowledge stored in massive amounts of text. Using state-of-the-art language models [10] estimated
on billions of webpages [4], we are able to acquire common knowledge about people’s experiences,
such as their interactions with objects, their environments, and their motivations. We model these
signals from written language in concert with computer vision using a framework that, once trained
on data from the crowd, deduces people’s motivation in an image. While we are still a long way
from incorporating theory of mind into a computer system, our experiments indicate that we are
able to automatically predict motivations with some promising success. By transferring knowledge
acquired from text into computer vision, our results suggest that we can predict why a person is
engaging in an action better than a simple vision only approach.

This paper makes two principal contributions. First, we introduce the novel problem of inferring the
motivations behind people’s actions to the computer vision community. Since humans are able to
reliably perform this task, we believe this is an interesting problem to work on and we will publicly
release a new dataset to facilitate further research. Second, we propose to use common knowledge
mined from the web to improve computer vision systems. Our results suggest that this knowledge
transfer is beneficial for predicting human motivation. The remainder of this paper describes these
contributions in detail. Section 2 introduces our model based on a factor graph with vision and
written language potentials. Section 3 conducts several experiments designed to evaluate the perfor-
mance of our framework. Finally, section 4 offers concluding remarks.

1.1 Related Work

Motivation in Vision: Perhaps the most related to our paper is work that predicts the persuasive
motivation of the photographer who captured an image [14]. However, our paper is different be-
cause we seek to infer the motivation of the person inside the image, and not the motivation of the
photographer.

Action Prediction: There have been several works in robotics that predicts a person’s imminent
next action from a sequence of images [31, 23, 15, 8, 17]. In contrast, we wish to deduce the
motivation of actions in a single image, and not what will happen next. There also has been work
in forecasting activities [16, 32], inferring goals [35], and early event detection [11], but they are
interested in predicting the future in videos while we wish to explain the motivations of actions of
people in images in the wild. As shown on Fig.1, the motivation can be outside the image either in
space or time. We believe insights into motivation can help further progress in action prediction.

Action Recognition: There is a large body of work studying how to recognize actions in images.
We refer readers to excellent surveys [27, 1] for a full review. Our problem is related since in some
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cases the motivation can be seen as a high-level action. However, we are interested in understanding
the motivation of the person engaging in an action rather than the recognizing the action itself. Our
work complements action recognition because we seek to infer why a person is performing an action.

Common Knowledge: There are promising efforts in progress to acquire common sense for use in
computer vision tasks [36, 5, 7]. In this paper, we also seek to put common knowledge into computer
vision, but we instead attempt to extract it from written language.

Language in Vision: The community has been incorporating natural language into computer vision
over the last decade to great success, from generating sentences from images [19], producing visual
models from sentences [37, 33], and aiding in contextual models [26, 21] to name a few. In our work,
we seek to mine language models trained on a massive text corpus to extract common knowledge
and use it to assist computer vision systems.

2 Inferring Motivations

In this section, we present our learning framework to predict why people perform actions. We begin
by discussing our dataset that we use for training. Then, we describe a vision-only approach that
estimates motivation from mid-level image features. Finally, we introduce our main approach that
combines knowledge from written language with visual recognition to infer motivations.

2.1 Dataset

On the surface, it may seem difficult to collect training data for this task because people’s motivations
are private and not directly observable. However, we are inspired by the observation that humans
have the remarkable cognitive ability to think about other people’s thinking [2, 30]. We leverage
this capability to instruct crowdsourced workers to examine photographs of people and predict their
motivations, which we can use as training data. We found that workers were consistent with each
other on many images, suggesting that these labels may provide some structure that allows us to
learn to predict motivation.

We assembled a dataset of images in the wild so that we could train our approach. Using the images
from PASCAL VOC 2012 [9] containing a person, we instructed workers on Amazon Mechanical
Turk to annotate each person with their action, the object with which they are interacting, the scene,
and their best prediction of the motivation. We asked workers to only enter verbs for the motiva-
tion. To ensure quality, we repeated the annotation process five times with a disjoint set of workers
and kept the annotations where workers agreed. After merging similar words using WordNet [24],
workers annotated a total of 79 unique motivations, 7 actions, 43 objects, and 112 scenes on 792
images. We plan to release this dataset publicly to facilitate further research.

2.2 Vision Only Model

Given an RGB image x, a simple method can try to infer the motivation behind the person’s action
from only mid-level image features. Let y ∈ {1 . . .M} represent a possible motivation for the

Relationship Query to Language Model

action + object + motivation action the object in order to motivation
action the object to motivation
action the object because pronoun wants to motivation

action + object + scene action the object in a scene
in a scene, action the object

action + scene + motivation action in a scene in order to motivation
action in order to motivation in a scene
action because pronoun wants to motivation in a scene

Table 1: We show some examples of the third-order queries we make to the language model. We
combinatorially replaced tokens with words from our vocabulary to score the relationships be-
tween concepts. The second-order queries (not shown) follow similar templates.
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person. We use a linear model to predict the most likely motivation:

argmax
y∈{1,...,M}

wT
y φ(x) (1)

where wy ∈ R
D is a classifier that predicts the motivation y from image features φ(x) ∈ R

D. We
can estimatewy by training anM -way linear classifier on annotated motivations. In our experiments,
we use this model as a baseline.

2.3 Incorporating Common Knowledge

While we found modest success with the vision only model, it lacks the common knowledge from
human experiences that makes people reliable at inferring motivation. In this section, we strive to
give computers access to some of this knowledge by mining written language.

Parameterization: In order to incorporate high level information, let yi ∈ {1 . . .Mi} be a type
of visual concept, such as objects or scenes, for i ∈ {1...N}. We assign each visual concept yi to
one of the Mi vocabulary terms from our dataset. Our formulation is general to the types of visual
concepts, but for simplicity we focus on a few: we assume that y1 is the motivation, y2 is the action,
y3 is an object, and y4 is the scene.

Language Potentials: We captialize on state-of-the-art natural language models to score the rela-
tionships between concepts. We calculate the log-probability Lij(yi, yj) that the visual concepts yi
and yj are related by querying a language model with sentences about those concepts. Tab.1 shows
some of the sentence templates we used as queries. In our experiments, we query a 5-gram language
model estimated on billions of web-pages [4, 10] to form each L(·).

Scoring Function: Given the image x, we score a possible labeling configuration y of concepts
with the model:

Ω(y;w, u, x, L) =

N∑

i

wT
yi
φi(x)

+
N∑

i

uiLi(yi) +
N∑

i<j

uijLij(yi, yj) +
N∑

i<j<k

uijkLijk(yi, yj , yk)

(2)

where wyi
∈ R

Di is the unary term for the concept yi under visual features φi(·), and L(yi, yj , yk)
are potentials that scores the relationship between the visual concepts yi, yj , and yk. The terms
uijk ∈ R calibrate these potentials with the visual classifiers. Our model forms a third order factor
graph, which we visualize in Fig.2.

Note that, although ideally the unary and binary potentials would be redundant with the trinary
language potentials, we found including the binary potentials and learning a weight u for each
improved results. We believe this is the case because the binary language model potentials are not
true marginals of the trinary potentials as they are built by a limited number of queries. Moreover,
by learning extra weights, we increase the flexibility of our model, so we can weakly adapt the
language model to our training data.

ms

a

o Figure 2: Factor Graph Relating Concepts: We
visualize the factor graph for our model. Note the
unary factors are not shown for simplicity. a refers
to action, o for object, s for scene, and m for moti-
vation. The binary potentials are red and the trinar-
ies are blue for visualization purposes. We omitted
the scene-object-motivation factor because it was
combinatorially too large.
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2.4 Inference

Predicting motivation then corresponds to calculating the most likely configuration y given an image
x and learned parameters w and u over the factor graph:

y∗ = argmax
y

Ω(y;w, u, x, L) (3)

For both learning and evaluation, we require theK-best solutions, which can be done efficiently with
approximate approaches such as K-best MAP estimation [3, 20] or sampling techniques [28, 25].
However, we found that, in our experiments, it was tractable to evaluate all configurations with a
simple matrix multiplication, which gave us the exact K-best solutions in less than a second on a
desktop computer.

2.5 Learning

We wish to learn the parameters w for the visual features and u for the language potentials using
training data of images and their corresponding labels, {xn, yn}. Since our scoring function in
Eqn.2 is linear on the model parameters θ = [w;u], we can write the scoring function in the linear
form Ω(y;w, u, x, L) = θTψ(y, x). We want to learn θ such that the labels matching the ground
truth score higher than incorrect labels. We adopt a max-margin structured prediction framework:

argmin
θ,ξn≥0

1

2
||θ||2 + C

∑

n

ξn

s.t. θTψ(yn, xn)− θTψ(h, xn) ≥ ∆(yn, h)− ξn ∀n, ∀h

(4)

The linear constraints state that the score for the correct label yn should be larger than that of any
other hypothesized label hn by at least ∆(yn, hn). We use a standard 0-1 loss function for ∆(·, ·)
that incurs a penalty if any of the concepts do not match the ground truth. This optimization is
equivalent to a structured SVM and can be solved by efficient off-the-shelf solvers [13]. In training,
we iterate on the examples and alternate on (1) applying the model to collect the most violating
constraints, and (2) updating the model by solving the QP problem in Eqn.4. The constraints are
found by inferring K-best solutions of Eqn.2.

3 Experiments

In this section, we evaluate our framework’s performance at inferring motivations against a vision-
only baseline. We first describe our evaluation setup, then we present our results.

3.1 Experimental Setup

We designed our experiments to evaluate how well we can predict the motivation of people from our
dataset. We assumed the person-of-interest is specified since the focus of this work is not person
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Figure 3: Statistics of Motivations Dataset: We show a histogram of frequencies of the motivations
in our dataset. There are 79 different motivations with a long tail distribution making their prediction
challenging.
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Baseline Our Method
(Vision Only) (With Language)

Given Ideal
Detectors for:

Action+Object+Scene 13 10
Action+Object 12 11
Object+Scene 15 12
Action+Scene 19 13
Object 19 13
Action 18 15

Scene1 37 18

Fully Automatic 232 15

Table 2: Evaluation of Median Rank: We compare our approach to baselines with the median rank
of the correct motivation. Lower is better with 1 being perfect. Chance is 39. Since the distribution
of motivations is non-uniform, we normalize the rank so that all categories are weighted equally.
We show results when different combinations of visual concepts are given to reveal room for future
improvement.

detection. Fig.3 shows a histogram of the frequency of motivations from our dataset. We split
the images of our dataset into equal training and testing partitions. We computed features from the
second to last layer in the AlexNet convolutional neural network trained on ImageNet [18, 12] due to
their state-of-the-art performance on other visual recognition problems. Due to memory constraints,
we reduced the dimensionality of the features to the top 100 principal components. We trained
both our model and the baselines using cross validation to estimate hyperparameters, and we report
results on the held-out test set. Since to our knowledge we are the first to address the problem of
inferring motivation in computer vision, we compare against a vision-only baseline and chance.

3.2 Quantitative Evaluation

We evaluate our approach on an image by finding the rank of a ground truth motivation in the max-
marginals on all states for the motivation concept y1. This is equivalent to the rank of ground truth
motivation in the list of motivation categories, sorted by their best score among all possible configu-
rations. We show the median rank of our algorithm and the baseline across our dataset in Tab.2. Our
results in the last row of the table suggest that incorporating knowledge from written language can
improve accuracy over a naive vision-only approach. Moreover, our approach is significantly better
than chance, suggesting that our learning algorithm is able to capitalize on structure in the data.

For diagnostic purposes, the top of Tab.2 shows the performance of our approach versus the baseline
if we had ideal recognition systems for each visual concept. In order to give the vision-only baseline
access to other visual concepts, we concatenate its features with a ground truth object bank [22]. Our
results suggest that if we had perfect vision systems for actions, objects, and scenes, then our model
would moderately improve, but it would still not solve the problem. In order to improve performance
further, we hypothesize integrating additional visual cues such as human gaze and clothing will yield
better results, motivating work in high-level visual recognition.

To demonstrate the importance of the trinary language model potentials, we trained our model with
only binary and unary language potentials. The model without trinary potentials obtained a degraded
median rank of 18, suggesting that the trinary potentials are able to capture beneficial knowledge in
written language.

We compare the accuracy of our approach versus the number of top retrieved motivations in Fig.4
where we consider an image correct if our model predicts the ground truth motivation within the
set of top retrievals. Interestingly, when the top number of retrievals is small, our fully automatic
method with imperfect vision (solid red curve) only slightly trails the baseline with ideal detectors
(dashed blue curve), suggesting that language models may have a strong effect when combined with

2Note that given ideal scene classifiers, we obtain worse performance than the automatic approach. We
believe this is the case because our model overfits to the scene.

2While the rest of this baseline uses Crammer and Singer’s multiclass SVM [6], we found a one-vs-rest
strategy worked better for the fully automatic baseline (median rank 30 for Crammer and Singer, and median
rank 23 for one-vs-rest). We report the better baseline in the table for fair comparison.
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Figure 4: Accuracy vs. Number of Retrievals: We plot the number of retrieved motivations versus
the accuracy of retrieving the correct motivation. Higher is better. Our approach does better than the
baseline in all cases. Notice how the baseline flattens at 50 retrievals. This happens due to the long
tail distribution of our dataset: the baseline struggles to identify motivations that do not have large
amounts of training data. Our approach appears to use language to obtain reasonable performance
even in the tail.

current vision methods. We partially attribute this gain due to the common knowledge available in
written language.

3.3 Qualitative Results

We show a few samples of successes and failures for our approach in Fig.5 and the baseline in Fig.6.
We hypothesize that our model often produces more sensible failures because it leverages some
of the common knowledge available in written language. For example, our framework incorrectly
predicts that the woman is performing an action because she wants to eat, but this is reasonable
because she is in the kitchen. However, the baseline can fail in unusual ways: for a woman sitting
in a living room while reading, it predicts she wants to eat!

Since our method attempts to reason about many visual concepts, it can infer a rich understanding
of images, such as predicting the action, object of interaction, and scene simultaneously with the
motivation. Fig.5 suggests our system does a reasonable job at this joint inference. The language
model in this case is acting as a type of contextual model [26, 21]. As our goal in this paper is
to explore human motivations in images, we did not evaluate these other visual concepts quantita-
tively. Nonetheless, our results hint that language models might be a powerful contextual feature for
computer vision.

4 Discussion

Inferring the motivations of people is a novel problem in computer vision. We believe that computers
should be able to solve this problem because humans possess the capability to think about other
people’s motivations, likely due to cognitive skills known in psychophysics as the theory of mind.
Interestingly, recent work in psychophysics provides evidence that there is a region in our brain
devoted to this task [29]. We have proposed a learning-based framework to infer motivation with
some success. We hope our contributions can help advance the field of image understanding.

Our experiments indicate that there is still significant room for improving machines’ ability to infer
motivation. We suspect that advances in high-level visual recognition can help this task. However,
our results suggest that visual information alone may not be sufficient for this challenging task. We
hypothesize that incorporating common knowledge from other sources can help, and our results
imply that written language is one valuable source. We believe that progress in natural language
processing can advance high-level reasoning in computer vision.
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Human Label: sitting on bench in a train station because he is waiting

Top Predictions: 1. sitting on bench in a park because he is waiting
2. holding a tv in a park because he wants to take
3. holding a seal in a park because he wants to protest
4. holding a guitar in a park because he wants to play

Human Label: sitting on chair in a dining room because she wants to eat

Top Predictions: 1. sitting near table in dining room because she wants to eat
2. sitting on a sofa in a dining room because she wants to eat 
3. holding a cup in a dining room because she wants to eat
4. sitting on a cup in a dining room because she wants to eat

Human Label: holding a person in a living room because she wants to show

Top Predictions: 1. sitting on sofa in living room because she wants to pet
2. sitting on sofa in living room because she wants to look
3. sitting on sofa in living room because she wants to read
4. sitting on chair in living room because she wants to pet

Human Label: standing next to table because she wants to prepare

Top Predictions: 1. talking to person in dining because she wants to eat
2. standing next to table in dining room because she wants to eat
3. sitting next to table in dining because she wants to eat
4. talking to person in kitchen because she wants to eat 

Figure 5: Language+Vision Example Results: Our framework is able to use a rich understanding
of the images to try to infer the motivation behind people’s actions. We show a few successes (top)
and failures (bottom) of our model’s predictions. The human label shows the ground truth by a
worker on MTurk. The sentences shown are only to visualize results; our goal is not to generate
captions. In many cases, the failures are sensible (e.g. for the bottom right woman in the kitchen,
predicting she wants to eat), likely due to the influence of the language model.

Human Label: sitting on a bus in a parking lot because he wants to drive

Top Predictions: 1. because he wants to look
2. because he wants to ride
3. because he wants to drive
4. because he wants to eat 

Human Label: sitting on chair in living room because she wants to read

Top Predictions: 1. because she wants to eat
2. because she wants to look
3. because she wants to drink
4. because she wants to ride

Figure 6: Vision-Only Example Results: We show a success and failure for a simple vision-only
model trained to predict motivation given just mid-level image features. The failures are frequently
due to the lack of common knowledge. The baseline predicts the woman wants to eat or ride even
though she is in a living room reading. Our full model uses language to suppress these predictions.
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