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#### Abstract

Recent measurements of the extent of price stickiness indicate that there is a substantial amount of relative price variability. Extending our prior state-dependent pricing model, we study a setting in which there are discrete "micro states" interpreted as stochastic productivity variations at the firm level. The new model shares the "generalized partial adjustment" implications of our prior analysis and also its tractability for macroeconomic analysis. Notably, it can be used to study the strength of general equilibrium influences on price adjustment and the consequences of alternative monetry policy rules.

Without aggregate uncertainty, the microstate model has rich implications for the dynamics of prices, including links from firm level productivity to the likelihood of price adjustment ("conditional hazards") and magnitudes of price adjustments. In this steady state - where firms face substantial uncertainties while aggregates are constant - there are also implications for the cross-sectional distribution of relative prices and price changes, as well as much additional information.


When linearized around this stationary point, the microstate model also has important implications for the dynamic of aggregate economic activity. To exposit these, we build quantitative examples which we link to recent studies in the literature.
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## 1 Introduction

Macroeconomics frequently abstracts from microeconomic uncertainties so as to be able to focus on the nature and consequences of aggregate shocks. Real business cycle analysis has mainly concerned the macroeconomic effects of productivity shocks that are common across production units, abstracting from the considerable differences in productivity across plants at a given time and for the considerable uncertainties about a given plant's productivity over time. New Keynesian macroeconomics has investigated the macroeconomic effects of nominal and real aggregate shocks, largely abstracting from fluctuations in relative productivity and demand, so as to explore the consequences of asynchronous price-setting by firms.

By contrast, in this paper, we provide a framework within which routine quantitative macroeconomic analysis can be conducted in the presence of stochastic heterogeneity in prices and productivity at the microeconomic level. For example, our framework is capable of studying the following five topics that we consider to be critical for the ongoing analysis of state-dependent pricing.

1. the relationship of price-adjustment hazards at the level of individual firms to the extent of micro-level productivity fluctuations and the extent of price adjustment costs;
2. the implications of micro productivity fluctuations and the extent of price adjustment costs for the cross-sectional distribution of relative prices and the distribution of nominal price changes;
3. the consequences of adding microeconomic productivity uncertainty to existing models of the dynamic interaction of inflation and output;
4. the evaluation of the strength of general equilibrium effects on firm and aggregate patterns of price adjustment;
5. the consequences of alternative monetary policy rules for the frequency of price adjustment as well as the dynamics of inflation and output.

More particularly, the current "microstate" framework extends our prior state-dependent pricing model - Dotsey, King and Wolman [1999] - to incorporate fluctuating microeconomic productivity with an eye to studying issues raised by two sets of recent research. First, recent empirical studies of microeconomic price dynamics by Bils and Klenow [20xx] and Klenow and Krystov [2004] for the U.S. suggest that there is a great deal of relative price volatility and
price flexibility, as measured by the average magnitude of price changes and by the frequency of price changes. These findings are largely echoed in the findings of the Eurosystem's "Inflation Persistence Project", but with some interesting differences that are also worthy of further study. Second, recent theoretical studies by Klenow and Krystov [2004] and Golosov and Lucas [2003] are skeptical about aspects of previous SDP models. Notably, Goloslov and Lucas [2003] argue that (i) idiosyncratic cost-type shocks are necessary for matching the micro data on price adjustment, and (ii) when such shocks are incorporated in a statedependent pricing model, there is very little nonneutrality. In essence, the Golosov and Lucas argue that the exact neutrality result of Caplin and Spulber [19xx] is a reasonable guide to the aggregate implications of state-dependent pricing. On the other hand, Klenow and Krystov [2004] study the consistency between DKW model - in which there are no idiosyncratic productivity shocks - and data on the frequency of price adjustment. They argue that a realistic calibration requires that there be such strong assumptions on adjustment costs that the DKW model delivers essentially the same macro implications as a time dependent pricing (TDP) model built along Calvo [19xx] lines.

By contrast, our prior research suggests the existence of an important middle ground in which there are both substantial non-neutralities and in which SDP models have very different implications from TDP models. On one level, the original DKW model was constructed precisely to allow for analysis of state-dependent pricing in environments that were richer and more realistic than those of the early works of Caplin and Spulber [19xx] and Caplin and Leahy [19xx], where monetary shocks were neutral either toward output or the price level. Working in a quantitative general equilibrium model, we showed that incorporating SDP into a standard modern model led to transitory dynamics in both the price level and output in response to a monetary shock. We argued that the details of these responses would depend in important ways on the structure of the model: on the average rate of inflation, on the monetary policy rule, on the behavior of marginal cost, on the elasticity of demand and so on.

In more recent work, Dotsey and King [2005] study how several basic economic environments are affected by the replacement of time-dependent pricing with state-dependent pricing. In particular, among other exercises, they contrasted the pricing implications of models including the conventional constant elasticity demand specification of Dixit and Stiglitz [19xx] with an alternative proposed by Kimball [1995], in which firms face a variable elasticity in line with a "smoothed-off kinked demand curve". Since components of that study will serve as background to the present one, we review some of its key components in section 2 below. Then, in section 3, we outline the key components of our stochastic adjustment framework with microstate. In section 4, we consider the stochastic steady-state of
our new framework, displaying how it can be used to make predictions about the panel data like that studied by Bills and Klenow or the member teams from the Inflation Persistence project. We display these implications for both the DS demand structure and for the K demand structure. In section 5, we turn to macroeconomic dynamics. Using precisely the same specifications as in Dotsey and King [2005], but with some large micro productivity shocks added, we find that there are indeed important implications of adding microstates, but that these differ sharply across demand structures. In particular, we find that adding microstates to a model with DS demand has major effects on impulse responses to monetary disturbances and that the responses in the micro state model are ones that would appear more realistic to a typical macroeconomist. At the same time, we find that the addition of microstates has minor effects on the impulse responses with K demand

Overall, then, we are very excited by the prospects for further research within our new framework. Our plan is to study its dynamics when it is calibrated to match various aspects of aggregate and micro price adjustment.

## 2 Background

Our starting point is the analysis of Dotsey and King [2005], henceforth DK, which explores a battery of macroeconomic models under the alternative assumptions of time-dependent and state-dependent pricing. In this brief section, we review some of the findings of that investigation, so as to provide the background for the analysis of micro-state models. The review of findings is centered around Figures 1 through 5, which are identical to the first five figures in DK.

### 2.1 Alternative demand structures

Most modern models in macroeconomics, trade and economic growth study monopolistic competition equilibria under the assumption that firms face constant elasticity demands for differentiated products. However, this is arguably an assumption of convenience in analytical modeling and it can easily be dropped in quantitative modeling. Further, Kimball [2005] and others have argued that alternatives to the constant elasticity specification have important implications for pricing.

Figure 1 shows the two alternative demand structures studied in DK2005, a constant elasticity specification of the DS (Dixit-Stiglitz) form and an alternative with a specific K (Kimball) form. Each is structured so that there is an elasticity of 10 at a relative quantity of unity, which is a conventional value used in macro modeling. But the K specification has
the property that the elasticity of demand falls with the relative quantity, as in the textbook "kinked demand: analysis. This figure displays demand, marginal revenue, elasticity and profit implications at various relative quantity levels. In addition, it shows the relative quantity levels that obtain in an inflationary steady-state given the optimal pricing patterns of firms (these are marked with an 'o' for the DS specification and with an '*' for the K specification).

### 2.2 Steady state adjustment rates and sticky price fractions

Within an SDP setting, these alternative demand structures have implications for the frequency of price adjustment and the fraction of firms that choose to keep their nominal prices fixed. Figure 2 illustrates these implications in an inflationary steady state. The first panel shows the hazard rate for firms by the age of their nominal price: the rising hazard is a characteristic of SDP models. However, the hazard rate rises much more sharply with K demand than with DS demand. The second panel shows the implications of this adjustment pattern for the fraction of firms that actually charge a j-period old price: there are fewer firms with old prices under K demand than under DS demand.

### 2.3 Profits and relative prices

To pursue the reasons for the outcomes in Figure 2 and to provide a background for dynamic pricing, Figure 3 shows how profits depend on the relative price charged by a firm. For the K demand firm, the "profit hill" is much more steep than for the DS demand firm. This feature leads the firm facing a K demand to choose a more tightly clustered pattern of optimal prices than its DS counterpart. More specifically, the K demand firm chooses a lower initial relative price (the rightmost '*' in the figure) than its DS counterpart (the rightmost ' $o$ ' in the figure). Further, it is more willing to pay an adjustment cost because its profits fall off more sharply when inflation erodes the real value of its relative price, as it must with firms setting nominal prices in an inflationary steady-state.

### 2.4 Macroeconomic dynamics

A standard experiment in sticky-price macroeconomic models is to consider the effect of a monetary shock. In DK2005 and in the present paper, we consider a monetary shock that has a $1 \%$ effect on impact and then gradually builds up to an ultimate $2 \%$ level (this is a result of positive autocorrelation in money growth of .5 , which is a rough estimate for the U.S.). The DKW framework permits solution of a general equilibrium macroeconomic model
with SDP using linear systems methods, so that impulse response analysis to this and other shocks can easily be conducted.

Figure 4 shows the response to a monetary shock in a DS demand model under SDP. A representative macroeconomist's reaction to this figure would be that these outcomes are very far from estimates of the effects of monetary shocks and from the implications of other sticky price macroeconomic models. There are aggressive responses by those firms which choose to adjust prices (the ' $\checkmark$ ' path) which initially overshoot and then oscillate around the ultimately higher level of $2 \%$. There are also oscillatory responses in output, real marginal cost, the price level and inflation. While these oscillatory responses are far from estimates, they do illustrate that SDP dynamics can be very different from TDP dynamics. In a model that constrained firms to always adopt the steady-state adjustment patterns shown in Figure 2 , for example, there would be a prolonged initial real expansion as the price level gradually moved up toward the long-run level. That is, the unorthodox dynamics are a result of the incentives that firms have to change the timing of their adjustments.

Figure 5 shows the response to a monetary shock in a K demand model under SDP. With this demand structure, firms do not want their nominal prices to get much out of line with the general price level so as to avoid the profit losses illustrated in Figure 3. A state-dependent pricing model allows them to do so. In particular, they can set a nominal price not-too-different from the price level now (the ' $\delta$ ' path) knowing that they can choose to adjust later. Further, when there is a shift in the price level, as in Figure 5, this alters the desirability of price adjustment for firms, in ways that are more fully explored in DK2005. The K demand model produces novel sticky price dynamics, with inflation peaking after output, precisely because firms can choose the timing of their adjustments. Working in a time-dependent setting, Mankiw [2001] argued that no sticky-price model could generate such a pattern of outcomes, which he described as consistent with business cycle experience in the U.S. and other countries.

### 2.5 Summing up the background information

This section has illustrated that SDP models designed along DKW lines have implications, along the lines of Figure 2, for panel data sets of the type studied in much recent work. The SDP assumption also means that general equilibrium dynamics influence the choice of adjustment timing by firms and, in turn, that the choice of adjustment timing by firms affects the nature of general equilibrium dynamics.


Figure 1: Alternative Demands: Dixit-Stiglitz (o) and Kimball Kink (*)


Figure 2: Adjustment rates $(\alpha)$ and vintage fractions $(\omega)$ for global labor market models with DS demand (o) and K demand (*)


Figure 3: Profit for DS and K demand at $\psi=\frac{\varepsilon-1}{\varepsilon}=.9$


Figure 4: Dynamic Responses to a Monetary Shock with DS demand. The three responses in the first panel are the money stock (light line); the price level (darkline); and the optimal price set by adjusting firms $(\diamond)$.


Figure 5: Dynamic Responses to a Monetary Shock with K demand. The three responses in the first panel are the money stock (light line); the price level (darkline); and the optimal price set by adjusting firms $(\diamond)$.

## 3 A stochastic adjustment framework

To study the effect of serially correlated firm-level shocks, which we call microstates, we now extend the framework of DKW [1999] with an eye to retaining the tractable general equilibrium analysis that can be conducted in that setting. While we consider these microstates to be productivity shocks in the current analysis, analysis of demand shocks would be formally similar.

### 3.1 Discrete microstates governed by a Markov chain

The microstate of a firm is given by its productivity level, which we call $e_{t}$. We assume that there are $K$ different levels of microproductivity that may occur, $\underline{e}_{k}, k=1,2, \ldots K$, so that a firm of type $k$ at date t has total factor productivity

$$
\begin{equation*}
a_{k t}=a_{t} \underline{e}_{k} \tag{1}
\end{equation*}
$$

where $a_{t}$ a common productivity shock work. We assume that the micro productivity levels are ordered so that $\underline{e}_{1}<\underline{e}_{2}<\ldots \underline{e}_{K}$.

There may be stochastic transitions between microstates, governed by a state transition matrix, Q, where

$$
\begin{equation*}
q_{k f}=\operatorname{prob}\left(e_{t+1}=\underline{e}_{f} \mid e_{t}=\underline{e}_{k}\right) \tag{2}
\end{equation*}
$$

For ease below, we also use the notation $q\left(e^{\prime} \mid e\right)$ to denote the conditional probability of state $e^{\prime}$ occurring next period if the current state is $e$.

We assume that these transitions are independent across firms and that there is a continuum of firms, so that the law of large numbers applies. The stationary distribution of firms across microstates is then given by a vector $\Phi$ such that

$$
\Phi=Q^{T} * \Phi
$$

That is, the $k^{\text {th }}$ element of $\Phi$ gives the fraction of firms in the $k^{\text {th }}$ microproductivity state (these firms have productivity level $\underline{e}_{k}$ ). ${ }^{1}$
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### 3.2 An individual firm and its adjustment

Suppose that the aggregate state of the economy is given by a vector $s$. Consider a firm which had a relative price of $\varrho$ last period and which has a current microstate of $e$. A generalized partial adjustment model - a generalized (S,s) model in the language of Caballero and Engel [1999]- requires that there is an adjustment probability

$$
\begin{equation*}
\alpha(p, e, s) \tag{3}
\end{equation*}
$$

for this firm. In this expression, $p=\varrho / \pi(s)$ is the firm's relative price if it does not adjust, which depends on the (gross) inflation rate $\pi(s)$ and, thus, on the state of the economy. In addition, the adjustment rate depends on the microstate $e$ and the aggregate state $s$, since each can influence the costs and benefits of adjustment. Probabilistic adjustment by the firm is rationalized by introduction of additional idiosyncratic shocks which are discussed further below.

If the firm adjusts, then it chooses an action - a new price - that is a function of the macro and microstates,

$$
\begin{equation*}
p^{*}(e, s) \tag{4}
\end{equation*}
$$

but not on $\varrho$ or the idiosyncratic considerations which lead only a fraction of firms with $p, e, s$ to adjust.

### 3.3 Optimal pricing and adjustment

Consider a firm which faces a demand $d(p, s) y(s)$ for its output if it is charging price $p$. Following DKW, we assume that this firm faces a fixed cost of adjustment $\xi$, which is drawn from a continuous distribution with support $[0, \mathcal{B}]$.

We find it convenient to describe the optimal adjustment of this firm as involving three value functions:

- its value if it does not adjust, which we call $\underline{v}$;
- its value if it has a current adjustment cost realization of 0 , which we call $v^{o}$.
- its maximized value given its actual adjustment cost $\xi$, which we call v.

That is, the market value of a firm is governed by

$$
\begin{equation*}
v(p, e, s, \xi)=\max \left\{\underline{v}(p, e, s, \xi),\left[v^{o}(e, s)-\lambda(s) w(s) \xi\right]\right\} \tag{5}
\end{equation*}
$$

if it has relative price $p$; microstate $e$; macrostate $s$; and a stochastic adjustment cost draw of $\xi$. This market value is the maximum of two components, which are its value conditional on adjustment $\left(\left[v^{o}(e, s)-\lambda(s) w(s) \xi\right]\right)$ or nonadjustment $(\underline{v}(p, e, s, \xi))$.

The "nonadjustment value" $\underline{v}$ obeys the Bellman equation,

$$
\begin{equation*}
\underline{v}(p, e, s)=\left[\lambda(s) z(p, e, s)+\beta E v\left(p^{\prime}, e^{\prime}, s^{\prime}, \xi^{\prime}\right) \mid(p, s)\right] \tag{6}
\end{equation*}
$$

with $p^{\prime}=p / \pi\left(s^{\prime}\right)$. That is, the value $\underline{v}$ is based on continuing with the current relative price $p$ for at least one additional period: it is based on the valuation of state contingent cash flows $\lambda(s)$; the flow of real profits $z(p, e, s)$; and the discounted expected future value $\beta E v\left(p^{\prime}, e^{\prime}, s^{\prime}, \xi^{\prime}\right)$, given that $p^{\prime}=p / \pi\left(s^{\prime}\right)$.

The "costly adjustment value" is given by the value of the firm if it is free to adjust, $v^{o}(e, s)$, less the cost of adjustment, which depends on the macro state through $\lambda(s) w(s)$ and also on realization of the random adjustment cost $\xi$. In turn, the "free adjustment value" $v^{o}$ obeys

$$
\begin{equation*}
v^{o}(e, s)=\max _{p^{*}}\left\{\lambda(s) z\left(p^{*}, e, s\right)+\beta E v\left(p^{\prime}, e^{\prime}, s^{\prime}, \xi^{\prime}\right)\right\} \tag{7}
\end{equation*}
$$

with $p^{\prime}=p^{*} / \pi\left(s^{\prime}\right)$.
Notice that there are asymmetries in the determinants of these values. The nonadjustment value $\underline{v}(p, e, s)$ depends on the relative price, the microstate and the macro-state but not on the adjustment cost $\xi$ because this is not paid if adjustment does not take place. The free adjustment value $v^{o}(e, s)$ does not depend on the relative price (since the firm is free to choose a new price) or the adjustment cost $\xi$ (since the adjustment decision involves a fixed cost).

### 3.4 Optimal adjustment

As in other generalized partial adjustment models, such as the prior DKW analysis of price adjustment, the firm adjusts if

$$
\left[v^{o}(e, s)-\lambda(s) w(s) \xi\right]>\underline{v}(p, e, s) .
$$

Accordingly, there is a threshold value of the adjustment cost, such that

$$
\begin{equation*}
\underline{\xi}(p, e, s)=\frac{v^{o}(e, s)-\underline{v}(p, e, s)}{\lambda(s) w(s)} \tag{8}
\end{equation*}
$$

Firms adjust with lower cost and firms do not adjust with higher costs.

The fraction of firms that adjust, then, is

$$
\begin{equation*}
\alpha(p, e, s)=G(\underline{\xi}(p, e, s)) \tag{9}
\end{equation*}
$$

where $G$ is the cumulative distribution of adjustment costs. In this setting, as in other generalized partial adjustment models, the adjustment decision depends on the state of the economy, but it also depends on the distribution of adjustment costs, both directly and through the incentives that firms have to wait for a low adjustment cost realization.

### 3.5 Dynamics and accounting

A key feature of our framework is that we will track a distribution of firms that depends on previously set prices and on evolving levels of micro productivity, since we want study the effects of this joint distribution on macroeconomic activity. Although the discussion to this point stresses that the decision problem of a firms can be formulated without reference to the sort of "vintage" structure employed in DKW, it is useful to develop this structure for the purpose of tracking the distribution of relative prices, conceptually and in our computational work. In this context, we also introduce explicit dates.

The core mechanics are as follows. We start with a joint distribution of relative prices and productivity which prevailed last period. This distribution is then influenced by the effects of microproductivity transitions $(Q)$, the adjustment decisions of firms $(\alpha(p, e, s))$; and the effects of inflation on relative prices. The net effect is to produce a new distribution of relative prices prevailing in the economy. Table 1 summarizes some of the key notation and equations.

Table 1: Conceptual and accounting elements in microstate model

| Concept | Symbol | Comment |
| :--- | :--- | :--- |
| past relative price | $p_{j-1, h, t-1}$ | $h=$ historical state when price set (at $t-j$ ) |
| past fraction | $\omega_{j-1, l, h, t-1}$ | $l=$ microstate at t-1 |
| current fraction | $\theta_{j, k, h, t}$ | $\theta_{j k h t}=\sum_{l} q_{l k} \omega_{j-1, l, h, t-1}$ |
| adjustment rate | $\alpha_{j, k, h, t}$ | depends on $e, p, s$ |
| current relative price | $p_{j, h, t}$ | $p_{j h t}=p_{j-1, t, t-1} / \pi_{t}$ |
| current fraction | $\omega_{j, k, h, t}$ | $\omega_{j k h t}=\left(1-\alpha_{j k h t}\right) \theta_{j k h t}$ |

Initial conditions and sticky prices. Let $p_{j-1, h, t-1}$ be the last period's relative price of a firm which last changed its price at date $t-1-(j-1)=t-j$ when it was in microstate $h$. Let $\omega_{j-1, l, h, t-1}$ be the fraction of firms in this situation which charged this price and also had productivity level $l$. This information gives the joint distribution of productivity and prices at date t-1.

If such a firm chooses not to adjust, its relative price evolves according to

$$
\begin{equation*}
p_{j h t}=p_{j-1, h, t-1} / \pi_{t} \tag{10}
\end{equation*}
$$

where $\pi$ is the current inflation rate ( $\pi_{t}$ is short-hand for $\pi\left(s_{t}\right)$ from above). That is, one effect on the date $t$ distribution of relative prices will be the effects of inflation.

Endogenous fractions: There are two micro shocks which hit a firm in our model, so that its ultimate decisions are conditioned on its productivity ( $e$ ) and its adjustment cost $(\xi)$. For the purpose of accounting in our model, we find it convenient to specify that the productivity shock occurs first and then the adjustment cost shock.

As above, let $\omega_{j-1, l, h, t-1}$ be the fraction of firms which charged the price $p_{j-1, h, t-1}$ when they were in microstate $l$ last period. As a result of stochastic productivity transitions, then, there will be a fraction

$$
\theta_{j k h t}=\sum_{l} q_{l k} \omega_{j-1, l, h, t-1}
$$

of firms that "start" period t with a $j$ period old nominal price set in micro state $h$ and have a microstate $k$ in the current period.

However, not all of these firms will continue to charge the nominal price which they set in the past. To be concrete, consider firms with a $j$ period old price which they set set in microstate $h$ and are now in $k$. Of these firms, let the adjustment rate be

$$
\alpha_{j k h t}
$$

Then, the fraction of firms choosing to continue charging the nominal price set j periods ago will be

$$
\begin{equation*}
\omega_{j k h t}=\left(1-\alpha_{j k h t}\right) \theta_{j k h t} \tag{11}
\end{equation*}
$$

Taking all of these features into account, we can see that transitions are governed by two mechanisms: the exogenous stochastic transitions of the microstates $\left(q_{l k}\right)$ and the endogenous adjustment decisions of firms $\left(\alpha_{j k h t}\right)$. As discussed in prior sections, the adjustment decision depends on the firm's relative price, its microstate and the macroeconomic states in ways that introduce separate effects of $j, k, h, t$.

Given that firms currently in microstate $k$ adjust from a variety of historical states, it follows that the fraction of adjusting firms is given by

$$
\begin{equation*}
\omega_{0 k k t}=\sum_{j} \sum_{h} \alpha_{j k h t} \theta_{j k h t} \tag{12}
\end{equation*}
$$

We use the redundant notation $\omega_{0 k k t}$ to denote the fraction of adjusting firms in microstate $k$ so that this compatible with (11).

Since the distribution of microstates is assumed to be stationary, there is a constraint on the fractions,

$$
\phi_{k}=\omega_{0 k k t}+\sum_{h} \sum_{j} \omega_{j k h t}
$$

which is another way of describing the fraction of firms that are setting price and are in current microstate $k$.

### 3.6 State variables suggested by the accounting

There are two groups of natural endogenous state variables of the model suggested by the discussion above. One is the vector of past relative prices $p_{j-1, h, t-1}$ for $h=1,2, \ldots K$ and for $j=1,2, \ldots J_{h}$. The other is the fraction of firms that enter the period with a particular past microstate ( $l$ ) and a relative price that was set $j$ periods ago in microstate $h$.

$$
\begin{equation*}
\omega_{j-1, l, h, t-1} \tag{13}
\end{equation*}
$$

Thus, the addition of microstates raises the dimension of the minimum state space elements introduced by the stochastic adjustment model structure from roughly $2 * J$ to roughly $J * K+$ $J * K^{2}$, where $J$ is the maximum number of periods of nonadjustment and $K$ is the number of microstates. However, this is only an approximation because the maximum number of periods can differ across microstates: $J_{k h}$ is the endpoint suitable for firms currently in microstate $k$ which last adjusted in historical microstate $h$.

### 3.7 The adjustment process

The dynamics of adjustment are highlighted by three figures.
Figure 6 shows the dynamics of adjustment for the DKW model. In each period, a fraction $\theta_{j t}=\omega_{j-1, t-1}$ of firms enters the period having a price which was set in $t-j$. Within the period, these firms adjust at rate $\alpha_{j t}$ and remain at rate $\eta_{j t}=\left(1-\alpha_{j t}\right)$.

Figure 7 shows the determination of the adjustment fraction, which depends on the gain from adjusting relative to the cost from adjusting. In this figure, there is a general adjustment cost function (the solid line) and the benchmark "adjustment hazards" from the model with Dixit-Stiglitz demand studied in Dotsey and King [2005], which was also displayed in Figure 2.

Figure 8 shows the modifications of the dynamics of adjustment introduced by microstates. For each price lag (j-1), microstate last period (l) and historical state (h), a fraction $\omega_{j-1, l, h, t-1}$ enters the period. Call the matrix of these initial conditions $\omega_{j-1, t-1}$. Then, the microstate transition process leads to a fraction of firms $\theta_{j k h t}=\sum_{l} q_{l k} \omega_{j-1, l, h, t-1}$ having a price lag $j$, a current microstate $k$; and a historical state (h). Of these, a fraction $\alpha_{j k h t}$ of these firms chooses to adjust while a fraction $\eta_{j k h t}=1-\alpha_{j k h t}$ chooses not to adjust, leaving $\omega_{j k h t}=\eta_{j k h t} \theta_{j k h t}$ charging relative price $p_{j h t}$ and experiencing microstate $k$. In Figure 8, these transitions are represented in matrix form. One thing which is important to stress, at this stage, is that we allow for zero adjustment or for complete adjustment in various situations (particular j,k,h entries).

Figure 6: DKW99 Model
Evolution of fractions of price-setters
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initial conditions
Date $\mathrm{t}+1$
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## Figure 7:

## Costs and benefits determine the stochastic adjustment rate



Figure 8: Microstate Model
Evolution of fractions of price-setters:
Exogenous transitions (Q) and endogenous hazards (a)
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## 4 A particular DSGE model

We now imbed this generalized partial adjustment apparatus into a particular DSGE model, which is designed to be simple on all dimensions other than pricing so as to make clear the consequences of that mechanism. The starting point for our analysis is the analysis of Dotsey and King [2005], which shows that state-dependent pricing can be important for the dynamics of inflation and output. Throughout, we focus on a setting in which there is an economy-wide factor market for the sole input, labor.

### 4.1 The Household

As is conventional, there are two parts of the specification of household behavior, aggregates and individual goods.

### 4.1.1 Aggregates

We assume that there are many identical households that maximize

$$
\begin{aligned}
& \max _{c_{t}, n_{t}} E_{0}\left\{\sum_{t} \beta^{t}\left[\frac{1}{1-\sigma} c_{t}^{1-\sigma}-\frac{\chi}{1+\phi} n_{t}^{1+\gamma}\right]\right\} \\
& \text { subject to: } c_{t} \leq w_{t} n_{t}+\sum_{j} \sum_{k} \sum_{k} \omega_{j k h t} z_{j k h t}
\end{aligned}
$$

where $c_{t}$ and $n_{t}$ are consumption and labor effort respectively and $z_{j k h t}$ is the profits remitted to the household by a type $(j, k, h)$ firm. In this setting - full insurance and utility that is separable in labor effort. The first order condition determining labor supply is

$$
w_{t}=c_{t}^{\sigma} n_{t}^{\gamma}
$$

and, hence, $\phi^{-1}$ is the Frisch labor supply elasticity. The first order condition determining consumption is

$$
\begin{equation*}
c_{t}^{-\sigma}=\lambda_{t} \tag{14}
\end{equation*}
$$

where $\lambda_{t}$ is the multiplier on the household's budget constraint, which serves also to value the firms.


Figure 9:

### 4.1.2 The Demand Aggregator

We use an aggregator of the class suggested by Kimball [1995], $1=\int_{0}^{1} \varphi(x(i)) d i$, where $x(i)$ is the relative demand for product $i$. The specific functional form of the aggregator is discussed further in the appendix. (This aggregator and the resulting demand are the same as that employed in DK [2005] but with a redefinition of parameters that is designed to make its structure and implications more transparent). It is designed to leads to relative demand curves which depend on the relative price $p(i)$ and a multiplier $\varsigma$, taking the form

$$
\begin{equation*}
x\left(\frac{p(i)}{\varsigma}\right)=-\frac{\varepsilon}{\kappa}\left(\frac{p(i)}{\varsigma}\right)^{\kappa}+\left(1+\frac{\varepsilon}{\kappa}\right) \tag{15}
\end{equation*}
$$

In this expression, $\varepsilon$ is the local demand elasticity at the point $x=1, p=1, \varsigma=1$ and $\kappa$ is a parameter that controls the shape of the demand curve. If $\kappa=-\varepsilon$, then the demand curve is of the constant elasticity form. If $\kappa=1$, then the demand curve is linear. If $\kappa>1$, then the demand curve displays a smooth-off kink, with the degree of convexity increasing in $\kappa$. These three possibilities are displayed in Figure 9.

### 4.2 Firms

There are two aspects of firm specification that warrant discussion. First, we adopt a simple production structure, but we think of it as standing in for some of the elements in the "flexible supply side" model of Dotsey and King [2006]. Second, we discuss the optimal pricing condition given the structure of demand, productivity and adjustment costs.

### 4.2.1 Factor demand and marginal cost

Production is linear in labor, $y(i)=a(i) n(i)$, where $y(i)$ is the output of an individual firm, $a(i)$ is the level of its technology, and $n(i)$ is hours worked at a particular firm.

Hence, real marginal cost, $\psi_{t}$, is given by $\psi_{t}=w_{t} /\left(a_{t} e_{k}\right)$ for a firm that is in microstate $k$ at date t .

### 4.2.2 Optimal price-setting

The adjusting firm sets an optimal price which satisfies the FOC

$$
\begin{equation*}
0=\lambda(s) z_{p}\left(p^{*}, e, s\right)+\beta E\left[\underline{v}_{p}\left(p^{\prime}, e^{\prime}, s^{\prime}\right)\right] \tag{16}
\end{equation*}
$$

with $p^{\prime}=p^{*} / \pi\left(s^{\prime}\right)$ and the nonadjustment probability being $\eta(p, e, s)=1-\alpha\left(p^{\prime}, e^{\prime}, s^{\prime}\right)$.
The marginal value for a nonadjusting firm is

$$
\begin{equation*}
\underline{v}_{p}(p, e, s)=\lambda(s) z_{p}(p, e, s)+\beta E\left[\eta\left(p^{\prime}, e^{\prime}, s^{\prime}\right) \frac{1}{\pi\left(s^{\prime}\right)} \underline{v}_{p}\left(p^{\prime}, e^{\prime}, s^{\prime}\right)\right] \tag{17}
\end{equation*}
$$

with $p^{\prime}=p / \pi\left(s^{\prime}\right) .{ }^{2}$

[^2]
### 4.3 The monetary sector and macroeconomic equilibrium

To close the model, it is necessary to specify the monetary sector and to detail the conditions of macroeconomic equilibrium.

### 4.3.1 Demand for money

We further impose the money demand relationship $M_{t} / P_{t}=c_{t}$. Ultimately, the level of nominal aggregate demand is governed by this relationship along with the central bank's supply of money.

### 4.4 Supply of money

The model is closed by assuming that nominal money supply growth follows an autoregressive process,

$$
\Delta \log \left(M_{t}\right)=\rho \Delta \log \left(M_{t-1}\right)+x_{m t},
$$

where $\mathrm{x}_{m t}$ is a mean zero random variable.

### 4.5 Macroeconomic equilibrium

There are three conditions of macroeconomic equilibrium. First, labor supply is equal to labor demand, which is a linear aggregate across all the production input requirements of firms, $\sum_{j} \sum_{k} \sum_{k} \omega_{j k h t} n_{j k h t}$, and also includes labor for price adjustment. Second, consumption must equal output. Third, money demand must equal money supply.

### 4.6 Parameters

The microstate process is shown in Table 2: there are three possible values of $e$, which involve symmetric increases and decreases in productivity. Irrespective of the values of the parameter $\delta$, the specification implies that there is a stationary distribution with a peak at mean productivity (unity). The extent of dispersion is governed by $\delta$ : the current value is set at $.05(5 \%)$ and the associated standard deviation of productivity is .0378 (3.78\%). The first-order autocorrelation is .75 in Table 2 . Since productivity is fairly persistent, there is a smaller standard deviation of productivity changes: . 0267 ( $2.67 \%$ ). But, conditional on a change, the average productivity change is .0571 (5.71\%).

## Table 2: Micro state driving process

Markov transitions $Q=\left[\begin{array}{ccc}.8 & .15 & .05 \\ .10 & .8 & .10 \\ .05 & .15 & .8\end{array}\right]$

Support $\quad \underline{e}=\left[\begin{array}{lll}1-\delta & 1 & 1+\delta\end{array}\right]$

Stationary distribution $\quad \Phi=\left[\begin{array}{lll}.286 & .428 & .286\end{array}\right]$

Productivity: $(\delta=.05)$ std $=.0378$, autocorrelation $=.75$
Productivity change $\quad$ std $=.0267$, mean abs prop change $=.0571$

As listed in Table 3, the other parameters are employed those from DK 2005 for comparability with the results of that analysis without microstates. Our assumption is that $\mathcal{B}=.015$, which means that the largest adjustment cost is $.015 / .20$ or $7.5 \%$ of work time. However, most adjustments involve much smaller adjustment costs. INSERT number for adjustment costs actually paid.

## 5 The stochastic steady state

In our micro-state model, the relevant stochastic steady state is the stationary distribution that prevails when there are no macroeconomic shocks, so that $s_{t}$ is constant. In this steady state, individual firms are subject to persistent productivity shocks ( $e$ ) and temporary adjustment cost shocks $(\xi)$, so that there are important fluctuations in their circumstances.

### 5.1 Computation

We compute this stochastic steady state using the following algorithm, which contains two parts. First, we solve for various "microvariables" of interest given aggregates. Specifically, we begin with values of firms $v=\left[\begin{array}{lllll}v_{0} & v_{1} & v_{2} & \ldots . v_{J-1}\end{array}\right]$ and a set of macroeconomic variables $m$
discussed further below. We then calculate in turn: (i) an optimal adjustment policy from the cost-benefit condition (8); (ii) an optimal pricing policy from the Euler equation (16); and (iii) a new set of values from the Bellman equation (6). These various calculations take place for each "point" in the stationary distribution: like the calculation of the steady state in simpler models (e.g., the growth model), it is not necessary to determine the full policy function but only its stationary point..

Taking all of the calculations into account, we can represent these three steps as follows.

$$
\begin{align*}
\alpha & =\alpha(v, m)  \tag{18}\\
0 & =f(p, m)  \tag{19}\\
v & =v(\alpha, p, m) \tag{20}
\end{align*}
$$

This process can be iterated until there are equilibrium values of $\alpha, p, m$ given the macro variables. Second, we have macroeconomic equilibrium conditions which specify that the commodity market clears; that the labor market clears; that the aggregate good is produced efficiently from its elements; and that individual prices are consistent with the price level. These conditions implicitly determine a vector of macroeconomic variables, $m$, given the distribution of prices etc. Let's write the macroeconomic "excess demands" as a vectorvalued function $A$ and thus write the macroeconomic equilibrium conditions as

$$
\begin{equation*}
0=A(m, p(m), \omega(\alpha(m)), \alpha(m)) \tag{21}
\end{equation*}
$$

where $p(m)$ and $\alpha(m)$ indicates that the process of iterating on (18)-(20) yields solutions for $p$ and $\alpha$ given the macrovariables. The fractions $\omega$ enter into the macroeconomic equilibrium conditions because these are weights in various aggregations, such as output and labor. However, given adjustment rates $\alpha$ and the microstate transition process, we can directly compute

$$
\begin{equation*}
\omega(\alpha) \tag{22}
\end{equation*}
$$

Hence, there is a well-defined scheme for computing the stationary distribution, which is to adjust the $m$ values until the condition (21) is satisfied. Several comments about this computational process are in order: (i) although it involves the determination of many variables, it is reasonably fast, taking less than a minute on a personal computer at present, even though the programs have not yet been optimized for speed; (ii) because the "micro" portion of the algorithm corresponds to stationary points of a dynamic program, its convergence is guaranteed and computational tricks from dynamic programming can be exploited;
and (iii) because the "macro" portion of the algorithm involves only a few variables and very well-behaved "supply and demand" schedules, it can be solved without use of complicated zero-finding methods. ${ }^{3}$ By contrast, in prior work such as DKW [1999] and Dotsey and King [2005, 2006], we computed the stationary distribution of by simultaneously solving for macro and micro variables. That approach less numerically stable, requiring complicated zero-finding methods which did not always work.

### 5.2 Learning about the stationary distribution

We are interested in learning about the nature of price adjustment in the stationary distribution for three reasons. First, we are interested in learning about the effects of price stickiness on consumption, labor, and output in a setting in which prices actually play an allocative role and therefore in which price-stickiness has potential real consequences even in steady state. Second, the stationary distribution should be a guide to the average pattern of micro price adjustment, so that it can be compared to the results of existing empirical studies of micro-price adjustment and also serve to guide future empirical studies. Third, the pattern of price adjustment is important for aggregate dynamics in response to shocks, both in terms of the pattern of average "lag weights" in the pricing block and in terms of understanding the incentives that firms have to alter the timing of price adjustment in response to shocks.

In this draft, our focus is on the DS economy for two reasons: (i) it is the specification most widely employed by macroeconomists; and (ii) it is the specification in which the effects of microstates is most dramatic.

## Information on micro productivity shifts

Figure 10 displays the stationary distribution of productivity and productivity changes. Panel A shows that, at any point in time, there are $42.9 \%$ of the firms with the "normal" level of productivity $(\mathrm{e}=1)$ and $28.6 \%$ of the firms have high productivity ( $\mathrm{e}=1.05$ ) or low productivity ( $\mathrm{e}=.95$ ). Panel B shows that $80 \%$ of the firms experience no productivity change at each date. There are also firms with large productivity increases: $8.6 \%$ are faced with a change of .05 and $1.4 \%$ are faced with a change of .10 . Finally, there are similar fractions of firms with large productivity declines: $8.6 \%$ are faced with a change of -.05 and $1.4 \%$ are faced with a change of -. 10 .

[^3]Our assumption is that inflation takes place at $1 \%$ per period, which we specify to be a quarter of a year. If prices were completely flexible and there were DS demand, then this figure would translate directly into information on relative prices. The first panel would capture the distribution of relative prices. The second would describe relative price changes. To get the distribution of nominal price changes, we would simply need to add .01 to each value on the horizontal axis: $80 \%$ of the firms would have a price change at the inflation rate, so as to keep their relative price constant.


Figure 10
As we shall see, there are important effects of costly price adjustment on both the distribution of prices and price changes.

## SS result \#1: micro productivity shocks increase average stickiness

Within the DS setting, introduction of micro productivity shocks increases the average stickiness in the economy, as shown in Figure 11. In this figure, two distributions are displayed. The first is the distribution of firms by "time since last adjustment" reported in DK-2005: this is the ' o ' distribution for which there is a mean age of nominal price of 3.27 and the oldest price is 9 quarters in age. When micro productivity states are added to the same economy, then some firms will tolerate more lengthy stickiness, so that the mean age
increase to 3.90 and the oldest price is 17 quarters. To be clear, each of the points on the microstate distribution is the sum across firms with heterogenous productivity levels and there is great variety in the pattern of adjustment conditional on microproductivity that we will discuss further below. In terms of the accounting framework discussed in a prior section, the constructs in Figure 11 are calculated as follows. The fraction of firms with a price of age j is

$$
\bar{\omega}_{j}=\sum_{k} \sum_{h} \omega_{k h j}
$$

and the mean age of price is calculated as $\sum_{j=0}\left[j * \bar{\omega}_{j}\right]$.


Figure 11

## SS result \#2: a conditional relationship between prices and adjustment

In empirical studies of the nature and consequences of adjustment dynamics, it standard to graph adjustment hazards versus a state variable, such as the relative price in our model. Figure 12 shows the nature of this relationship for the three productivity levels in our economy.


Figure 12
The relationship for high productivity $(\mathrm{e}=1.05)$ could have been borrowed from Caballero and Engel [1993]. It shows that the hazard is lowest - essentially zero - at a relative price of .98 and increasing for higher or lower relative prices. The bottom of the "bowl" occurs at the relative price of .98 , even though a high productivity firm would choose a relative price of about .95 (that is, $1 / 1.05$ ) with flexible prices. ${ }^{4}$ This higher price obtains because a firm that is adjusting with relative productivity $e=1.05$ recognizes that it may hold its nominal price fixed for some time, a phenomenon which has been termed the "frontloading" of price changes. With our assumptions about the shape of the profit function (via our assumptions about demand elasticity), a $10 \%$ increase or decrease in the relative price is sufficient to induce full adjustment. The symbol ' $\triangle$ ' in the figure highlights a point where the relationship is actually evaluated in our steady-state calculations, but this point is not

[^4]necessarily one in which there is a positive fraction of firms in the stationary distribution. However, there is positive mass on relative prices in the range between .92 and 1.06 in the stationary distribution, as may be seen by looking at detailed information in Appendix B.

Figure 12 also shows the relationship between relative price and hazard for firms with "normal" productivity of $e=1$ and "low" productivity of $e=.95$. For the lowest productivity level, a firm sets a relative price of $p^{*}=1.069$, recognizing that this will be eroded by ongoing inflation while it is maintaining its nominal price fixed. The one-sided nature of the adjustment process is characteristic of models without micro-states such as the reference model of DK 2005. A drop in relative price of $10 \%$ is again sufficient to induce full adjustment.

Comparison of the high and low productivity firms actions and adjustment probabilities helps us understand the increase in stickiness displayed in Figure 11.

Some firms will start with high productivity and make a transition to low prodcuctivity. But these firms will adjust quickly. More precisely, a high productivity firm would start with a relative price of $p^{*}=.98$. If it made an immediate change to the low productivity state (i.e., a change after just one period of high productivity), then it would adjust with probability one. Hence, any firm that transits from initial high productivity to initial low productivity will adjust.

Some firms will start with low productivity and make a transition to high productivity. It is useful to consider a firm that sets a relative price of $p^{*}=1.069$ and then makes a change to high productivity after one period. Inflation will have eroded its relative price to $p=1.058$. At this relative price, there is an adjustment probability of only about .3. Further, if it stays in the high productivity state, then this firm will a relatively low probability of adjusting (no greater than $20 \%$ in each period and sometimes close to zero) for the next three years. That is, given a one percent inflation rate, its relative price will be $p^{*} \pi^{-12}=.949$ after 12 quarters and there is is only a $10 \%$ chance of adjustment along the $e=1.05$ "bowl" with this relative price.

Hence, the elongation of the price distribution, as displayed in Figure 11, arises from the endogenous selection of high productivity firms within the stationary distribution of relative prices.

## SS Result \#3: Average hazards differ from normal hazards

Under DS demand, a model without micro-states gives a good guide to the nature of the hazard for a firm that starts in and stays in the "normal" productivity state of $e=1$, as displayed in Figure 13. In particular, both hazard functions start out quite low, since
there is a relatively flat profit function with DS demand (see, for example, the discussion in DK2005). Further, adjustment is completed in each case after 10 quarters.


Figure 13

By contrast, the behavior of the average hazard - the construct that is most directly linked to the sorts of summary statistics compiled in the ECB's inflation persistence project - is quite different.The average hazard is calculated as

$$
\bar{\alpha}_{j}=\frac{\bar{\omega}_{j-1}-\bar{\omega}_{j}}{\bar{\omega}_{j-1}}
$$

i.e., as the fraction of firms that have adjusted after $j$ periods, given that they have held their price fixed for $j-1$ periods. Note that it is a proportionate slope of the distribution in Figure 11.

Relative to the normal hazard, the average hazard displayed in Figure 14 is initially marginally higher and then substantially lower. In our discussion of Figures 11 and 12, we have seen the reason: the firms that are willing to tolerate incomplete adjustment are high productivity firms, even those that have relative prices which are high because they were once low productivity firms.


Figure 14

## SS Result \#4: The distribution of relative prices

The distribution of relative prices is displayed in Figure 15. In comparison with the productivity distribution that is displayed in Figure 10, which had $42.9 \%$ of the firms at e=1 and the remainder equally split between $\mathrm{e}=1.05$ and $\mathrm{e}=.95$, there is now a distribution that is wider ranging and smoother. Because there is positive average inflation, firms set their nominal prices understanding two features of the sticky price model. First, there will be an erosion of relative prices by inflation. Second, there are future adjustment outcomes that will mitigate the effects of inflation.

More specifically, the distribution reflects the fact that high productivity firms are more willing to tolerate a relative price that departs from their "target" level than are other firms. If the relative price is high (relative to the target ${ }^{5}$ of $p^{*}=.98$, a high productivity firm probably does not adjust, in part because it knows that the relative price will fall through time as a result of inflation.


Figure 15

[^5]
## SS Result \#5: the distribution of price changes

The distribution of price changes shown in Figure 16 differs from the distribution of productivity changes shown in Figure 10 on several dimensions. First, even though $20 \%$ of firms experience productivity changes in a period and even though these changes are large, only $14 \%$ of firms change their nominal price in each period. Second, the mean absolute productivity change is large ( $5.71 \%$ ) but the mean absolute price change is even larger (7.4\%). Third, even though there are many large negative productivity changes ( $10 \%$ of all changes and $50 \%$ of all non-zero changes), there are few negative price changes in the stationary distribution. Again, those firms which experience productivity increases typically choose to wait to change their prices.


Figure 16

## Steady state of the K demand model

While there are quite interesting effects of adding microstates to the DS demand model, as just discussed, there are much less dramatic implications for the K-demand model, for good economic reasons. In the K-demand model, firms do not wish to have a high relative price, since substantial declines in revenue occur by doing so. Accordingly, in the steady state, micro productivity shifts have relatively small effects (i) on the timing of adjustment and (ii) on the distributions of relative prices and price changes. A detailed graphical report on these implications is provided in Appendix C, in a form that mirrors the text presentation and Appendix B information on the DS-demand model.

## 6 Consequences for aggregate dynamics

We are interested in the consequences of introducing micro-states for the aggregate dynamics of inflation and real activity. Our focal point is the DS-demand economy whose dynamics were explored in Figure 4 above, drawn from DK-2005, for the case in which there are no micro-states. In our discussion of those dynamics above, we noted that they looked very different from the implications of most sticky price models and from estimates of the effects of monetary shocks. However, when the micro-state structure detailed in Table 3 is introduced, there are dramatically different dynamic responses, as shown in Figure 17. We turn now to the analysis of this model, working to understand aspects of the responses in both Figures 4 and 17.


Figure 17

### 6.1 The central mechanism without microstates

In the simple state-dependent pricing model with DS demand, as captured in Figure 4, there is a very substantial effect of the money stock on the price level at the impact date $(\mathrm{t}=0)$ : the price level rises by about .75 of the increase in the money stock. This is a result of two features. First, there is a very major increase in the "reset price", the price to which the subset of adjusting firms change (evident in Figure 4). Second, there is a very major increase in the fraction of firms which choose to adjust (not shown in Figure 4, but on the order of an increase from the $15 \%$ of firms shown in Figure 11 to over $50 \%$ of all firms).

That is: in the SDP model shown in Figure 4, there is an extremely strong positive interaction across firms in terms of the timing of their adjustments: if more firms adjust their prices, then this increases the price level by a greater degree, which makes it efficient for more firms to adjust. It is this strong positive interaction that leads the DS demand model without microstates to display unorthodox dynamics in its most basic form.

### 6.2 Inflation and adjustment with microstates

When micro productivity fluctuations are added, there are three factors influencing the timing of adjustment by firms. The first two are present in all SDP models built along generalized partial adjustment lines. First, firms will adjust when they get a particularly low adjustment cost draw. Second, firms will adjust more frequently when their benefits to adjustment are relatively high due to aggregate factors, such as the evolution of the price level discussed above. The third is specific to models with microstates: firms will adjust when they make transitions between various levels of productivity.

The interaction between the aggregate adjustment fraction and the inflation rate in the DS-demand model is shown in Figure 18. With a rise in the inflation rate, there is a substantial rise in the adjustment rate in the microstates model: the adjustment rate ( ${ }^{(* *)}$ ) rises by between $3 \%$ on impact as the inflation rate rises by $1.5 \%$ when measured at an annual rate. In terms of the price level (shown in Figure 17) there is an adjustment rate increase of $3 \%$ when the price level rises by about $.4 \%$.


Figure 18

There are four observations to be made about this pattern of results, which bear on results elsewhere in the literature.

First, relative to the DK2005 model without microstates, there is a much less strong positive interaction between the price level and the inflation rate. This is an intuitive finding: when the adjustment decision is based in part on the micro productivity situations of firms, they will be less responsive to aggregate developments. Hence, we have a dynamic finding which echoes the steady state finding (result \#1) that there is increased stickiness when microstates are introduced.

Second, Golosov and Lucas [2003] argue that menu cost models with large micro productivity shocks generate only small nonneutralities. The Figure 18 findings are in that spirit, even though there is much less frequent price adjustment in the Figure 11 distribution than is posited by Golosov and Lucas. However, it is important not to misinterpret our result (or GL's). Adding microstates to the DK2005 model generates a relatively small non-neutrality in the current setting, but it also brings the pattern of dynamics closer to "impulse response" patterns which appear descriptive of actual economies.

Third, Klenow and Krystov [2004] argue that SDP models should be designed to capture decompositions of the inflation rate into components attributable to "size of price adjustments" and "frequency of price adjustments". We think that our quantitative framework can be employed to determine how to best design such decompositions: like other SDP models, it suggests that the decomposition is a subtle one because any SDP model mandates that many price adjustments are large, at least in the sense of involving large deviations from firm-level targets. For this reason, small variations in adjustment rates may play a larger role than suggested by the KK decomposition. However, these reservations about a decomposition do not apply to the direct measurements by KK of the fraction of price adjustments taking place within a particular survey period of the CPI or to the similar measurements made by the various teams in the EuroSystem's inflation persistence project. From the perspective of these studies, there is excessive volatility in the fraction of firms adjusting prices displayed in Figure 18: the addition of microstates to this DK-2005 example has only reduced to the extent of adjustment response to aggregate conditions from "extreme" to "large". However, KK [2004] experiment with modifications of the adjustment cost structure in an attempt to bring SDP dynamics in line with aggregate evidence on the volatility of the frequency of price adjustment. While they need extreme versions of cost distribution parameters to meet their objectives within a model without microstates, the current analysis suggests that more modest variations would be necessary within models that have microstates.

Fourth, Gertler and Leahy [2005] suggest that SDP models with micro productivity shocks will resemble a time dependent model without micro productivity shocks, specifically
constructing an example in which an SDP framework gives rise to a Calvo-style inflation equation but with an altered interpretation of the "slope" coefficient that links inflation to marginal cost within that model. This perspective is one that we can study in our quantitative framework. For example, we can make a comparison between the output and inflation dynamics that obtain in the DS model if there is an identical steady-state pattern of adjustment and if the near-steady-state dynamic adjustment of the $\alpha$ 's is active (SDP) or shut down (TDP) as in Figures 19 and 20.

While the SDP model does appear to be a "more neutral" version of its TDP counterpart, the relationship does not seem to be one that will be well captured by a simple transformation of the slope parameter in the standard Calvo approach to pricing. For example, Mankiw [200x] has argued that all "sticky price" models are empirically deficient because they deliver peaks in inflation responses to monetary disturbances that arise no later than the peak in output response. The TDP dynamics displayed in Figures 19 and 20 involve an inflation delay, so they could not easily be captured by a Calvo specification. While the inflation and output responses are coincident in the SDP case with DS-demand, other SDP specifications lead to inflation peaks after output peaks (see DK 2005). For this reason, it seems unlikely that there is a general mapping between SDP models and Calvo models.



Figure 20

## 7 Conclusions

Generalized partial adjustment models in the pricing and other areas can be extended to study the influence of firm-level or plant-level shocks to productivity and demand. ${ }^{6}$ In this draft, we have started to investigate how the introduction of micro-productivity states affects:
(i) micro observations such as price adjustment hazards; the distribution of relative prices; and the distribution of nominal price changes;
(ii) the aggregate dynamics of inflation and output, including information on the fraction of firms opting to adjust prices at each point in time;

[^6]To undertake this investigation, we developed a framework that blends discrete states at the micro level, governed by a Markov chain, and continuous dynamics at the macro level, which can be approximated using linear systems methods. The framework allows us to study the details of the joint distribution of prices and productivity at the micro level, while allowing us to track its evolution over time and evaluate the consequences of the evolving distribution for macroeconomic phenomena.

We look forward to much future work within this framework.
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## A Derivation of aggregator and demand structure

The purpose of this appendix is to explain the background to the demand function and its associated aggregator. To begin, consider the mimimization of cost

$$
\begin{equation*}
\int_{0}^{1} P(i) x(i) d i \tag{23}
\end{equation*}
$$

subject to the aggregator constraint

$$
\begin{equation*}
\int_{0}^{1} \varphi(x(i)) d i \geq 1 \tag{24}
\end{equation*}
$$

Attaching a Lagrange multiplier $Z$ to the constraint, we get that there is an FOC of the form

$$
\begin{equation*}
-P(i)+Z \varphi_{x}(x(i))=0 \tag{25}
\end{equation*}
$$

In this general setting, then, the FOC defines a demand,

$$
\begin{equation*}
x(i)=x\left(\frac{P(i)}{Z}\right) \tag{26}
\end{equation*}
$$

and the multiplier $Z$ is determined so that suppose that

$$
\begin{equation*}
\int_{0}^{1} \varphi\left(x\left(\frac{P(i)}{Z}\right)\right) d i=1 \tag{27}
\end{equation*}
$$

We impose two requirements on the aggregator. First,

$$
\begin{equation*}
\varphi(1)=1 \tag{28}
\end{equation*}
$$

so that it is feasible to set all $x=1$, which is a sensible requirement if we are thinking about $x$ as a relative demand. Second, we require that

$$
\begin{equation*}
\varphi_{x}(1)=1 \tag{29}
\end{equation*}
$$

This requirement says that $x=1$ will be chosen if all $P(i)=P$ and that the multiplier $Z=P$.

Finally, the price level (cost of a unit of the aggregative good) is given by

$$
\begin{equation*}
\left.P=\int_{0}^{1} P(i) x\left(\frac{P(i)}{Z}\right)\right) d i \tag{30}
\end{equation*}
$$

Demand: Suppose that we desire a demand function of the form

$$
\begin{equation*}
x\left(\frac{P(i)}{Z}\right)=A\left(\frac{P(i)}{Z}\right)^{\kappa}+B \tag{31}
\end{equation*}
$$

where A,B and $\kappa$ are constants, with $P(i)$ and $Z$ defined as above. The requirement that $x(1)=1$ means that

$$
\begin{equation*}
A+B=1 \tag{32}
\end{equation*}
$$

Suppose further that we want the elasticity at $P(i)=Z=P$ to be $-\varepsilon$. Then,

$$
\begin{equation*}
-\varepsilon=\kappa \frac{A}{A+B} \tag{33}
\end{equation*}
$$

Hence, these two requirements mean that the demand function can be written as

$$
\begin{equation*}
x\left(\frac{P(i)}{Z}\right)=-\frac{\varepsilon}{\kappa}\left(\frac{P(i)}{Z}\right)^{\kappa}+\left(1+\frac{\varepsilon}{\kappa}\right) \tag{34}
\end{equation*}
$$

which is the form in the main text.
The aggregator: We know that the demand is derived from the FOC, so we rewrite the preceding equation as

$$
\begin{equation*}
Z \varphi_{x}=Z\left(\frac{B-x(i)}{-A}\right)^{\frac{1}{\kappa}}=P(i) \tag{35}
\end{equation*}
$$

Hence, the aggregator must be of the form

$$
\begin{equation*}
\varphi(x)=\frac{\kappa}{1+\kappa}(-A)^{-\frac{1}{\kappa}}(B-x)^{\frac{1+\kappa}{\kappa}}+C \tag{36}
\end{equation*}
$$

Requiring that $\varphi(x)=1$ determines the coefficient,

$$
\begin{align*}
C & =1-\left[\frac{\kappa}{1+\kappa}(-A)^{-\frac{1}{\kappa}}(B-1)^{\frac{1+\kappa}{\kappa}}\right]  \tag{37}\\
& =1-\varepsilon \frac{\kappa}{1+\kappa} \tag{38}
\end{align*}
$$

where the last line follows when we use the restrictions on A and B. Accordingly, the aggre-
gator takes the form

$$
\begin{equation*}
\varphi(x)=\frac{\kappa}{1+\kappa}(\varepsilon)^{-\frac{1}{\kappa}}((1+\varepsilon)-x)^{\frac{1+\kappa}{\kappa}}+\left[1-\varepsilon \frac{\kappa}{1+\kappa}\right] \tag{39}
\end{equation*}
$$

Determining the multiplier: With this pair of results, we then have that

$$
\begin{equation*}
\varphi\left(x\left(\frac{P(i)}{Z}\right)\right)=\frac{\kappa}{1+\kappa} \varepsilon\left(\frac{P(i)}{Z}\right)^{1+\kappa}+\left[1-\varepsilon \frac{\kappa}{1+\kappa}\right] \tag{40}
\end{equation*}
$$

Hence, the requirement that $\int_{0}^{1} \varphi\left(x\left(\frac{P(i)}{Z}\right)\right) d i=1$ implies that

$$
\begin{equation*}
Z=\left[\int_{0}^{1} P(i)^{1+\kappa} d i\right]^{\frac{1}{1+\kappa}} \tag{41}
\end{equation*}
$$

The price level: The demand function implies that the price level can be written as

$$
\begin{equation*}
\left.P=-\varepsilon \int_{0}^{1} P(i)\left(\frac{P(i)}{Z}\right)\right)^{\kappa} d i+(1+\varepsilon) \int_{0}^{1} P(i) d i \tag{42}
\end{equation*}
$$

and the prior solution for the multiplier further simplifies this to

$$
\begin{equation*}
P=-\varepsilon\left[\int_{0}^{1} P(i)^{1+\kappa} d i\right]^{\frac{1}{1+\kappa}}+(1+\varepsilon) \int_{0}^{1} P(i) d i \tag{43}
\end{equation*}
$$

The demand function once again: it is convenient to have a demand function which depends only on "real" variables. For this purpose, we define $p=P(i) / P$ and $\varsigma=Z / P$, writing the demand function as

$$
\begin{equation*}
x(i)=-\frac{\varepsilon}{\kappa}\left(\frac{p(i)}{\varsigma}\right)^{\kappa}+\left(1+\frac{\varepsilon}{\kappa}\right) \tag{44}
\end{equation*}
$$

## B Detailed Report on DS steady state

This appendix reports on the DS steady state also discussed in the main text, in a reporting format used for intra-research-team communication. It repeats some material from the main text, but also provides additional information. It is formatted so as to allow ready comparison to the report on the K steady state which appears as Appendix C.

## B. 1 Price distribution by age

The price distribution by age is calculated

$$
\bar{\omega}_{j}=\sum_{k} \sum_{h} \omega_{k h j}
$$

and the mean age of price is calculated as

$$
\sum_{j=0}\left[j * \bar{\omega}_{j}\right]
$$



## B. 2 Hazard rates depend on prices and productivity



## B. 3 Microstate normal hazard



## B. 4 The average hazard

The average hazard is calculated as

$$
\bar{\alpha}_{j}=\frac{\bar{\omega}_{j-1}-\bar{\omega}_{j}}{\bar{\omega}_{j-1}}
$$

i.e., as the fraction of firms that have adjusted after $j$ periods, given that they have held their price fixed for $j-1$ periods. Note that it is a proportionate slope of the distribution in figure 1.

A related statistic is the "average size of a price change". To compute this, note that

$$
\alpha_{k h j} \sum_{l} q_{l k} \theta_{l, h, j}
$$

is the fraction of firms that are adjusting price, given that they are presently in a microproductivity state $k$ and last made a price change in state $h$. (Note that our definitions imply that this is a matrix $\left.\alpha_{j} \circ\left(Q^{\prime} * \theta_{j}\right)\right)$ Accordingly, the average size of a price change - measured in a proportional manner.

$$
\frac{\sum_{j} \sum_{k} \sum_{h}\left\{\left[\alpha_{k h j} \sum_{l} q_{l k} \theta_{l, h, j}\right] \frac{\left[\mid p_{k k 0}-p_{h h 0} \pi^{-j}\right]}{p_{h h 0} \pi^{-j}}\right\}}{\bar{\omega}_{0}}
$$

The sum over j is taken out to a stopping point, as it might be in an empirical setting. However, we check that the total adjustment is close to $\bar{\omega}_{0}$.


## B. 5 Effects of productivity levels

If a firm stays at the productivity level at which it set its price, we can trace out the likelihood that it makes an adjustment.


## B. 6 Effects of productivity increases

If a firm has a productivity increase after j periods, having previously not experienced a transition (or having returned to the original state), then we can trace out the effect on its probability of adjustment.


## B. 7 Effects of productivity decreases

If a firm has a productivity increase after j periods, having previously not experienced a transition (or having returned to the original state), then we can trace out the effect on its probability of adjusting:


## B. 8 The distribution of prices



## B. 9 Distribution of price changes



## B. 10 Detailed information by microstate





## C Detailed report on $K$ steady state

This appendix provides a detailed report on the K-demand steady state.

## C. 1 Price distribution by age

The price distribution by age is calculated

$$
\bar{\omega}_{j}=\sum_{k} \sum_{h} \omega_{k h j}
$$

and the mean age of price is calculated as

$$
\sum_{j=0}\left[j * \bar{\omega}_{j}\right]
$$



## C. 2 Hazard rates depend on prices and productivity



## C. 3 Microstate normal hazard



## C. 4 The average hazard

The average hazard is calculated as

$$
\bar{\alpha}_{j}=\frac{\bar{\omega}_{j-1}-\bar{\omega}_{j}}{\bar{\omega}_{j-1}}
$$

i.e., as the fraction of firms that have adjusted after $j$ periods, given that they have held their price fixed for $j-1$ periods. Note that it is a proportionate slope of the distribution in figure 1.

A related statistic is the "average size of a price change". To compute this, note that

$$
\alpha_{k h j} \sum_{l} q_{l k} \theta_{l, h, j}
$$

is the fraction of firms that are adjusting price, given that they are presently in a microproductivity state $k$ and last made a price change in state $h$. (Note that our definitions imply that this is a matrix $\left.\alpha_{j} \circ\left(Q^{\prime} * \theta_{j}\right)\right)$ Accordingly, the average size of a price change - measured in a proportional manner.

$$
\frac{\sum_{j} \sum_{k} \sum_{h}\left\{\left[\alpha_{k h j} \sum_{l} q_{l k} \theta_{l, h, j}\right] \frac{\left[\mid p_{k k 0}-p_{h h 0} \pi^{-j}\right] \mid}{p_{h h 0} \pi^{-j}}\right\}}{\bar{\omega}_{0}}
$$

The sum over j is taken out to a stopping point, as it might be in an empirical setting. However, we check that the total adjustment is close to $\bar{\omega}_{0}$.


## C. 5 Effects of productivity levels

If a firm stays at the productivity level at which it set its price, we can trace out the likelihood that it makes an adjustment.


## C. 6 Effects of productivity increases

If a firm has a productivity increase after j periods, having previously not experienced a transition (or having returned to the original state), then we can trace out the effect on its probability of adjustment.


## C. 7 Effects of productivity decreases

If a firm has a productivity increase after j periods, having previously not experienced a transition (or having returned to the original state), then we can trace out the effect on its probability of adjusting:


## C. 8 The distribution of prices



## C. 9 Distribution of price changes



## C. 10 Detailed information by microstate






[^0]:    *This version is prepared for a presentation at Yale University on April 11, 2006. Please do not quote without the permission of the authors.
    Appendices available at http://people.bu.edu/rking/SEMINARS/DKW2forYALE.htm

[^1]:    ${ }^{1}$ The stationary probability vector can be calculated as the eigenvector associated with the unit eigenvector of the transpose of $Q$. See, for example, Kemeny and Snell (1976).

[^2]:    ${ }^{2}$ Maximizing the "free adjustment value" (7) implies a first order condition,

    $$
    0=\lambda(\varsigma) z_{p}\left(p^{*}, v, \varsigma\right)+\beta E\left[\frac{1}{\pi\left(\varsigma^{\prime}\right)}\right) v_{p}\left(\frac{p^{*}}{\pi\left(\varsigma^{\prime}\right)}, v^{\prime}, \varsigma^{\prime}, \xi^{\prime}\right)
    $$

    The value function $v$ takes the form

    $$
    v(p, v, \varsigma, \xi)=\left\{\begin{array}{cc}
    \underline{v}(p, v, \varsigma) & \text { if } \xi \geq \bar{\xi}(p, v, \varsigma) \\
    {\left[v^{o}(v, \varsigma)-\lambda(\varsigma) w(\varsigma) \xi\right]} & \text { if } \xi \leq \bar{\xi}(p, v, \varsigma)
    \end{array}\right\}
    $$

    so that

    $$
    v_{p}(p, v, \varsigma, \xi)=\left\{\begin{array}{lc}
    \underline{v}_{p}(p, v, \varsigma) & \text { if } \xi \geq \bar{\xi}(p, v, \varsigma) \\
    0 & \text { if } \xi \leq \bar{\xi}(p, v, \varsigma)
    \end{array}\right\}
    $$

    Since $\underline{v}_{p}$ does not depend on $\xi$, we can express the FOC as in the text. A similar line of reasoning leads to the condition (17).

[^3]:    ${ }^{3}$ Both the "micro" and "macro" parts of the algorithm use a simple Gauss-Newton approach. In the micro part, this is to solve the price Euler equation.

[^4]:    ${ }^{4}$ This assumes that the pricing rule under flexible prices is

    $$
    p=\mu \frac{w}{a e}
    $$

    where $\mu$ is the markup and $w$ is the real wage as will be true for the DS demand specification. It also assumes that $\mu w / a$ is 1 , as will be approximately the case in a flexible price model. That is, in general equilibrium, the wage will move directly with aggregate productivity and inversely with the markup.

[^5]:    ${ }^{5}$ Targets are included Figure 11 by placing a white "*" near the bottom of the relevant "bin" in the histogram.

[^6]:    ${ }^{6}$ See King and Thomas [forthcoming, 2006] for a discussion in the context of labor demand.

