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Data analytics and its associated applications have recently become important 

�elds of study. The subject of concern for researchers now-a-days is a massive 

amount of data produced every minute and second as people constantly sharing 

thoughts, opinions about things that are associated with them. Social media 

info, however, is still unstructured, disseminated and hard to handle and need 

to be developed a strong foundation so that they can be utilized as valuable 

information on a particular topic. Processing such unstructured data in this 

area in terms of noise, co-relevance, emoticons, folksonomies and slangs is 

really quite challenging and therefore requires proper data pre-processing 

before getting the right sentiments. In this study we tried to study the impact of 

nine different pre-processing methods. Bag of Words (BOW), Term Frequency 

(TF) and Inverse Document Frequency (IDF) features were selected and 

in�uence of pre-processing strategies were measured on the performance of 

ML classi�ers with two real life dataset; one with domain and other not. 

We have evaluated �ve different Machine Learning (ML) algorithms viz Logistic 

Regression (LR), Decision Trees (DT), Multinomial Naive Bayes (MNB), 

Extreme Gradient Boosting (XGBoost), and Support Vector Machines (SVM). 

We have performed a comparative analysis of the success of these algorithms 

in order to decide which algorithm works best for the given dataset in terms 

of recall, accuracy, F1-score, precision, and Receiver Operator Characteristic 

(ROC). It is demonstrated that SVM classi�er outperformed the other classi�ers 

with superior evaluations of 73.12% and 94.91% for accuracy and precision 

respectively. It is highlighted in this research that the selection and representation 

of features along with various pre-processing techniques have a positive impact 

on the performance of the classi�cation. The ultimate outcome indicates an 

improvement in sentiment classi�cation and we noted that pre-processing 

approaches obviously suggest an improvement in the ef�ciency of the classi�ers.
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1. Introduction

Opinion Mining (OM) continues with the implementation of technology that can distinguish pos-

itive and negative expressions that are part of conversations and remarks. Because of the availability 

of massive volumes of data accessible on the internet, numerous companies have begun to take an in-

terest in this because mining this knowledge may be of greater use to them. Twitter is a popular social 

networking platform where users exchange a few words known as “tweets”. With only a 140 charac-

ter-limit which ranges around 12 to 15 words on an average; around 3,60,000 tweets were tweeted per 

minute1. This acts as a way for people to share their opinions or emotions on various topics. Online 

sales have an enormous development, where consumers purchase a product and leave a message on 

their experience. 

Such tweets include misspellings, slang’s, and informal phrases along with language, an entity’s 

viewpoint and symbolic words that contribute to the various data collection and interpretation prob-

lems. The vocabulary used by people of most social platforms is very informal. Consumers develop 

their own terms and spelling shortcuts, punctuation, misspellings, phrases, foreign words, URLs, gen-

der-speci�c jargon and abbreviations. Therefore, this kind of text needs to be changed. The pre-pro-

cessing approach supposed to be used to create the correct sensation for successful decision-making. 

This is applied in order to minimize the unstructured aspect of the data collected from social media. 

However, it can take a lot of time to adapt this approach to larger datasets. Pre-processing of data is a 

key phase in Sentiment Analysis (SA), because choosing the necessary pre-processing methods will 

courteously increase the accurately categorized instances in addition to the original feature space. 

SA plays a signi�cant part here to help in seeking the secret emotion or perception within a message. 

Classifying a tweet into either a positive or a negative term is a common method for humans, but this 

manual practice is not adequate to manage massive volumes of data on the internet. “What other peo-

ple think??” (Pang et al., 2008) is often affected people’s decisions on each and every subject. Since a 

massive volume of data is available on the internet, numerous companies have begun to take an interest 

in this, because mining this knowledge can be of tremendous use to them from a future perspective. 

This gives rise to a radically new and wide �eld of research known as SA. ML approaches are devel-

oped to overcome these issues. If the text contains more positive terms, a positive polarity is identi�ed, 

and vice versa with the help of ML algorithms.

The major contributions and novelties to this article are (1) Conducting a detailed and system-

atic series of SA tests utilizing nine pre-processing methods utilizing �ve well known ML algorithms 

on training and testing sets; (2) Conduct a comprehensive analysis of the success between two data-

sets spread over 54,000 unstructured tweets. (3) Presenting a general considerable assumption on the 

consequence of conducting a broad variety of pre-processing methods, this leads to the enhancement 

of SA. (4) Presenting detailed observations that show pre-processing combinations substantially boost 

the classi�cation outcomes for test datasets are used. (5) Compare two different types of features vec-

tors (BOW, TF-IDF) and its effect on SA. (6) Compare the impact of the unclean text and cleaned text. 

(7) Assess the computational speed and accuracy of the MNB, LR, DT, XGBoost, and SVM classi�ers 

to analyze the best performance.

The purpose of this research is to observe the effectiveness of pre-processing methodologies in 

classi�cation problems. Assessing a classi�er for its precision is really critical as it can’t be used in 

real life activities without understanding the usefulness of a classi�er in prediction. The research often 

presents the performance of one method but if that approach not contrasted with any other approach 

and tool, or if performance measurement approaches differ between studies ventures, it is extremely 

challenging to decide the strategies which are better in the given circumstances. The work contributes 
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to the research by suggesting the best-�t algorithm among the algorithms selected to analyze the twit-

ter data for SA.

This remaining paper is prepared as follows. The Section 2: Literature Review highlights few of 

the latest research concentrating in particular on pre-processing strategies for SA to �nd the research 

gaps of the existing systems. In Section 3: Design of the Proposed Work outlines the datasets used in 

our experiment, details about each pre-processing approach, features selection and extraction tech-

niques used in research, and supervised machine learning methods include some basic examples of the 

relevant �eld. In Section 4: Experimental Evaluation and Discussion presents experimental outcomes 

and discusses a wider spectrum of results. In Section 5: Conclusion and Future Scope summarizes the 

�ndings and key assumptions of this research and proposes a variety of potential studies proposals.

2. Literature Review

Much research is currently underway in the �elds of text analytics and pre-processing of text. 

During previous assessments, various common methods were used to clean the text only; thus, no 

effective approaches were employed. Several scholars focused on literary studies on the issue of clas-

sifying sentiments. Some databases are freely available online, and several researchers have already 

started using them to analyze the �ndings. As our research focuses on the general positive or negative 

opinion expressed in the investigation, we have focused our literature sample toward the classi�cation 

of sentence level sentiment.

HaCohen-Kerner et al., (2020) evaluate the effects of all possible permutations of six basic pre-pro-

cessing techniques for spelling recti�cation, transferring capital letter into lower case, disposal of 

HTML tags, deletion of punctuation marks, abolishment of stop-words and curtailment of repeated 

characters on four benchmark text corporas using three NB, SMO (SVM variant) and RF ML methods 

using BOW unigrams and training and test sets. A study involving several basic text pre-processing 

methods on KNN, DT, RF, LR, Stochastic Gradients Descent (SGD), NB, SVM classi�ers with NLTK 

to get classi�cation accuracy for all types of pre-processing steps was discussed by Işik et al., (2020). 

The ef�ciency of NB and SVM classi�ers was evaluated to demonstrate their ef�cacy in Twitter data 

sentiment mining under different experimental setups. The Stanford Testing Sentiment data set (STS) 

was used by (Ismail et al., 2016) for the purposes of study. (Hasan et al., 2018) provided the evaluation 

of political views by applying supervised ML algorithms such as NB and SVM. Multiple traditional 

ML techniques were compared to identify documents level polarity and suggested LR has provided 

the best precision (Kamath et al., 2018). NB, Maximum Entropy and SVM Classi�er and performance 

ef�ciency were measured by (Pujari et al., 2017) and revealed that SVM worked better on Product 

review dataset of Amazon.

Bao, et al., (2014) conducts a research study on the Stanford Twitter Sentiment Dataset to test the 

performance of a number of major features and emotions pre-processing methods. The author’s result 

shows that the URL features, negation transition and repetitious text message standardization have a 

positive impact on the accuracy of classi�cation, while stemming and lemmatization have a negative 

impact. Taking into consideration and to improve the impact of the SVM classi�er on the sentiment 

classi�cation task Singh, et al., (2016) carried out experiments by applying the standardization scheme 

to the text of the tweets and ignoring their sentiment class. After the standardization process, they �nd 

the opinion of unspeci�ed (slang) terms. The �ndings of their studies strongly show that the predicted 

scheme is not only resilient to data size, but also works well in terms of detection of sentiment accuracy.

https://adcaij.usal.es


52

Amit Purushottam Pimpalkar  

and R. Jeberson Retna Raj

Influence of Pre-processing Strategies on the 

Performance of ML Classifiers Exploiting TF-IDF  

and BOW Features

ADCAIJ: Advances in Distributed Computing  

and Artificial Intelligence Journal  

Regular Issue, Vol. 9 N. 2 (2020), 49-68

eISSN: 2255-2863 - https://adcaij.usal.es

Ediciones Universidad de Salamanca - cc by-nc-nd

A comparison of three separate forms of textual data pre-processing techniques; Stemming, Lem-

matization and Spelling Correction and their impact on SA using SVM, NB and DL algorithms was 

observed by Pradha, et al., (2019). Their review indicates that the SVM has done well. In addition, the 

evidence in their study suggests that the consequences of choosing the correct text data pre-processing 

on the opinion will facilitate rapid and accurate decision-making system. Different pre-processing 

techniques commonly employed on Twitter data sets were compared with (Effrosynidis et al., 2017). 

For through pre-processing technique authors employ three separate ML algorithms and disclose the 

classi�cation accuracy and the resulting number of features. They consider that strategies such as stem-

ming, deleting numbers and eliminating elongated terms boost the precision, while such as deleting 

punctuation do not improve the accuracy of the system. Study of (Nivaashini et al., 2018) presented 

the �ndings of the text pre-processing system for ef�cient extraction and selection of features, and then 

classi�es tweets as positive, negative and neutral by means of ML techniques. The J48 algorithm works 

better in Twitter Sentimental Analysis (TSA) relative to other ML algorithms. An NLP based pre-pro-

cessed data outline was developed by (Hasan et al., 2019) to �lter tweets where authors incorporated 

BoW model and TF-IDF model concept to SA using Twitter API. Using a massive dataset of a million 

tweets submitted to the StockTwits site to test the performance of a broad variety of pre-processing 

approaches and ML algorithms for �nancial SA suggested by (Renault et al., 2019). The authors 

considered that adding bigrams and emojis signi�cantly enhances ef�ciency in the classi�cation of 

feelings. They showed that the pre-processing approach and sample scale have a signi�cant effect on 

the connection between market con�dence and returns on stocks. 

Krouska, et al., (2016) investigated with a sequence of pre-processing methods applied to three 

separate datasets, one without a particular domain and the other with similar subjects, and tested 

the output of four well-known classi�ers. The �ndings demonstrate that with correct collection and 

description of characteristics, the accuracy of SA can be increased. In speci�c, unigram and 1-to-3-

grams do more effectively than other depictions and the extraction feature increase the precision of the 

classi�cation. The role of different pre-processing techniques, including the deletion of stop - words, 

stemming, and word vector on the accuracy of SA’s on three ML algorithms via NB, ME and SVM was 

associated by Alam, et al., (2018). Researchers determined the accuracy of the algorithms pre and post 

pre - processing stage. An outcome demonstrates that considerable improvement in the performance 

of the NB algorithm after the pre-processing steps. A minor difference in SVM algorithm accuracy 

was observed and odd, no change in accuracy was noted in ME after implementing the pre-processing 

steps. (Othman et al., 2019) proposed learning sentiment related continuous representations of words 

as features for classi�cation of Twitter feelings under a supervised learning approach. Compare the 

success of our method with the top three scoring teams who participated in the SemEval Sentiment 

Subtask-A classi�cation challenge using RNN-LSTM on the same dataset. Three signal detection al-

gorithms for volume tweets, sentiment tweets and top hashtags was advocated by (Nazir et al., 2018). 

The algorithms used as the moving algorithm of the average threshold, the Gaussian algorithm and 

the hybrid algorithm. These algorithms were evaluated on data collected from Twitter in real time and 

demonstrate that the hybrid algorithm outperforms the other algorithms.

A method which combines TF-IDF and LDA schemes to measure the value of each research paper 

and combine K-means clustering algorithm of the same papers with related subjects was proposed by 

(Kim et al., 2019). Experimental �ndings showed that the proposed method could identify research 

papers with related subjects by the key-terms which were extracted from paper abstracts. A two-stage 

approach to data analytics consisting of ML algorithms and combinatorial fusion was proposed by (Ho 

et al., 2019). The �rst stage uses �ve ML algorithms for combinatorial fusion and then merges these 

algorithms with their subsets. Using a Kaggle data collection, the authors investigated to label each 
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of the tweets as positive, negative or neutral sentiment. A classi�cation algorithm focused on super-

vised ML techniques and word-based N-gram processing to automatically divide Twitter messages 

into credible and not credible ones introduced by (Hassan et al., 2020). Five different supervised ML 

classi�cation techniques were applied and the research examines two interpretations of features (TF 

and TF-IDF) and separate sets of N-gram terms. 10-fold cross validation performed on two datasets in 

English and Arabic languages for model training and testing. The best performance was achieved by 

combining both unigrams and bigrams, LSVM as a classi�er and TF-IDF as a technique for extraction 

of features. Researchers explored the usefulness of deep CNN and RNN-based neural network model 

using embedded word vector in SA with different tuning of the hyper-parameters. 

While considerable work has been conducted in this area and numerous pre-processing strategies 

exist in the literature, selecting the ideal pre-processing approach is still an open research problem. 

The issue of the short sentiment analysis of emotions continues a dif�culty, with no systematic answer. 

Studies demonstrate that the right pre-processing approaches differ based on the task. Therefore it 

is requires to have a mechanism which will suggest the better pre-processing techniques exploiting 

different features on ML Classi�ers with different and bigger dataset. Furthermore it is need of the 

hour which will suggest a procedure that requires fewer processing time with more precision, reliable, 

effective classi�ers, and a quicker answer on bigger datasets.

3. Design of the Proposed Work

Figure 1 shows the data �ow through different modules in the proposed work for Twitter Sentiment 

Analysis. Design of the proposed work is explained in following sub-sections.

Figure 1: Architectural Data Flow of Twitter Sentiment Analysis of Proposed Work

3.1. Dataset

We used the dataset that has been crawled and labeled positive and negative by Kaggle. Our data 

set is split into two sections-the datasets for testing (1/3) and training (2/3). This study uses two data-

sets which include reviews of Twitter generalized twits without any domain and Internet Movie Data-

base (IMDb) with movie domain. The earlier dataset-1 has 49159 reviews (45467 positive and 3692 

negative) and later dataset-2 contains 4845 reviews (3743 positive and 1102 negative). This research 

intends to generate a predictive model which can make the distinction between positive and negative 
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reviews on various evaluation parameters which are widely used in predicting the ef�ciency of an al-

gorithm wiz Accuracy, F1 Score, Recall, Precision and ROC.

3.2. Pre-Processing 

This work focuses on discovering feelings for twitter data, because it is more dif�cult due to its 

unstructured composition, small scale, slangs use, misspells abbreviations, etc. Furthermore, as the 

tweets are very raw in nature, this work utilizes different pre-processing measures in order to gain 

valuable input data in the classi�cation. The pre-processing step of text data is one of the in�uential 

methods for cleaning up and rendering using such unstructured data, mainly to keep revives noise-

free such as unwanted characters, symbols, etc. at the classi�cation phase. This is due to the reviews; 

expressions may identify two or three features that would be challenging to distinguish whether the 

sentence has related positivity or negativity. We have taken into account that, the reviews scraped from 

the twitter website contain some spelling errors and that will be a serious problem. We pre-processed 

the data with the help of a Regular Expression module that is built in feature of python.

Table 1: Narrative of the various Pre-processing techniques applied in the study

SNo
Technique 

Name
Narrative

1 Converting Text 

into Lower Case
The primary purpose of lowering the all the text to lowercases is to 

keep the words “Stunning Movie!” and “stunning movie!”from being 

interpreted as different phrases since they are the same. It reduces the 

amount of words that the dictionary needs to hold on a moment.

2 Removing Twitter 

Handles @men-

tion

Users on Twitter used to mention usernames of other users in their 

tweets. We can clearly see in our literature study that the Twitter han-

dles contribute nothing signi�cant to solving our problem. So it’s bet-

ter to take them out in our dataset.

3 Removing 

Non-ASCII 

Characters like 

Punctuation, 

Special Symbols 

and digits

Characters other than alphabets, numbers and special symbols have 

to be removed, because errors can be created during processing. Dig-

its should even be omitted, as it has little to do with tweet sensation. 

We’ll replace everything here with spaces, except the characters and 

hashtags.

4 Removing 

Whitespace
Whitespace did not offer much signi�cant importance to the text, so it 

is omitted for computational considerations.

5 Removing Short 

and Stop Words
Stop words in any language, e.g. refer to common words such as “are”, 

“am”, “is”, “we”, etc. and short words like “hmm”, “and”, “oh”, etc are 

of very little use. Since tweet polarity isn’t dependent on those words, 

so they can also be removed. There, we have to be a little cautious 

about selecting the length of the terms we choose to delete. Here we 

selected to delete all the words that are 3 or fewer in extent.

https://adcaij.usal.es


55

Amit Purushottam Pimpalkar  

and R. Jeberson Retna Raj

Influence of Pre-processing Strategies on the 

Performance of ML Classifiers Exploiting TF-IDF  

and BOW Features

ADCAIJ: Advances in Distributed Computing  

and Artificial Intelligence Journal  

Regular Issue, Vol. 9 N. 2 (2020), 49-68

eISSN: 2255-2863 - https://adcaij.usal.es

Ediciones Universidad de Salamanca - cc by-nc-nd

SNo
Technique 

Name
Narrative

6 Removal of the 

hashtag
To achieve so, the hashtag is omitted from the text and placed in a dif-

ferent section. We use the weight of the hashtag in a feature extraction 

process.

7 Tokenization We’ll now tokenize all of the �ltered tweets in our dataset. Tokens are 

independent phrases or words and the process of splitting a string of 

text into tokens is tokenization or word segmentation or lexical anal-

ysis. Tokenization is a step dividing the longer text string into smaller 

pieces or tokens. Further processing is generally performed after ap-

propriate tokenization of a piece of text.

8 Stemming Stemming is the method of eliminating the af�xes (suf�xed, pre�xes, 

in�xes, circumcises) from a phrase to get a completely new word. For 

example, converting the word amazing/amazed to amaze its pure word. 

Both stemming and lemmatization is targeted at eliminating in�exive 

forms and often variant connected types of a term to a speci�c type of 

basis. This decreases overall words and promotes processing ef�ciency.

9 Lemmatization Lemmatization originally referred towards doing things properly us-

ing a word vocabulary and morphological analysis, essentially meant 

merely to eliminate the extensions of in�ection and restore the root or 

dictionary version of a word recognized as lemma.

3.3. Features Selection and Extraction

Extraction of features is to mine characteristics from datasets consisting of formats such as text and 

image, in a format supported by ML algorithms. There are various types of features that can be used for 

an analysis of sentiments. In building the model for this research following features were introduced 

and implemented for the study. 

•  Terms presence and frequency: It relates to the amount of occurrence the terms take place in the 

texts. It either gives a binary weighting to the words, or it uses term frequency weights so that a 

term often occurs in a document. Since each text is unique in length, a term is likely to appear 

even more frequently in lengthy documents than in smaller ones. Therefore, the word frequency 

was separated by the size of the document.

•  Document Frequency and Term Frequency-Inverse Document Frequency (TF-IDF): This weight 

is a quantitative metric that is used to determine how important a term in a list or corpus is to a 

document. The importance gradually increases with the number of times that an increase propor-

tionally to the number, but is offset by the word frequency in the corpus. Frequency of documents 

is the number of times features appear in all texts. The TF-IDF algorithm is used in any content 

to weigh a keyword and attribute importance to that keyword based on the number of times it 

appears in the document. Once the Document Frequency value of each feature is calculated, 
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appropriate features are selected through the threshold. (Kshirsagar et al., 2020; Mestry et al., 

2019; Gao et al., 2019; Kermani et al., 2019; Othman et al., 2019; Sidorov et al., 2019; Maryam 

et al., 2018; Das et al., 2018; Yamout et al., 2018; White et al., 2018; Alsmadi et al., 2018; Gu et 

al., 2018; Emelyanov et al., 2017; Chen et al., 2017; Krouska et al., 2016).

Throughout this research article, TF-IDF is retrieved by technique of vector space, and positive 

or negative text states are added with the longest and most common words in the dataset and the 

frequency of each term is suggested.

• Bag of Words: Feature Selection is either categorized as lexicon or statistical. The feature selec-

tion techniques treat the documents either as a group of words or BOW, or as a string that holds 

word sequence in the document is considered as statistical strategies. Due to its simplicity BOW 

is used for the classi�cation process. Stop-word elimination and stemming are the most basic 

selection measures for the application. The BOW model is associated only with the issue of 

whether recognized words occur in the document, or not. The intuition is that they’ll have rele-

vant ones, and then documents are similar. Further, we can learn much about the document’s sig-

ni�cance from the information by itself. The aim is to turn every free text document into a vector 

that we can use as input or output for a model of ML (HaCohen-Kerner et al., 2020; Kshirsagar 

et al., 2020; Dhanjal et al., 2019; Bilgin et al., 2019; Gao et al., 2019; Othman et al., 2019; Das 

et al., 2018; White et al., 2018; Alsmadi et al., 2018).

Since we understand that, if there are 26 words in the vocabulary, we might use 26 �xed-length 

document representations, with a single vector position to score every other word. The simplest 

coding scheme is to mark a Boolean value for the presence of words, present =1, and absent = 0. 

This is illustrated as follows with an example, considering we have 4 documents as;

D1: I am so happy and surprised by this movie! 

D2: This movie was so frustrating.

D3: What an absolutely stunning movie!

D4: This movie took me by surprise.

Here we need to develop a vocabulary utilizing identical terms from all the texts by ignoring case 

and punctuation, since they don’t produce the necessary knowledge for the model as [‘happy’, 

‘surprise’, ‘movie’, ‘frustrate’, ‘absolute’, ‘stun’, ‘took’]

Here, D=4, N=7

The matrix M of size 4 X 7 will be represented as:

Table 2: Example of document containing term frequencies of word

happy surprise movie frustrate absolute stun took

D1 1 1 1 0 0 0 0

D2 0 0 1 1 0 0 0

D3 0 0 1 0 1 1 0

D4 0 1 1 0 0 0 1
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Table 2 above shows the training features in each document which contain term frequencies of each 

word as we used for our illustration.

3.4. Classi�ers for Sentiment Identi�cation

This section focuses on the theoretical context used in this research by the conventional ML algo-

rithms.

Logistic Regression: It is a supervised classi�er of machine learning, which extracts real-evaluat-

ed input attributes, multiplies by weight, adds sums and passes the sum to generate a probability 

via the sigmoid function. Thresholds are used for decision making. LR is one of the most useful 

analytical algorithms, which has the ability to evaluate the importance of individual features in 

a transparent way. The LR hypothesis tends to restrict the cost function between 0 and 1. Thus, 

linear functions fail to support it as it can have a value greater than 1 or less than 0 which is not 

possible according to the LR hypothesis. The true method of LR is binary or binomial LR in 

which the target or dependent variable can only have 2 possible types, either 1 or 0. This helps 

one to model a relationship between several response variable and a target variable binary / bi-

nomial. In the case of LR, the linear method is essentially used in the following relationship as a 

reference to another method, such as g

where 0 ≤h∅ ≤1

In this case g is the logistic or sigmoid function that can be given as follows

where z = ∅Tx

• Decision Trees: It is a supervised classi�er model that uses data to form the DT with known 

labels, and then the model is applied to the test data. Where each tree node represents a test on 

a data set attribute, and its children represent the results. The leaf nodes represent the end data 

point groups. The best testing condition or decision has to be made for every node in the tree. For 

a given node t, where p(j|t) is the relative frequency of class j at node t.

• Multinomial Naive Bayes: MNB is a simpli�ed variant of the Naive Bayes algorithm and is 

ideally adapted to the classi�cation of text documents. While simple NB model text as the 

addition and exclusion of different words, MNB explicitly model the word counts and adjust 

the fundamental formulas to be used. It can be described and computed as 

where 

P(t
k
|c) is the conditional probability of the term t

k
 occurring in a document of the class c.

P(c) is the prior probability of a document occurring in class c.
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• XGBoost: XGBoost is an optimized library to improve the distributed gradient algorithm that 

generates a predictive model that would be a series of low predictive decision trees. Compared 

to other ML algorithm, modeling is very simple, and training is fairly easy. In speci�c, it can be 

parallelized to the degree that it enables the training of larger models through several processors. 

This can accommodate fragmented data that fails with other algorithms and, in a wide variety 

of situations, provides well-proven predictions. We use the range of K models by incorporating 

their outputs in the following way.

where 

F is the space of trees

x
i
 is the input 

ŷi is the �nal output. 

We attempt to minimize the following loss function

where 

ϒ and λ are the hyper parameter

T is number of tree node

W is the vector of nodes

• Support Vector Machines: The SVM approach is basically an analysis of the multidimensional 

space of various groups in a hyperplane. It’s a non-probabilistic binary linear classi�er. SVM 

can produce the hyperplane iteratively to reduce the error. The goal of SVM is to segment the 

datasets into groups in order to reach the Maximum Marginal Hyperplane (MMH). SVM utilizes 

a kernel trick strategy in which the kernel takes a low-dimensional input space and converts it 

into a larger-dimensional space. In simple words, by adding more dimensions to it the kernel con-

verts non-separable problems into separable problems. Support vectors are predictor variables 

relatively close to the hyper-plane, and affect the hyper-plane’s position and orientation. Using 

such vectors for help we optimize the classi�er’s range. Deleting the support vectors will alter the 

hyper-plane position. These are the points which will help us to build our SVM. SVM classi�ers 

have excellent precision, and function well with high dimensional space. Basically, SVM classi-

�ers use a subset of training points, and thus consume far less memory in the end.

The hyper-plane equation is as follow 

Where 

w is the weight vector

b is the bias
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Maximizing-Margin represents Minimizing Loss so we are trying to optimize the distance be-

tween the data points and the hyper-plane. The loss function which helps to optimize the margin 

is loss of the hinge.

where

4. Experimental Evaluation and Discussion

In this section, evaluations obtained on various parameters by all the algorithms for both datasets 

are discussed. We converse the execution of the presented algorithms in previous section. As explained 

earlier all processing steps, data is separated to raw and processed data. This segment addresses the 

output improvement and the comparative study of the �ve ML algorithms. A Word cloud (or Tag 

cloud) is a snapshot of text corpus and that can be seen for positive and negative words of dataset-1 

and dataset-2 in Figure 2 and Figure 3 respectively. It displays a list of words with varying font size 

or color. This format is useful to get the most prominent terms perceived quickly. These words are 

displayed in a chart from a given corpus, with the most important words being written with larger, 

bold fonts, while less important words are displayed with smaller, thinner fonts or not displayed at all.

Figure 2: Resulting word cloud for the Positive words for dataset 1 and dataset 2.
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Figure 3: Resulting word cloud for the Negative words for dataset 1 and dataset 2

The best evaluation classi�er result has been displayed in Table 5 and Table 6 with bold typeset. 

From the empirical evidences as seen from Tables 5 and 6, it has been found SVM classi�er is most 

suitable classi�er for the twitter SA. From Table 5, we conclude that for generalized Twitter Dataset-1 

we have obtained the SVM classi�er highest accuracy with 94.91% whereas the same classi�er re-

sulted 73.12% if evaluation criteria selected as precision for BOW feature. It has been found that for 

Dataset-2 of IMDb movies again SVM classi�er gives the better evaluations with 99.33% and 78.23% 

for Accuracy and precision respectively despite the fact that accuracy of DT classi�er produces slight 

better results with 83.87% for precision. With table 6 and TF-IDF as feature then linear regression 

classi�er attained the highest accuracy with 94.99% and other classi�ers gives the accuracy more than 

94.02%. At the same time by considering the precision as an evaluation criterion SVM predicts the best 

grades with 67.46%. It was noted that for Dataset-2 of IMDb movies SVM classi�er outperformed the 

other classi�ers with better evaluations of 81.94% and 82.02% for Accuracy and precision respective-

ly. The graphical representation for the Table 5 and 6 can be seen in Figure 4.

Table 3: Performance comparison with different classi�cation methods  

on the datasets for BOW feature Without Preprocessing

Parameter LR DT MNB XGBoost SVM

BOW Dataset-1 Dataset-2 Dataset-1 Dataset-2 Dataset-1 Dataset-2 Dataset-1 Dataset-2 Dataset-1 Dataset-2

Recall 49.04 97.59 50.81 85.31 59.49 91.32 51.25 95.06 43.59 99.46

Accuracy 94.46 79.66 89.38 76.16 91.77 78.84 94.38 80.28 94.57 79.05

F1 55.63 88.12 40.39 84.69 50.59 86.96 56.40 88.17 53.23 88.00

Precision 64.28 80.32 33.52 84.07 44.00 83.00 62.70 82.21 68.36 78.91
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Table 4: Performance comparison with different classi�cation methods  

on the datasets for TF-IDF feature Without Preprocessing

Parameter LR DT MNB XGBoost SVM

BOW Dataset-1 Dataset-2 Dataset-1 Dataset-2 Dataset-1 Dataset-2 Dataset-1 Dataset-2 Dataset-1 Dataset-2

Recall 51.69 98.90 48.76 88.61 46.29 99.35 54.16 95.19 47.37 98.83

Accuracy 95.08 80.08 93.35 77.70 94.85 80.18 94.57 80.09 95.00 81.21

F1 58.72 88.86 49.80 86.38 59.79 88.85 57.44 88.36 56.17 89.31

Precision 67.95 79.95 50.88 83.94 67.41 80.35 61.14 82.45 68.98 81.47

Table 5: Performance comparison with different classi�cation methods  

on the datasets for BOW feature With Preprocessing

Parameter LR DT MNB XGBoost SVM

BOW Dataset-1 Dataset-2 Dataset-1 Dataset-2 Dataset-1 Dataset-2 Dataset-1 Dataset-2 Dataset-1 Dataset-2

Recall 51.10 98.39 60.08 90.25 61.56 92.52 54.34 96.26 44.47 99.33

Accuracy 94.58 78.94 91.95 79.05 92.75 77.50 94.45 79.56 94.91 78.12

F1 57.21 87.84 51.41 86.94 54.6 86.40 58.11 87.92 55.31 87.53

Precision 64.98 79.33 44.93 83.87 49.06 81.05 62.43 80.92 73.12 78.23

Table 6: Performance comparison with different classi�cation methods  

on the datasets for TF-IDF feature With Preprocessing

Parameter LR DT MNB XGBoost SVM

BOW Dataset-1 Dataset-2 Dataset-1 Dataset-2 Dataset-1 Dataset-2 Dataset-1 Dataset-2 Dataset-1 Dataset-2

Recall 52.46 100 54.01 89.61 47.83 99.61 55.86 94.28 47.99 98.96

Accuracy 94.99 79.97 94.02 78.53 94.73 80.28 94.51 79.97 94.92 81.94

F1 58.62 88.81 54.98 86.90 55.11 88.92 57.92 88.21 56.08 89.69

Precision 66.40 79.87 56.00 84.35 64.98 80.31 60.13 82.87 67.46 82.02
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Figure 4: Performance of different models with respect to feature selected and dataset

Figure 5: ROC Performance of different models with respect to feature selected and dataset.

One of the evaluation metric for problems of binary classi�cation is the ROC curve which maps 

the True Positive Rate (TPR) against the False Positive Rate (FPR) at speci�c threshold values and 
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effectively distinguishes the ‘signal’ from the ‘noise’. The Area Under the Curve (AUC) is an indicator 

of the classi�er’s capacity to differentiate between two classes and is seen as a representation of the 

ROC curve. The higher the AUC, the stronger the overall accuracy of the diagnostic test is to accurately 

distinguish data. As seen in �gure 5, we conclude that the dataset 1 is much better as compared to data-

set 2 and gives the accuracy in high 80’s, whereas dataset 2 resulted into high 60’s only, for the binary 

classi�cation by setting optimal threshold value. Figure 6 represents the time performance of the each 

algorithm on pre-processed dataset with both features utilized in this work.

Figure 6: Time Taken by each algorithm on Pre-processed dataset with both features (in seconds) 

Table 7 Classi�ers’ F1-Score before and after preprocessing for BOW feature with Dataset-1

Algorithm
Accuracy before

Pre-processing (%)

Accuracy after

Pre-processing (%)

Net Improvement 

(%)

LR 55.63 57.21 1.58

DT 40.39 51.41 11.02

MNB 50.59 54.6 4.01

XGBoost 56.40 58.11 1.71

SVM 53.23 55.31 2.08

Table 8 Classi�ers’ F1-Score before and after preprocessing for TF-IDF feature with Dataset-1

Algorithm
Accuracy before

Pre-processing (%)

Accuracy after

Pre-processing (%)

Net Improvement 

(%)

LR 58.72 58.62 -0.10

DT 49.80 54.98 5.18

MNB 59.79 55.11 -4.68

XGBoost 57.44 57.92 0.48

SVM 56.17 56.08 -0.09
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Table 9 Classi�ers’ F1-Score before and after preprocessing for BOW feature with Dataset-2

Algorithm
Accuracy before

Pre-processing (%)

Accuracy after

Pre-processing (%)

Net Improvement 

(%)

LR 87.84 88.12 0.28

DT 86.94 84.69 -2.25

MNB 86.40 86.96 0.56

XGBoost 87.92 88.17 0.25

SVM 87.53 88.00 0.47

Table 10 Classi�ers’ F1-Score before and after preprocessing for TF-IDF feature with Dataset-2

Algorithm
Accuracy before

Pre-processing (%)

Accuracy after

Pre-processing (%)

Net Improvement 

(%)

LR 88.81 88.86 0.05

DT 86.90 86.38 -0.52

MNB 88.92 88.85 -0.07

XGBoost 88.21 88.36 0.15

SVM 89.69 89.31 -0.38

From Table 3, 4, 7, 8, 9 and 10 our experimental research clearly demonstrates that text pre-pro-

cessing signi�cantly impacts the accuracy of ML algorithms. Furthermore, it concludes that, in the 

some particular situation of LR, DT MNB, and SVM algorithms, accuracy has considerably boosted 

following the formulation of the text pre-processing steps. In certain instances, it is frequently ob-

served that the pre-processing of the dataset increases the net improvement of more than 11%. We 

infer that in some situations, where such pre-processing approach has not been put into operation the 

ef�ciency of the classi�ers declines with a very limited margin. This result expects a slight spike as 

well as a decrease in the accuracy of classi�cation on the classi�ers. Interestingly, no major improve-

ment in F1-Score was seen in the XGBoost algorithm. Tests have shown that the performance of the 

SVM algorithm was greatly increased after pre-processing. The average time taken by LR, DT MNB, 

and XGBoost algorithms on the pre-processed data around 2 seconds only on an average and at the 

same time SVM zooms around 17 seconds on both the features selected for evaluation. We genuinely 

think that each pre-processing step; impacts the accuracy of a ML algorithm in its own way on assorted 

features. Proper data pre-processing technique plays a crucial role in the classi�er’s predictive perfor-

mance when using unstructured data. Finally, it is demonstrated that the choosing and representation 

of features can have a positive impact on the performance of the classi�cation.
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5. Conclusion and Future Scope

By carrying out this research, we analyze the productivity of each algorithm, LR, DT, MNB, XG-

Boost and SVM in conjunction with the assessment metrics selected as, recall, accuracy, precision, F1 

score and ROC; and decide the impact on classi�cation ef�ciency on two data sets with nine pre-pro-

cessing techniques to the data obtained from Twitter. In view of the above, pre-processing the data is 

a signi�cant step in SA, which maximises the amount of correctly de�ned instances. A synthesis of 

TF-IDF and BOW features are included for implementation. Research implications indicate that after 

pre-processing of the dataset the F1-score of the classi�er is substantially improved on BOW feature, 

whereas the effect is negligible for the TF-IDF.

A distinction is drawn from the results obtained between the models and the SVM classi�cation 

model has shown a higher accuracy and precision than the other classi�ers, with superior evaluations 

of 73.12% and 94.91% respectively to classify the Twitter content. The work underlines the positive 

impact on the ef�ciency of the classi�cation by means of collection and depiction of features along 

with different pre-processing techniques. The ultimate �ndings suggest a rise in sentiment classi�ca-

tion and we have found that pre-processing methods naturally cause an increase in classi�ers’ perfor-

mance. 

In comparison, the case where the tweet includes just an image, links or references are omitted. 

In order to determine the optimum setting, it is also worth investigating further the possible explor-

atory solutions not contained in this analysis. With respect to attribute methodology, a more in-depth 

analysis that concentrate on choosing the best classi�cation model to evaluate important features or to 

evaluate ranking methods such as Information-gain, Chi-square, etc. POS tags, topic-based SA, as well 

as a variety of techniques to choose the features to boost classi�cations. Sarcastic messages contain 

optimistic words or even enhanced positive words to express a critical view or the other way around. 

In addition, potential work will include integrated approaches that conduct both feature acquisition 

and model re�nement at around the same stage. Additionally, as the computational power is increasing 

day by day as the growth of data on the web, we may employ the deep learning methods for better 

results. We think that creating further use of the larger dataset of customer reviews available through 

the internet will increase this application’s scope and usability. In the future, the program will suggest 

could pave the way for users to suggest a suitable service or product based on the research that we do 

in this method.
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