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Influence of Prior Knowledge on Concept Acquisition: Experimental
and Computational Results

Michael J. Pazzani
University of California, Irvine

The influence of the prior causal knowledge of subjects on the rate of learning, the categories
formed, and the attributes attended to during leamning is explored. Conjunctive concepts are
thought to be easier for subjects to learn than disjunctive concepts. Conditions are reported under
which the opposite occurs. In particular, it is demonstrated that prior knowledge can influence
the rate of concept learning, and that the influence of prior causal knowledge can dominate the
influence of the logical form. A computational model of this jearning task is presented. To
represent the prior knowledge of the subjects, an extension to explanation-based learning is
developed 10 deal with imprecise domain knowledge.

It has been suggested (e.g., Murphy & Medin, 1985; Paz-
zani, Dyer, & Flowers, 1986; Schank, Collins, & Hunter,
1986) that a person’s prior knowledge influences the rate or
accuracy of learning. In this article, I explore the influence of
prior causal knowledge on the number of trials 10 learn a
concept, the concepts formed, and the selection of attributes
used to form hypotheses.

In concept-identification tasks, it has been found that the
logical form of a concept influences the number of trials
required to learn a concept (Dennis, Hampton, & Lea, 1973;
Shepard, Hovland, & Jenkins, 1961). In particular, conjunc-
tive concepts require fewer trials 1o learn than disjunctive
concepts (Bruner, Goodnow, & Austin, 1956). Here the inter-
action between the prior knowledge and the logical form of
concepts is investigated. 1 hypothesize that the prior knowl-
edge of the learner is as important an influence in concept
learning as the logical form of the concept.

Contexi-dependent expectations facilitate cognition on

many different tasks. For example, prior presentation of a

semantically related word increases the speed with which
words are distinguished from nonwords (Meyer & Schvane-
veldt, 1971). Similarly, Palmer (1975} found that, in the
context of a face, less detail was necessary to recognize draw-
ings of facial parts than was necessary in isolation. In addition,
it has been found that prior expectations influence the per-
ception of covariation (Chapman & Chapman, 1967, 1969)
and result in more robust judgments of covariation by reduc-
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ing the impact of atypical data points (Wright & Murphy,
1984).

This research has two goals. First, if a form of prior knowl-
edge can reverse the superiority of conjunctive concepts, it
provides additional evidence for the importance of this often-
ignored factor on concept acquisition. Second, the type of
knowledge that subjects bring to bear on the learning task is
analyzed, and it is shown that this knowledge cannot easily
be represented as a set of inference rules with necessary and
sufficient conditions. As such, this provides constraints on
computational models of the concept-acquisition task.

There are two major computational approaches to learning.
Empirical learning techniques (Michalski, 1983; Mitchell,
1982) operate by searching for similarities and differences
between positive and negative examples of a concept. Current
connectionist leaning techniques (e.g., Rumelhart, Hinton,
& Williams, 1986) are essentially empirical learning tech-
niques. Explanation-based learning techniques (Delong &
Mooney, 1986; Mitchell, Kedar-Cabelli, & Keller, 1986) op-
erate by forming a generalization from a single training ex-
ample by proving that the training example is an instance of
the concept. The proof is constructed by an inference process
that makes use of a domain theory, a set of facts and logical
implications. In explanation-based learning, a generalization
is created by retaining only those attributes of & training
example that are necessary to prove that the training example
is an instance of the concept. Explanation-based learning 1s a
general term for learning methods such as knowledge com-
pilation (Anderson, 1989) and chunking (Laird, Newell, &
Rosenbloom, 1987) that create new concepts that deductively
follow from existing concepts.

Pure empirical-learning techniques do not make use of
prior knowledge during concept acquisition. Therefore, 2
model of human learning that is purely empirical would
predict that if two learning problems are syntactically iso-
morphic, the problems will be of equal difficulty for a human
learner. A model of human learning that relied solely on
explanation-based learning could not account for the fact that
subjects are capable of learning concepts in the absence of
any domain knowledge. In addition, current explanation-
based learning methods assume that the domain theory 1s
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complete, correct, and consistent. This same assumption can-
not be made about the prior knowledge of human subjects
{Nisbett & Ross, 1978). ‘

Many have argued (e.g., Flann & Dietterich, 1989; Lebo-
witz, 1986; Pazzani, 1950) that a complete model of concept
learning must have both an empirical and an explanation-
based component. Prior empinical studies (e.g., Barsalou,
1985; Nakamura, 1985; Wattenmaker, Dewey, Murphy, &
Medin, 1986), together with the experiments reported here,
provide constraints on how these learning methods may be
combined. After the first experiment in this article, a novel
model for combining the two learning methods is proposed.
Next, simulations of the mode! are used to make predictions
about the learning rates and biases. These predictions are then
tested with experiments on human subjects. Where necessary,
revisions to the model are proposed to account for differences
between prediction and observations,

Nakamura (1985) investigated the role that prior knowledge
has on the accuracy of classification learning. In particular,
he analyzed the interaction between learning linearly separa-
bie and nonlinearly separable concepts and the type of instruc-
tions provided to subjects. One set of instructions was neutral
in that it asked the subjects to correctly classify stimuli (de-
scriptions of flowers), A second set of instructions gave sub-
jects a background theory that helped with the task (e.g., one
class of flowers attracts birds and the birds cannot see color
and are active at night). The linearly separable task resulted
in fewer errors during learning using theory instructions than
under neutral instructions. This pattern was reversed for the
nonlinearly separable task: Neutral instructions led to fewer
errors than theory instructions, One explanation for this
finding is that the concept with the fewest violations of prior
knowledge is easier for subjects to learm. Such a violation
occurs when a subject is given feedback that contradicts prior
knowledge (e.g., a flower that blooms during the day only
attracts a bird that is active at night). In this experiment, the
linearly separable concept required fewer violations of the
prior knowledge than the nonlinearly separable concept. This
explanation is also supported by later studies (Pazzani &
Silverstein, 1990; Wattenmaker et al., 1986) that suggest a
nonlinearly separable concept consistent with prior knowl-
edge is easier to learn than a linearly separable concept that
violates prior knowledge.

In this article, [ compare the learning rates of simple con-
junctive and disjunctive concepts. Note that both of these
classes of concepts are linearly separable. Therefore, the ex-
periments will test whether the effect of prior knowledge is
more pervasive than that suggested by previous work that
studied the role of prior knowledge in learning linearly sepa-
rable and nonlinearly separable concepts.

Expeniment |

All of the experiments in this article use a similar method
to investigate the effect of prior knowledge on concept acqui-
sition. One group of subjects performs a standard concept-
acquisition experiment. This group of subjects must deter-
mine whether each stimuli is an example of an alpha. The
stimuli are photographs of a person doing something with a

balloon. The stimuli differ in terms of the color of the balloon
(yellow or purple), the size of the balloon (small or large), the
age of the person (adult or child), and the action the person
is doing (stretching the balloon or dipping the balloon in
water). Existing knowledge about inflating balloons is irrele-
vant for this group of subjects. Another group of subjects uses
the same stimuli. However, the instructions indicate the sub-
ject must predict whether the balloon will be inflated when
the person blows into it. In this condition, called the inflate
condition, the subject’s prior knowledge may provide expec-
tations about likely hypotheses. The goal of the experiments
is to determine conditions under which these expectations
facilitate or hinder the concept-acquisition task.

The purpose of the first experiment was 10 investigate the
interaction between prior knowledge and the acquisition of
conjunctive and disjunctive concepts. The experiment follows
a 2 (concept form [conjunctive vs. disjunctive]) X 2 (instruc-
tion set [alpha vs. inflate]) between-subjects design. _

The conjunction to be learned was “size = small and color
= yellow.” The disjunction to be learned was “age = adult or
action = stretching a balloon.” Note that with the inflate
instructions, the conjunctive concept is not implied by prior
knowledge, whereas the disjunctive concept is implied by this
knowledge. It is also important to stress that the prior back-
ground knowledge' (e.g., adults are stronger than children
and stretching a balloon makes it easier to inflate) is not
sufficient for subjects to deduce the correct relationship in the
absence of any data. There are several possible consistent
relationships including a conjunctive one (adults can inflate
only balloons that have been stretched) and the disjunctive
relationship tested in this experiment. Experiment 2 tests
whether prior knowledge also facilitates a conjunctive concept
consistent with prior knowledge,

The following three predictions were made about the out-
come of this experiment. First, subjects in the alpha-conjunc-
tion category are predicted to take fewer trials than those in
the alpha-disjunction category. In the absence of prior knowl-
edge, it was anticipated that the data would replicate the
finding that conjunctions are easier to learn than disjunctions,
Second, subjects in the inflate-disjunction category are pre-
dicted to take fewer trials than those in the inflate-conjunction
category. [t is anticipated that the influence of prior knowledge
would dominate the influence of logical form. Third, subjects
in the inflate-disjunction category are predicted to take fewer
trials than those in the alpha-disjunction category. Prior
knowledge can be expected to facilitate fearning only with the
inflate instructions. The rationale here is that there are fewer

' As part of a previous experiment (Pazzani, in press}, 80 University
of California. Los Angeles, undergraduates were asked several true-
false questions concerning what balloons are more likely to be in-
flated. All of the subjects indicated that stretching a balloon makes it
easier to inflate, that adults can inflate balloons more easily than
small children, and that the color of a balioon does not affect the ease
of inflation. Seventy-two percent (58) of the subjects felt that the
shape of the bailoon influenced the ease of inflation. Of these subjects,
63% (37) felt that long balloons were harder to inflate than round
balloons and the remainder felt that long balloons were easier. In the
expenmentis in this article, all of the balloons were round balloons.



418 MICHAEL J. PAZZANI

hypotheses consistent with both prior knowledge and the data
than those consistent with the data alone. Therefore, it is
anticipated that fewer trials would be needed to rule out
alternatives when the prior knowledge of the subject is appli-
cable in the learning task.

Method

Subjects.  The subjects were 88 male and female undergraduates
attending the University of California, Irvine, who participated in
this experiment 10 receive extra credit in an introductory psychology
course. Each subject was tested individually. Subjects were randomly
assigned to one of the four conditions.

Stimuli. The stimuli consisted of pages from a photo album.
Each page contained a close-up photograph of a balloon that varied
in color (yellow or purple) and size (small or large} and a photograph
of a person (either an adult or a 5-year-old child) doing something to
the balloon (cither dipping it in water or stretching it), For the infate
subjects, the back of the page of the photo album had a picture of the
person with a balloon that had been inflated or a balloon that had
not been inflated. For the alpha subjects, a card with the words Alpha
of Not Alpha was on the reverse side of each page. Because there are
four attributes that can take on two values, there are a total of 16
unique stimuli. Of these stimuli, 12 are positive examples of a
disjunction of two attributes and 4 are positive exampies of a con-
junction of two attributes. Haygood and Bourne (1965) recom-
mended duplicating stimuli to ensure roughly equal numbers of
positive or negative examples because of the effect of the proportion
of positive exampiles on learning rates (Hovland & Weiss, 1953). The
four negative examples of the disjunction were duplicated in the
disjunction conditions, and the four positive examples were duplica-
ted in the conjunction conditions to produce a total of 20 stimuli in
all conditions.

The set of stimuli used in the conjunction conditions followed the
rule “size = small and color = yellow.” In the conjunctive condition,
one positive example was a photograph of 2 child stretching a smalf,
yellow balloon. One negative example was a photograph of an adult
stretching a large, yellow balloon. The stimuli in the disjunction
conditions follow the rule “age = adult or action = stretching.” In
the disjunctive condition, one positive example was a photograph of
a child stretching a large, yellow balloon. One negative example was
a photograph of a child dipping a small, yellow balloon in water.

Procedures. Subjects read either the alpha or inflate instructions.
Both sets of instructions mention that the photographs differed in
only four aspects (the size and color of the balloon, the age of the
actor, and the action the actor was performing). The alpha and inflate
instructions differed only in one line (“predict whether the page is an
example of an ‘alpha’™ as opposed to “predict whether the balloon
will be inflated™).

Subjects were shown a page from the photo album and asked to
make a prediction. Then the page was turned over and the subject
saw the correct prediction. Next, the subject was presented with
another card. This process was repeated until the subjects were able
to predict correctly on 6 consecutive trials. The number of the last
trizl on which the subject made an error was recorded. The pages
were presented in a random order, subject to the constraint that the
first page was always a positive example. If the subject exhausted all
20 pages, the pages were shuffled and the training was repeated until
the subject responded properly on 6 consecutive trials or until 50
pages were presented. If the subject did not obtain the comrect answer
after 50 trials, the last error is considered to have been made on Trial
50.

Note that subjects in the alpha-disjunction and inflate-disjunction
conditions see the exact same stimuli. The only difference is one line

in the instructions and the nature of the fesdback {the words Alpha
or Not Alpha as opposed to a photograph of an inflated or uninfated
balloon). Similarly, the subjects in the alpha-conjunction and inflate-
conjunction conditions see the exact same stimuli.

Results

The results of this experiment (see Figure 1) confirmed the
predictions. Figure | illustrates that the learning task is infly-
enced by prior theory. This effect is so strong that it dominates
the well-known finding that conjunctive concepts are easier
to learn than disjunctive concepts. The interaction between
the learning task and the logical form of the concept to be
acquired is significant at the .01 level, F(1, 84) = 22.07, MS.
= 264.0. However, neither main effect is significant.

Analysis of the data with the Tukey honestly significant
difference (HSD) test confirmed the three predictions. The
results are significant at the .05 level (Critical difference
[C.diff] = 11.8). First, subjects in the alpha-conjunction con-
dition required significantly fewer trials than those in the
alpha-disjunction category (18.0 vs. 30.8). Second, the inflate-
disjunction subjects required significantly fewer trials than
the inflate-conjunction subjects (9.4 vs. 29.1). Third, the
inflate-disjunction subjects required significantly fewer trials
than the alpha-disjunction subjects (9.4 vs. 30.8).

Discussion

The findings provide support for the hypothesis that con-
cepts consistent with prior knowledge require fewer examples
to learn accurately than concepts that are not consistent with
prior knowledge. The result is especially important because it
demonstrates that prior knowledge dominates the commonly
accepted finding that disjunctive concepts are more difficult
to learn than conjunctive concepts. Cue salience (Bower &
Trabasso, 1968) cannot account for the finding that subjects
who read the inflate instructions found disjunctions easier
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Figurel. The ease of acquiring disjunctive and conjunctive concepts
as a function of the instructions. (The disjunctive relationship is
consistent with prior knowledge on the ease of inflating balloons,
whereas the conjunctive relationship violates these beliefs.)
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than conjunctions. Otherwise, subjects who read the alpha
instructions would be expected to exhibit similar preferences.
This experiment raises important issues for empirical learning
methods, including neural network models (Rumelhart et al.,
1986). The learning rules of purely empirical methods do not
take into account the learner’s prior knowledge. Any differ-
ence in learning rates between subjects who read the inflate
instructions and those who read the alpha instructions must
be accounted for by a difference in the nature of the prior
knowledge that can be applied to the task.

The experiment also points out inadequacies of current
explanation-based learning methods. Explanation-based
learning assumes that the background theory is sufficiently
strong to prove why a particular outcome occurred. Purely
explanation-based approaches to learning predict that subjects
would be capable of learning from a single example. This
single-trial learning merely summarizes a deductive proof
based on the background knowledge of the subjects. In con-
trast, it does not appear that the background knowledge of
the subjects is sufficiently strong to create such a proof.
Instead, the subjects’ background knowledge seems to be able
to identify what factors of the situation might influence the
outcome of an attempt to inflate a balloon. However, subjects
needed several examples to determine which of these factors
were relevant and whether the factors were necessary or
sufficient.

In the next section, a method of combining empirical and
explanation-based learning that makes use of this weaker sort
of domain knowledge represented as an influence theory is
introduced. A simple computational model capable of ex-
plaining the learning rates cbserved in Experiment 1 is pro-
posed. Next, additional simulations are run under a variety
of different conditions. Additional experiments are described
that test the predictions made by the model.

Explanation-Based Learning With an Influence
Theory

To develop a computation model of the learning task, the
assumption of explanation-based learning that the domain
theory be complete and correct must be relaxed. The full,
incomplete, and incorrect domain-theory problem in expla-
nation-based learning (Rajamoney & DeJong, 1987) is not
addressed. Instead, ! consider an influence theory, a particular
type of incomplete theory. In such a theory, the influence of
several factors is known, but the domain theory does not
specify a systematic means of combining the factors. In ad-
dition, it is not assumed that the domain theory identifies all
of the influential factors. Loosening these constraints on the
domain theory allows prior knowledge to be more widely
applicable. In particular, it is necessary 10 relax these con-
straints to modet the type of prior knowledge used by the
subjects in Experiment 1.

PosTHOC uses an influence theory to propose hypotheses
that are then tested against further data. The influence theory
is also used to revise hypotheses that fail to make accurate
predictions. PosTHoC is also capable of performing classifi-
cation tasks for which its background knowledge is irrelevant.

Representation of Training and Test Examples

An example in PostTHocC consists of a set of attributes and
a classification. Each attribute is a pair of an attribute name
{e.g., age) and an attribute value (e.g., adult). A classification
can be thought of as an outcome (e.g., inflate) or category-
membership information (e.g., alpha). For example, an adult
successfully inflating a small, yellow balloon that had been
stretched is represented as:

size = small color = yellow age = adult act = stretch
€ inflate.

A large, purple balloon that had been dipped in water by a
child that is not an example of an alpha is represented as:

size = large color = purple age = child act = dip & alpha.

Representation and Use of Hypotheses

PosTHOC maintains a single hypothesis consisting of a
disjunctive normal form description (i.e., disjunction of con-
junctions) of a concept and a prediction. For example, the
following represents the hypothesis that a child can inflate a
stretched balloon or an adult can inflate any balloon:

{age = child A act = stretch) V age = adult — inflate

Note that to avoid confusion the symbol — is used in
hypotheses, while € is used to denote that an instance is a
member of a class.

Influence Theories

An influence theory consists of two components. First, it
has a set of influences. An influence consists of an influence
type (cither easier or harder), an outcome (e.g., inflate}, and
a factor that influences the outcome {e.g., more clastic).
Second, an influence theory has a set of inference rules that
describe when an influence is present in an example.

To simulate the knowledge of subjects in the previous
experiment, the two influences in Appendix A are used. These
influences state that it is easier for a strong actor to inflate a
balloon, and that it is easier to inflate a more elastic balloon.

The inference rules determine when an influence is present
in a training example. The inference rules used to simulate
the knowledge of the subjects are also shown in Appendix A.
These rules state that stretching an object makes the object
more elastic, that older actors tend to be stronger actors, and
that adults are old.

Note that the attributes used to represent the training
examples are the only attributes that are permitted in the
hypotheses. The influence theory can be used to generate a
hypothesis, but a factor of the influence theory cannot be
used as an attribute in a hypothesis. Rather, the learning
procedure may suggest including those attributes of training
examples whose presence indicates the presence of a factor
from the influence theory.
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Learning Task

PosTHOC is an incremental learning model that maintains
a single hypothesis {Levine, 1966, 1967). The current hypoth-
esis is revised only when it makes an incorrect classification.
The learning task is summarized as follows:

Given: a set of training examples
an influence theory (optional)
Create: a hypothesis that classifies examples.

The influence theory is optional because the learning system
must operate when there is no prior knowledge or when the
prior knowledge does nat apply to the current learning task.

PosTHoOC is intended to model the interaction between prior
knowledge and logical form by accounting qualitatively for
differences in human learning rates and differences in human
hypothesis-selection biases on different tasks. The model s
designed to predict that one learning task requires significantly
more trials than another task as a function of the prior
knowledge and logical form of the hypothesis. Although it
does make quantitative predictions on the number of training
examples, PosTHoOC is evaluated only on its ability to partially
order the difficuity of learning tasks. PosTHoOC is intended as
the simplest representative of a class of models that can
account for how prior knowledge constrains the learning
process. PosTHoC is not intended as a complete model of the
tasks because it does not make use of additional information
that human learners have (e.g., perceptual salience of cues;
Bower & Trabasso, 1968). Furthermore, each training exam-
ple in PosTHOC is represented as a set of potentially relevant
attributes. Although the instructions in the experiments tell
the subjects which attributes are potentially relevant, the
subjects perform an additional task by determining the values
of these attributes from the photographs. Because subjects
perform this additional task, as well as perceive other tasks
{e.g., perceive facial expressions of the actor in the photo-
graphs), PosTHOC is not solving as complex a learning task as
the subjects. Nonetheless, itis still possible for PosTHoC to
make predictions about the relative difficulty of learning tasks
because these additional complications are held constant for
each group of subjects.

PosrHoc

PosTHOC is an incremental, hill-climbing model of human
learning of the type advocated by Langley, Gennari, and Iba
(1987). PostHoc is implemented as a simple production
system. When the current hypothesis makes an error (or there
is no current hypothesis), a set of productions produces a new
hypothesis. The productions examine the current hypothesis,
the current training example, and the influence theory. There
are three sets of productions. One set creates an initial hy-
pothesis when the first positive example is encountered. The
second production set deals with errors of omission in which
a positive example is falsely classified as a negative example.
This production set makes the hypothesis more general. The
final production set deals with errors of commission in which
a negative example is falsely classified as a positive example.
This production set makes the hypothesis more specific,

Within each production set, the productions are ordered by
priority.

Initializing hypotheses. Two productions used to initialize
a hypothesis are shown in Appendix B. The first production
(I1) determines if there are atiributes of the example that
would indicate the presence of a factor that influences the
outcome of a positive example. This is accomplished by
chaining backward from the influence rules, which indicate
that a certain outcome (e.g., inflating a balloon) is easier when
a certain factor is present. The presence of a factor is verified
by chaining backward to find attribute values that are indic-
ative of an influential factor. For example, if the initial positive
example is an adult successfully inflating a large, vellow
balloon that had been stretched:

color = yellow size = large act = stretch age = aduit
€ inflate,

PosTHoOC might try to establish that the strength of the actor
is an influential factor. The fact that strength is an influential
factor can be established by showing that the actor is strong.
The fact that the actor is strong can be verified because the
example indicates that the actor is adult. The initial hypothesis
is that adults can inflate balloons:

age = adult — inflate.

In this example, there is more than one influence present.
When this occurs, one influence is selected at random from
the set of applicable influences. Given the balloon-influence
theory, an alternative hypothesis is that stretching the balloon
results in the balloon being inflated. However, rather than
keeping track of the alternative hypotheses, PosTHOC selects
one. if this selection turns out to be incorrect, later examples
will cause errors of omission or errors of commission and
force the revision of the hypothesis.

The second production (12) in this set initializes the hy-
pothesis to a conjunction of the attributes of the first positive
example. This occurs if there are no influences present that
would account for the outcome. This is true for modeling
alpha-instructions subjects because there are no known factors
that influence whether or not something is classified as an
aipha.

Errors of omission. Three productions to correct errors of
omission are also shown in Appendix B. The first production
(O1) applies only if the current hypothesis is consistent with
the influence theory and the attributes of the example indicate
the presence of an additional factor, This additional factor is
assumned to be a muitiple sufficient cause (Kelley, 1971). The
new hypothesis created is a disjunction of the old hypothesis
and a conjunction of the attnibutes indicative of the additional
factor.

For example, if the current hypothesis is:

age = adult — inflate,
and the current training example is:

size = large act = stretch age = child color = yellow
€ inflate,



PRIOR KNOWLEDGE IN CONCEPT ACQUISITION 421

then the current hypothesis will cause an error of omission
because the hypothesis fails to predict the correct outcome.
Because there are attributes indicative of an additional influ-
ence (more elastic), Production Ol will create a new hypoth-
esis that represents a multiple sufficient cause:

act = stretch V age = adult — inflate.

The second production {O2) is a varant of the wholist
strategy in Bruner et al. (19536), which drops a single attribute
that differs between the misclassified example and the hy-
pothesis. In case of ties, one is selected at random. For
example, if the current hypothesis is:

color = vellow A size = large A act = dip A age = adult
— inflate,

and the current training example is:

color = yellow size = small act = dip age = adult
€ inflate,

then Production Q2 wili drop the attnibute that differs between
the example and the current hypothesis to form the new
hypothesis:

color = yellow A act = dip A age = adult — inflate,

The third error of omission production {O3) forms a dis-
junction of the current hypothesis and a random attribute of
the example when the current hypothesis is consistent with
background knowledge and when conjunctive hypotheses
have been ruled out. For example, if the current hypothesis
is:

(age = child A act = stretch) V size = small — inflate,
and the current training example is:
color = yellow size = large act = dip age = child € inflate,

then Production Q3 will create a new disjunction of the
current hypothesis and a randomly selected attribute of the
current example:

age = child V (age = child A act = stretch) V size = small
— inflate.

The simplification of the hypothesis affects the form of the
hypothesis 10 make it more concise and understandabie, but
does not affect the accuracy of the hypothesis, It consists of
several simplification rules, for example, Y V (Y A Y) = X,
The hypothesis from the previous example may be simplified
1o

age = child V size = small — inflate.

Errors of commission. Two productions to revise the hy-
pothesis when an error of commission is detected are shown
in Appendix B. The first production (Cl) adds a multiple
necessary cause to the hypothesis (Kelley, 1971). For exampie,
if the hypothesis is that all adults can inflate balloons:

age = adult — inflate,

an error will occur on an example of an adult not inflating a
large, yellow balloon that has been dipped in water:

size = large color = yellow act = dip age = adult € inflate.

The hypothesis is modified by finding an additional factor
not present in the example that could affect the outcome (e.g.,
stretching the bailoon) and asserting that the attributes indic-
ative of this factor are necessary to inflate the balloon. The
new hypothesis consists of a single conjunction representing
the prediction that adults can inflate only balloons that have
been stretched:

act = stretch A age = adult — inflate.

The second error of commission production (C2) specializes
a hypothesis by adding additional attributes to each true
conjunct. For example, if the current hypothesis is that yellow
balloons or purple balloons that had been dipped in water
can be inflated:

color = yellow V (color = purple A act = dip) — inflate,
and the following example is encountered:

size = small color = yellow age = child act = dip
& inflate,

then an incorrect prediction will be made because color =
yellow is true. This hypothesis is maodified by finding the
inverse of an attribute of the example (e.g., size) and asserting
that this is necessary when the color is yellow:

(color = yellow A size = large } V
{color = purple A act = dip) — inflate.

If this change turns out to be incorrect, later examples will
force further refinement of the hypothesis.

An example of PostHOC acquiring a predictive rule will
help to clarify how hypotheses are formed and revised. Here
I consider how POSTHOC operates with an incomplete theory.,
In this incomplete theory, there is anly one influence present:

(easier more elastic inflate),

and the data presented to PostHoc are consistent with the
rule that adults can inflate any bailoon or anyone can inflate
a balloon that has been stretched:

age = adult V act = stretch — inflate.

This example illustrates how both the analytical and em-
pirical components cooperate to create a hypothesis. The first
example is of a balloon being inflated:

color = purple size = small act = stretch age = child
€ inflate.

Production 1! finds an influence present, and the initial
hvpothesis s that all balloons that have been stretched can be
inflated:

act = stretch — inflate.
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This hypothesis is consistent with several more examples.
Finally, an error of omission occurs when PosTHOC predicts
that a balloon will not be inflated, but it is:

color = yellow size = large act = dip age = adult € inflate.

Production O3 randomly selects one attribute and makes a
new disjunction of the old hypothesis and the attribute. This
attribute is dipping the balloon in water. The new hypothesis
states that stretching a balloon or dipping a balloon in water
are predictive of the balloon being inflated:

act = stretch V act = dip — inflate.

This hypothesis causes an error of commission when an
example is erroneously predicted to result in a successful
inflation of a balloon:

color = yellow size = small act = dip age = child
& inflate.

Production C2 speciatizes the term of the disjunction that
indicates that dipping a balloon in water is predictive of the
balloon being inflated. The inverse of the age is selected as an
additional necessary condition for this conjunct. The new
hypothesis is:

(age = adult A act = dip) V act = stretch — inflate.

This hypothesis is consistent with the rest of the training
set because only two kinds of actions are present in these data.

Simulation |

Procedure

PosTHoC was run on each of the four conditions from Experiment
}. Like Experiment I, this simulation follows a 2 (concept form
[conjunction vs. disjunctive]) x 2 (instruction set {alpha vs. inflate}}
between-subjects design. The simulations were run in Common Lisp
on an Apple Macintosh I1 computer. The stimuli and procedures
described for Experiment 1 were adapted as necessary to account for
the difference between a computer and human “subjects.” Training
examples were prepared by defining four attributes for each page of
the photo album. The balloon-influence theery displayed in Appendix
A is used to represent the prior knowledge of the subjects who read
the inflate instructions. No influence theory was used when modeling
the alpha conditions. No change to PosTHOC is necessary to model
the alpha conditions. However, because the information needed by
the productions that make use of the influence is not present, none
of these productions will be used.

PostHoOC was run 200 times on different randorm orders of training
examples for each of the four conditions. As in Experiment |,
PosTHoc was run until six consecutive examples were classified
correctly, The last trnial on which PostTHOoC made an error was
recorded for each simulation. Both the ordering of examples and the
alternative attributes randomtly selected by the productions account
for differences in training times in different simulations of the same
condition.

Results

The results of this simulation are similar to those of Exper-
iment 1. The interaction between the learning task and the

logical form of the concept to be acquired is significant at the
01 tevel, F(1, 793) = 132.9, MS, = 78.4. Analysis of the data
with the Tukey HSD test confirms the same three predictions
from Experiment 1. The resuits are significant at the .01 level
(C.diff = 2.7). First, the alpha-conjunction category required
significantly fewer trials than the alpha-disjunction category
(6.85 vs. 18.80). Second, the inflate-disjunction category re-
quired significantly fewer trials than the inflate-conjunction
category (3.97 vs. 16.52). Third, the inflate-disjunction cate-
gory required significantly fewer trials than the alpha-disjunc-
tion category {3.97 vs. 18.80).

Discussion

Inconsistent conjunctive concepts (e.g., the inflate-conjunc-
tion condition) are more difficult for PosTHOC to acquire
than conjunctive concepts without an influence theory (e.g.,
the alpha-conjunction condition) because the initial hypoth-
esis typically includes irrelevant attributes (e.g., age = adult)
predicted to be relevant by the influence theory. These irrel-
evant attributes must be dropped from the hypothesis when
they cause errors.

Simulation | demonstrates that PosTHOC can account for
the differences in learning rates in Experiment | as a function
of the logical form of the concept and the existence of relevant
prior knowledge. Next, four more simulations are presented
that make predictions about tearning rates of human subjects,
the type of stimulus information that subjects process during
learning, the types of hypotheses that subjects create, and the
effect of incomplete and incorrect knowledge on leamning
rates. These simulations are followed by experiments in which
the predictions of PosTHOC are tested on human subjects.

Simulation 2

Procedure

Experiment 1 and Simulation ]| demonstrate that relevant back-
ground knowledge makes a consistent disjunctive concept easier to
learn than the same disjunctive concept when no background knowl-
edge is relevant. In this next simuiation, the learning rate of PostHocC
on a consistent conjunctive concept is compared with the learning
rate on the identical conjunctive concept when no background knowl-
edge is relevant. The stimuli in the experiment follow the rule “age
= adult and action = stretching” (i.¢., adults can inflate only balioons
that have been stretched). As in Simulation !, there are 16 unique
stimuli, and a total of 20 training examples were constructed by
duplicating the 4 positive examples. PosTHOC is run with the influ-
ence theory in Table 1 and with no influence theory. One hundred
random orders of training examples were simulated in each of the
conditions. As in Simulation !, PosTHOC was run until 6 consecutive
examples were classified correctly and the last trial on which an error
was made was recorded.

Results and Discussion

In this simulation, the conjunctive concept was learned
more quickly when the relevant influence theory is present
(3.6 vs. 5.5), ((198) = 842, SE = 0328, p < .0l. This
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simulation clearly demonstrates that prior knowledge can
facilitate the learning of more than one logical form. Further-
more, the fact that the same influence theory was used in
both simulations shows that more than one concept can be
consistent with the same influence theory. In Simulation 1,
the balloon-influence theory in Appendix A was shown to
facilitate learning the disjunctive rule “age = adult or action
= stretching.” Here this same knowledge facilitated learning
the conjunctive rule “age = adult and action = stretching.”
The domain theory used by prior work in explanation-based
learning cannot exhibit this flexibility because both of these
concepts cannot be in the deductive closure of the same
domain theory. However, the influence theory used by
PosTHOC atlows it to use prior knowledge to facilitate learning
either concept.

Note that in Simulation 1, the influence theory hindered
learning a conjunctive concept, whereas the same influence
theory facilitated learning a conjunctive concept in Simula-
tion 2. The difference is that in Simulation 1 the conjunctive
concept “size = small ang color = yellow™ was not consistent
with the influence theory, but in Simulation 2 the conjunctive
concept “age = adult and action = stretching™ was consistent.

In PosTHOC, there are three types of relationships between
a concept and the background knowledge. First, the back-
ground knowledge can be neutral in that it does not provide
support for any hypothesis. This occurs when the influence
theory contains no influences for the concept being learned

Cons!stent Conjunction

Neutral Conjunction

(e.g., the alpha conditions of Simulation 1). In this case,
PosTHOC uses only those productions that do not require an
influence theory (12, C2, 03, and C2). Second, the concept
to be learned may be consistent with the background knowl-
edge. In this case, PosTHOC uses only those productions that
refer to the influence theory (11, O1, C1). Finally, the concept
to be learned may be inconsistent with the background knowl-
edge. When this is true, an initial subset of the training
examples may be consistent. Therefore, PosTHOC may start
10 use productions that make use of the influence theory. The
hypotheses formed by these productions will be inconsistent
with later examples, and PostTHocC will eventually resort to
those productions that do not reference the influence theory.

Figure 2 shows the average number of times (N = 100)
each production was used when learning a disjunctive and
conjunctive concept for each of the three relationships. In
each case, the concept had two relevant attributes and two
irrelevant attributes. Note that the neutral and consistent cases
use only a subset of the productions, whereas the inconsistent
case requires ail productions.

Simulation 3

Procedure

Simulation 3 is designed to help to explain why PosTHOC requires
fewer examples to learn when hypotheses are consistent with an

Inconsistent Conjunction
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Figure 2. The productions used by PosTHoC learning disjunctive and conjunctive concepts that are
consistent, neutral, or inconsistent with prior knowledge.
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influence theory. The claim tested is that when there is correct prior
knowledge a smaller hypothesis space is searched. In this situation,
PosTHOC can ignore irrelevant attributes (i.e., attnibutes not indicative
of kniown influences). Simulation 3 investigates which atinibutes are
considered when categorizing examples. It is assumed that every
attribute that is in the current hypothesis is considered during cate-
gorization. In addition, there is a sampling probability that zn attrib-
ute not in the current hypothesis will be considered. It is also assurned
that after a categorization error is made all attributes are considered
when forming 2 new hypothesis. There are two reasons for considering
attributes not part of the hypothesis during categonzation. First,ina
similar experiment using human subjects (Experiment 3}, subjects
reported examining some attributes out of curiosity. Second, occa-
sionally considering attributes nat in the hypothesis introduces some
variability in PosTHOC and enables analyses of the data. In three
simulations, values of 0.1, 0.5, and 0.9 were used as the probability
that an attribute not in the hypothesis will be considered by PosTHoc
during classification.

The hypothesis tested is that PostTHoc will consider fewer irrelevant
attributes when there is an influence theory (and when the data are
consistent with the influence) than when there is no influence theory.
On each trial, starting with the second trial, the proportion of irrele-
vant attributes considered is recorded. This proportion is calculated
by dividing the number of irrelevant attributes considered by the total
number of attributes considered. Note that with a correct influence
theory an irrelevant attribute is considered only because there is a
sampling probability that an attribute not in the hypothesis is consid-
ered. Without an influence theory, an irrelevant attribute can be
considered because it appears in a hypothesis or because the attribute
is sampled randomly.

The disjunctive concept “age = adult or action = stretching” is
tested both with and without an influence theory. One hundred triais
of each condition are run for each level of sampling (i.e., 0.1, 0.5,
and 0.9). Twenty training examples are generated in the same manner
as the disjunctive conditions of Simulation 1. However, in the current
simulations, the same randomly selected order is used for every
simulation to eliminate the effect of the ordering of training examples
on the creation and revision of hypotheses, The exact same order of
examples was also used in Experiment 3.

Each simulation follows a 2 x 19 mixed design with one between-
subjects factor (knowledge state [no influence theory vs. consistent
influence theory]) and one within-subjects factor (trial [number of
the learning trial ranging from 2 to 20]). On each trial, the proportion
of irrelevant attributes was measured.

Results and Discussion

Figure 3 illustrates the resuits of the three simulations; one
panel shows the result for each sampling probability. When
there was a consistent influence theory, the proportion of
irrelevant attributes was less than or equal 10 the proportion
of irrelevant attributes with no influence theory. When there
was no influence theory, the mean proportion of irrelevant
attributes always started at 0.5 and over the 20 trials declined
to varying degrees depending on the sampling probability.
With the influence theory (i.e.. the inflate instructions), no
irrelevant attributes are in any hypothesis, and the proportion
of irrelevant attributes considered is equat to the proportion
of irrelevant attributes selected randomly. Without the influ-
ence theory (i.e.. the alpha instructions), the proportion of
irrelevant features considered (Alpha Total) is the sum of the
irrelevant features in the hypothesis {Alpha Hyp) and the
irrelevant features selected randomly (Alpha Rand).
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Figure 3. The mean proportion of irrelevant attributes selected by
PostHoc simulating the inflate and aipha instructions. (This propor-
tion is calculated by dividing the number of irrelevant attributes
considered by the total number of attributes considered. The three
graphs plot the data when the probability of randomly considering
an attribute was 0.1 {upper], 0.5 [middle}, and 0.9 (lower], Inflate is
the total proportion of irrelevant attributes considered in the alpha
condition and is identical 1o the proportion of irrelevant attributes
selected randomly. Alpha Rand is the proportion of irrelevant features
selected randomly in the alpha condition. Alpha Hyp is the propor-
lion of irrelevant features in the hypothesis. Alpha Total is the total
proportion of irrelevant attributes considered in the alpha condition.)

At arcsine transformation was applied to the proportion
data and an analysis of variance shows that, as expected, there
is a main effect for knowledge state, F(1, 198) = 288.22, MS,
= 179.4, p < .0001. In addition, the main effect of tnal was
significant, F(18, 3,564) = 2.19, MS, = 0.65, p < .01.

Figure 3 also plots data when the probability of considering
a feature not in the hypothesis is 0.1 (upper) and 0.9 (lower).
As this probability approaches 1, the total proportion of
irrelevant attributes that PosTHOC considers when it simulates
inflate instructions approaches the proportion of irrelevant
attributes that it considers when it simulates alpha instruc-
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tions. However, even when this probability is 0.9, there is a
main effect for knowledge state, F(1, 198) = 59.08, MS, =
2.60, p < .0001.

This simulation shows that PosTHOC can ignore irrelevant
attributes when hypotheses are consistent with the influence
theory. The ability of human learners to ignore irrelevant
attributes will be tested in Experiment 3.

Simulation 4

Procedure

Simulations | and 2 show that PosTHoC learns more rapidly when
hypotheses are consistent with its influence theory. Simulation 3
helps to explain this finding by demonstrating that PosTHOC need
not attend to some atributes during learning when hypotheses are
consistent with its influence theory.

In this simulation, 1 elaborate on this finding by demonstrating
that the prior knowledge of PosTHoC aiso affects the hypotheses it
forms. In particular, whenever possible, 2 hypothesis wilt only inctude
attributes indicative of factors in the influence theory. This simulation
is a variation of the redundant, relevant cue experiments (Bower &
Trabasso, 1968). In a redundant, relevant cue experiment, at training
time, a subject performs a classification task in which the data are
consistent with more than one hypothesis, For example, in this
simulation the balloon that is dipped in water is always purple and a
balicon that is stretched is always yellow. The vellow, stretched
balloons are the balloons that receive positive feedback (i.e., can be
inflated or are an instance of alpha). There are multiple hypotheses
consistent with the data (e.g., all yellow balloons are instances of
alpha or all stretched balloons are instances of alpha). A total of eight
such training examples are constructed. After the system is able to
perform accurately on six consecutive examples, the hypothesis cre-
ated by the system is recorded. The hypotheses created by PosTHOC
with the influence theory in Appendix A are compared with those
produced by PosTHoC on the same training set without an influence
theory. Two hundred simulations of ¢ach condition were run with
training examples in randomly selected orders.

Results and Discussion

An analysis of PosTHoc productions indicates that with an
influence theory PostHoc will always create the hypothesis
“act = stretch — inflate.” Without the influence theory, the
hypothesis “{color = yellow A act = stretch) — alpha™ will
always be created. This analysis was substantiated by the
simulation in which it was found that, with an influence
theory, the only relevant variable used was the action. Without
an influence theory. both color and action are in the final
hypothesis.

Both hypotheses created by PosTHOC are consistent with
the data. However, the hypothesis will 2lso be consistent with
the influence theory if one is applicable. The results of the
simulation without an influence theory differ from the find-
ings of redundant. relevant cue experiments on human sub-
jects. Most subjects in the Bower and Trabasso (1968) exper-
iment favored one-attribute discriminations (i.e., either “color
= yellow™ or “action = stretched™) to conjunctions.

An examination of PosTHOC's productions reveals that the
only means of learning one-attribute discriminations is by

dropping an attribute from a conjunction of two attrnibutes,
An extension to PosTHOC to more faithfully model the em-
pirical findings would contain an additional initialization
production to create one-attribute discriminations. This ex-
tension has not yet been implemented because the focus of
PosTHOC has been to account for the influence of a particular
type of prior knowledge on learning.

Simulation 5

Procedure

Here | explore the influence of the completeness and correciness
of the influence theory on the learning rate. POSTHOC was run with
five variations of the balloon-influence theory: consistent (the com-
plete and correct influence theory consisting of twa influences),
incomplete (one of the two influences was deleted from the complete
theory), neutral (the entire influence theory was deleted), partially
inconsistent (the influence theory consisted of one correct and one
incorrect influence [yellow balloons are easier ta inflate]), and incon-
sistent {two incorrect influences were used). The goal of learning in
each condition is to acquire the rule that adults can inflate any
balloon or anyone can inflate a balloon that has been stretched. Each
condition was run 128 times, and the number of the last trial on
which PosTHOC misclassified an example was recorded.

Results and Discussion

In order, the mean number of trials required to converge
on an accurate hypothesis for the consistent, incomplete,
neutral, partially inconsistent, and inconsistent conditions are
3.9, 12.8, 18.4, 15.1, and 20.1, respectively. The quality of
the domain theory has a significant effect on the number of
trials required to acquire an accurate concept, F(4, 635) =
72.2, MS. = 100.7.

When there is no influence theory, only the empirical

productions of PosTHoC are used to form a hypothesis. When

there is an incomplete influence theory, the empirical and
analytical productions cooperate to produce a hypothesis.
When there is a complete influence theory, only the analytical
productions are used. With the incorrect influence theory, the
analytical productions usually create incorrect hypotheses that
are revised by the empirical hypotheses. The analyucal pro-
ductions are not used if the initiai examples are not consistent
with the incorrect influence theory. For example, if the first
positive training example contains a large, purple balloon,
then there is no initial hypothesis consistent with the influence
theory, and an empirical production initializes the hypotheses.
The inconsistent theory is the most difficult, because the
initiat hypothesis often involves irrelevant features that must
fater be deleted.

The most interesting resuit of this simulation is that
PosTHOC with the partially inconsistent theory (M = 15.1)
takes fewer trials than PosTHOC with no theory (1 = 18.4).
Analysis of the data with the Tukey HSD reveals that the
difference in learning rates is significant (C.diff = 3.2, p <
01}, The difference between these two conditions is partially
accounted for by the fact that it is more likely that the correct
rather than incorrect influence will be chosen to initialize the
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hypothesis because the correct influence is present in more of
the positive examples (100%) than the incorrect influence
(50%). As a result, in 75% of the cases, the hypothesis will be
initialized correctly with an inconsistent theory.

Experiment 2

In Simulations 2, 3, and 4, several emergent properties of
PosTHOC'S learning algorithm were described. The following
three experiments assess whether similar phenomenon are
true of human learning. The effects of prior knowledge on
leaming rates, relevance of attributes, and hypothesis selection
are measured in Experiments 2, 3, and 4, respectively.

One result of Experiment 1 is that consistent disjunctive
concepts (the inflate-disjunction condition) required fewer
trials 1o learn than neutral disjunctive concepts (the alpha-
disjunction condition). A second result of Experiment 1 was
that inconsistent conjunctive concepts (the inflate-<conjunc-
tion condition) required more trials than neutral conjunctive
concepts (the alpha-conjunctive condition).

in Experiment 2, the conjunctive concept tested is consist-
ent with the subjects’ prior knowledge {age = adult and action
= stretching). The learning rate of this consistent conjunctive
concept is compared with that of the same conjunctive con-
cept with neutral instructions, The design of Experiment 2
parallels the design of Simulation 2.

Experiment 2 has several goals. First, a prediction made by
PosTHoC is tested. In particular, Simulation 2 showed that
consistent conjunctive concepts require fewer trials than neu-
tral conjunctive concepts. Second, it is hoped that Expenment
2 will show that the subjects’ background knowledge provides
weak constraints on learning similar to those provided by
PostHOC's influence theory. In particular, Experiment 1 as-
sumes the disjunctive concept (age = adult or action = stretch-
ing) is consistent with background knowledge, whereas Ex-
periment 2 assumes that the conjunctive concept (age = adult
and action = stretching} is consistent. Clearly, these both
cannot be deduced from the type of background knowiedge
required by explanation-based learning. However, both are
consistent with the influence theory of explanation-based
learnting.

Experiment 2 will aiso serve to rule out an alternative
explanation? for the results of Experiment 1. In particular, it
18 possible that there is something about the inflate instruc-
tions (but not the alpha instructions) that leads subjects to
predict when a balloon will not be inflated. The interpretation
of the results of Experiment 1 assumed that the hypothesis
learned by subjects can be represented as “if the actor is an
adult or the action is stretching a balloon, then the batloon
will be inflated.” However, this rule js logically equivalent to
“if the actor is a child and the action is dipping a balloon in
water, then the bafloon will not be inflated.™ If this is the case,
then prior knowledge is irrelevant, and the results of Expen-
ment | simply indicate that disjunctive concepts are harder
to learn than conjunctive concepts. However, if this is the
case, one would expect to find that subjects reading the inflate
instructions and learning a consistent conjunction (age =
adult and act = stretching} would require more trials than
those reading the alpha instructions and learning a neutral

conjunction. This would occur because the inflate instructions
would presumedly lead subjects to tearn when a balloon was
not inflated. In this case, the rule indicating that a balloon is
not inflated is a disjunction: (age = child or act = dipping).

Method

Subjects.  The subjects were 54 undergraduates attending the Uni-
versity of California, Irvine, who participated in this experiment to
receive extra credit in an introductory psychology course, Subjects
were randomly assigned to ane of two conditions (alpha or inflate).

Stimufi. The stimuli consisted of pages from a photo album
identical to those of Experiment [, Each page contained a close-up
photograph of a balloon that varied in color and size and a photograph
of a person doing something to the balloon. However, subjects now
received positive feedback if the actor is an adult and the action is
stretching & balloon. The stimuli used in the conjunction conditions
follow the rule “size = small and color = yetiow.” One positive
example was a photograph of a child stretching a small, yellow
balloon. One negative example was a photograph of an aduly stretch-
ing a large, yellow balloon. Twenty stimuli were constructed by
duplicating the four positive examples.

Procedures. The procedure was identical to that in Experiment
1. The instructions read by the two groups differed in only one line
(“predict whether the page is an example of an ‘alpha’™ as opposed
to “predict whether the balloon will be inflated™). The number of the
fast trial on which the subject made an error was recorded.

Results and Discussion

Subjects in the inflate condition learned the concept more
rapidly than those in the alpha condition (8.9 vs, 13.8), #(52)
=2.09, SE =2.39, p < 05.

This experiment provides additional support for the hy-
potheses that consistency with prior knowledge is a significant
influence on the rate of concept acquisition. The experiment
also points out that the prior knowledge of the subjects can
be used to facilitate the learning of several different hy-
potheses. This demonstrates that the prior knowledge of sub-
jects is more flexible than the domain theory used by expla-
nation-based learning, Two different hypotheses cannot be
deduced from the domain theory of explanation-based learn-
ing, but can be consistent with the influence theory of
PosTHoC. For example, the same influence theory enables
PostHoc to model the relative difficulty of learning in Ex-
periments | and 2.

Experiment 3

In Simulation 3, it was shown that with a correct influence
theory, PosTHOC ignores irrelevant attributes. However, when
the influence theory is missing, PosTHoc initially forms a
hypothesis that includes these irrelevant attributes, and then
later revises the hypothesis by removing the irrelevant attri-
butes when examples are misclassified.

The goal of this experiment 15 o test the hypothesis that
subjects learning a concepl consistent with their background
knowledge will attend to a smalier proportion of irrelevant

? We thank Richard Doyle for pointing out this explanation.
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attributes than those learning the identical concept in a con-
text in which their prior knowledge is irrelevant.

It is a relatively simple matter to determine which attributes
PostTHocC is ignoring during learning. To test this hypothesis
on human subjects, different stimuli and procedures were
used than in the earlier experiments. Experiment 3 uses verbal
descriptions of actions instead of photographs for the stimuli.
A program was constructed for an Apple Macintosh Il com-
puter to display the verbal descriptions. Each training example
presented on the computer screen consisted of a verbal de-
scription of an action and a question. Subjects in the inflate
condition saw the question “Do you think that the balloon
will be inflated by this person?” Subjects in the alpha condi-
tion saw the guestion “Do you think this is an example of an
Alpha™

Each verbal description initially appears as “A (SIZE)
{COLOR) balloon was (ACTION) by a (AGE).” A subject
could request to see a value for any of the attnibutes by
moving a pointer to the attribute name and pressing a button
on the mouse. When this was done, the value for the attribute
name replaced the attribute name in the verbal stimuli. For
example, a subject might point at (COLOR) and then press
the mouse button. The effect of this action might be to change
the stimuli to “A (SIZE) red balloon was (ACTION) by a
{AGE).” Next. the subject might point at (ACTION) and
click, changing the description to " A (SIZE) red balloon was
dipped in water by a {AGE)}."” Figure 4 shows a sample display
with the values of two attributes filled in. The attributes
selected by the subject were recorded on each tnal. Subjects
were allowed to select as few or as many attributes on each
trial. However, to discourage simply selecting all attributes,
subjects had 10 hit an extra key to confirm that they wanted
to see the third and fourth attribute.

A pilot study revealed some interesting information. Sub-
jects in the inflate group asked to see the size attribute much
more often than expected. When asked about the need to see
this information, a common reply was that large balloons
were easier to inflate than small balloons. Subjects in pilot
studies for Experiments | did not mention size as a possible
relevant factor, The difference in stimuli may account for this
difference. In Experiment 3, verbal descriptions of actions
were used. In Expeniments 1, photographs were used. The
small balloon in Experiment 1 is a 9-in balloon and the large
balicon is a 13-in balloon. One subject in the pilot study of
Experiment 3 was later shown the photographs used in Ex-
periment 1, and reported that the small balloons in the

A large (zeer)balloon was dipped in water

by a Cage)
Do you Lhink the balloon will be C v ]
inflated by this person?

Figure 4. An example of the stimuli used in Experiment 3.

photographs were actually medium-sized balloons. Therefore,
in the analysis of Experiment 3, the attribute color is consid-
ered 1o be the only irrelevant attribute, and the attribute size,
action, and age are considered to be potentially relevant.

The experiment follows a 2 X 20 trial mixed design with
one between-subjects factor (instructions [inflate vs. alpha])
and one within-subjects factor (tnal [number of the learning
trial ranging from | to 20]). On each tnal, starting with the
first trial, the proportion of irrelevant attributes considered is
recorded. As in Simulation 3, this proportion is calculated by
dividing the number of irrelevant attributes considered by the
total number of attributes considered.

Method

Subjects. The subjects were 34 undergraduates attending the Uni-
versity of Califorma, Irvine, who participated in this experiment to
receive extra credit in an introductory psychology course. Subjects
were randomly assigned to one of the 1wo conditions (alpha or inflate).
Seventeen subjects in each condition were tested simultaneously in a
room equipped with Apple Macintosh [ computers. Each subject
worked individually on a separate computer.

Stimuli. The stimuli were verbal descriptions of an action.

" Twenty stimuli were constructed and shown in the randomly selected

order used for Simulation 3. The descriptions vaned according to the
color of the balloon (red or blue), the size of the balloon (small or
large), the age of the actor (adult or child), and the action the actor is
performing (either dipping it in water or stretching it). The descnp-
tions were displayed on the screen of an Apple Macintosh Il computer
in a fixed order. Subjects could interact with the display by asking
the computer to show the value of any (or all) atiributes. Positive
feedback was given for those stimuhi whose age is adult or whose
action is stretching.

Procedures. The instructions read by the two groups differed in
only one line {“determine if this example is an ‘alpha’™ as opposed to
“determine whether the balloon will be inflated successfully by this
person™). After reading the instructions, subjects were given the
opportunity to practice using 8 mouse 1o move the pointer and to
press the mouse button to indicate a selection. Next, the subjects
repeated a cycle of seeing a tempiate action, asking to view some or
all attributes of the action, indicating a prediction by moving a pointer
to the word Yes or to the word No, and pressing a button to answer
the question. In the subject selected the correct answer, the computer
simply displayed a message to this effect. However, if the subject
selected the wrong answer, the computer replaced all attnbutes with
their values, and informed the subject that the answer was incorrect.
When the subject finished studying the screen, a button was pressed
10 go on to the next example. This cycle was repeated 20 times for
each subject.

Results and Discussion

Figure 5 displays the mean proportion of irrelevant attri-
butes selected on each trial for the inflate and alpha condi-
tions. The subjects in the inflate condition were less likely to
request 10 see the color attribute than those in the alpha
condition. An arcsine transformation was applied to the pro-
portion data, and an analysis of variance revealed that there
was a main effect for instructions, F(1, 32) = 9.89, /S, =
20.73, p < .01. The interaction between instructions and trial
and the main ¢ffect of trial were not significant.
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Figure 5. The mean proportion of irrelevant attributes selected by
subjects reading the inflate and alpha instructions.

A simple manipulation in the instructions influenced the
attributes the subiects attended to during learning. In a clas-
sification task with neutral instructions, the subjects have no
reason 1o initially ignore color or any other attribute. How-
ever, when the same stimuli are used to make predictions
about inflating balloons, subjects are more likely to ignore the
color of the balloon. Subjects favored attributes that prior
knowledge indicates are likely to influence the ease of inflating
a balloon.

Experiment 4

Experiments 1 and 2 suggest that human subjects leamn
more rapidly when hypotheses are consistent with their prior
background knowledge. One explanation for this finding is
that hypotheses not consistent with prior knowledge are not
considered unless hypotheses consistent with prior knowledge
are ruled out. Experiment 4 tests this idea using a redundant
relevant cue experiment modeled after Simulation 4. As with
Simulation 4, both the action and the color are equally
consistent with the feedback on the training data.

An implication of the computational model is that the
number of subjects who predict on the basis of the action
attribute for the inflate task will be greater than the number
of subjects who classify on the basis of this attribute for the
alpha task. The reason for this prediction is that the stretching
is a factor that is known to influence the inflation of a balloon.

Method

Subjects.  The subjects were 54 undergraduates drawn from the
same population as those in Experiment |. Subjects were randomly
- assigned to one of the two conditions (alpha or inflate).

Stimuli.  The stimuli consisted of pages from a photo album
identical to those of Experiment 1. Each page contained a close-up
photograph of a balloon that varied in color and size and a photograph
of a person doing something to the balloon. However, the pages were
now constructed so that for the training material the color yellow was
patred with stretching and the color purple was paired with dipping
in water. In the test, these pairings were reversed so that purple was

associated with stretching and yellow with dipping in water. A total
of eight training examples and eight test examples were constructed.
Subjects received positive feedback only on pages showing balloons
that had been stretched.

Procedures. Subjects in the two groups read instructions that
differed in only one line (“predict whether the page is an example of
an ‘alpha’™ as opposed to “predict whether the balloon will be
inflated™). The training data were presented to subjects in random
orders. The subjects were trained on the training set until they were
able to accurately classify six pages in a row. Subjects received positive
feedback on the photographs that included a person of any age
stretching a yellow balloon of any size. Then the subjects entered a
test phase in which they predicted the category of test examples
without feedback.

Results and Discussion

In this experiment, in the inflate condition, 26 subjects
formed hypotheses using only the action attribute, no subjects
used only the color attribute, and 2 subjects used a combi-
nation of attributes. In the alpha condition, the corresponding
numbers were 13, 8, and 7, respectively. Analysis of the data
indicates that the hypothesis-selection biases of the subjects
in the inflate condition differed from those in the alpha
condition, x¥(2, N = 54) = 15.11, p < .01. The results of this
experiment indicate that human subjects favor hypotheses
consistent with the data and prior knowledge over those
hypotheses consistent with the datz but not consistent with
prior knowledge.

The hypothesis produced by PostHoc with an influence
theory is that most commonly formed by subjects in the
inflate condition of Experiment 4. In its current form,
PosTHOC cannot account for those subjects who produce
alternative hypotheses in this condition. In addition, PosTHoc
does not adequately model the finding that, in the absence of
prior knowledge, one-attribute discriminations are preferred
to conjunctive descriptions in a redundant, relevant cue ex-
periment (Bower & Trabasso, 1968).

Hypothesizing in Concept Acquisition

To more fully validate PosTHoC, it would be desirable to
compare the intermediate hypotheses generated by PostHoc
with the hypotheses of subjects before converging on the
correct hypothesis. Several previous studies have investigated
the role of verbal reports of intermediate hypotheses on
concept acquisition (e.g., Byers & Davidson, 1967; Domi-
nowski, 1973; Indow, Dewa, & Tadokoro, 1974; Indow &
Suzuki, 1972). Strong correlations were found between verbal
reports of hypotheses and the subjects’ true hypotheses. Fur-
thermore, the verbal reports did not affect factors such as the
learning rate or number of errors made.

A variety of verbal-report studies were run in an attempt to
have subjects give verbal reports (either oral or written) of
their intermediate hypotheses following a methodology simi-
far to these previous studies. However, one modification was
necessary to the instructions. In the previous studies of other
researchers, the instructions informed the subject of the logical
form of the concept 10 be learned (e.g., a conjunction of two
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attributes). In our verbal report studies, and all other experi-
ments in this article, the instructions did not include infor-
mation of the logical form of the concept to be tearned.
Including this information would affect the observed learning
rate (Haygood & Bourne, 1965) interfering with the depend-
ent variable measured (learning rate of conjunctive vs. dis-
junctive concepts). In these verbal-report studies, requiring
verbal reports appeared to make the problem more difficult.
As a result, very few subjects were able to complete the
learning task. For the subjects who did complete the task, the
mean learning rates differed substantially from the earlier
experiments reported here, Furthermore, subjects’ reports of
their hypotheses did not always agree with the prediction
made on the next example. For example, requiring verbal
reports increased the mean number of trals for learning
conjunctive concepts with the alpha instructions to over 30
compared with [3.8 in Experiment 2. Because the results are
not interpretable, they are not reported here.

The difference in instructions appears to be responsible for
the discrepancy between the verbal-report studies and the
earlier findings. If some aspect of the learning process, such
as the detection of covariation, is unconscious to some extent,
asking for a verbal report may change the nature of the task,
Forcing subjects to become more conscious of the processes
may make the task more difficult. This hypothesis is consist-
ent with findings by Reber and Lewis (1977), who presented
evidence that subjects can learn some rules without having
conscious access to the rules. Lewicki (1986) refined this
finding by showing that subjects detect corretations and make
classifications based on these correlations without being able
to verbally report on the correlation. Furthermore, Reber
(1976) showed that asking subjects to search for regularities
in the data adversely affects the learning rate and accuracy.

Nisbett and Wilson (1977) reported that for some tasks
verbal reports on decision-making criteria differ from the
criteria that subjects are using. The discrepanciesin the verbal-
report studies between subjects’ reports of their hypotheses
and their classifications on subsequent trials appear to be
another example of this phenomenon. Other researchers have
refined the conditions under which verbal reports of decision-
making criteria are likely to be accurate (Ericsson & Simon,
1984; Kraut & Lewis, 1982; Wright & Rip, 1981). More
empirical research is needed to clarify the effects of verbal
reports on concept learning. One tentative hypothesis is that
either requinng a verbal rule or informing subjects that the
concept to be learned can be represented as a logical rule of a
certain form increases conscious awareness of the learning
process and hinders the unconscious detection of covanation.

Brooks (1978) shed some light on the conditions under
which verbal reporns hinder concept learning. Brooks dem-
onstrated that instructions to form an abstract rule may
interfere with the storage of individual instances. This inter-
ference with memory storage hinders making future classifi-
cations by analogy to stored instances. Although | agree with
Brooks that this form of analogical reasoning is common,
accounting for the experimental findings in this article with
an analogical reasoning model would require explaining how
prior knowledge affects the analogical reasoning process along
with the storage and retrieval of analogous instances.

Discussion

Experiments | and 2 demonstrated that human subjects
learn mare rapidly when hypotheses are consistent with prior
knowledge. PosTHOC also learns more rapidly when hy-
potheses are consistent with an influence theory. In PostHoc,
the explanation for the faster learning rate is that it is searching
a smaller space of hypotheses {i.e., those consistent with the
data and the influence theory). Simulation 3 and Experiment
3 demonstrate that the hypothesis space is reduced by ignoring
those attributes deemed irrelevant by prior knowledge. Sim-
ulation 4 and Experiment 4 demonstrated the reduced hy-
pothesis space by investigating the types of hypotheses pro-
duced when there are multiple hypotheses consistent with the
data.

In this article, the prior knowledge of a subject has been
shown to influence the learning of predictive relations for
actions and their effects. There is some evidence that the
influence of prior knowledge is not restricted to this situation.
In particular, when subjects are aware of the function of an
object, it has been shown that they attend more to attributes
of the object that are related to the object’s function than to
attributes that are predictive of class membership but not
related to functionality (Wisniewski, 1989). In addition, Bar-
salou {1985) showed that the graded structure of goal-oriented
categories (e.g., foods not to eat on a diet) is influenced by
prior knowledge of ideals (e.g., zero calories),

Currently, PosTHOC is limited in several ways. First, it deals
only with positive influences. In addition, the influence lan-
guage does not include information on the potency of each
influence. Zelano and Shultz (1989) argued that subjects make
use of such information when learning causal relationships.

A second limitation of PosTHOC is the inability to learn
new influences. A hypothesis that is not supported by an
influence theory can be learned, but the influence theory is
not currently updated. If the influence theory were updated,
then PosTHOC could use the knowledge it has acquired in one
task to facilitate learning on another task.

A third limitation is that PostHoc does not account for
some fundamental categorization effects. For example,
PostHoOC does not model phenomena such as the effects of
typicality {Barsatou, 1985), basic level effects (Corter, Gluck,
& Bower, 1988), or the acquisition of concepts that cannot
be specified as a collection of necessary and sufficient features
{Smith & Medin, 1981). However, background knowledge
plays a role in these processes. For exampie, several experi-
ments have shown (Barsalou, 1985; Murphy & Wisniewski,
1989} that the prior knowledge of a subject affects typicality
judgments, but no detailed process has been proposed to
account for these findings. Brown (1958) suggested that the
knowledge of the learner plays a role in determining the basic
level. It would be interesting to explore the role of background
knowledge in computational models of these processes,

The simulations and experiments also point out a short-
coming of models of human learning based on the prior work
on purely explanation-based methods. It is not likely that the
prior knowledge of human subjects can be represented as a
set of necessary and sufficient conditions capable of support-
ing a deductive proof of why particular balloons were inflated.
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Rather, the prior knowliedge can be applied more flexibly to
allow for several concepts to be considered consistent. The
influence theory used by PosTHoC provides one means of
making explanation-based learning more flexibie.

In spite of its limitations, the construction of PosTHoc has
been useful in developing hypotheses about the influence of
prior knowledge on human learning. Predictions resulting
from simulations have led to experimental findings on human
learning. Given the current domain of inflating balloons, it
was not possible to test predictions of Simulation 5 concerning
the relationship between the quality of the domain knowledge
and the learning rate, Testing this hypothesis will first require
training subjects on new domain knowledge before the clas-
sification task. In contrast, the current experiments rely on
knowledge brought 10 the experiment by the subject.

Conclusion

I have presented experimental evidence that prior knowl-
edge influences the ease of concept acquisition and biases the
selection of hypotheses in human learners. Although often
overlooked or controlled for, the prior knowledge of the
learner may be as influential as the informational structure of
the environment in concept learning.

A computational mode! of this learning task was developed
that qualitatively accounts for differences in human leaming
rates and for hypothesis-selection biases. Predictions of the
computational model were tested in additional experiments,
and the model’s ability to learn with incorrect and incomplete
background theories was evaluated.

The ability of human learners to learn relatively quickly
and accurately in a wide variety of circumstances is in sharp
contrast to current machine-learning algorithms. | hypothe-
size that this versatility comes from the ability to apply
relevant background knowledge to the learning task and the
ability to fall back on weaker methods in the absence of this
background knowledge. In PosTHoC, | have shown how the
empirical and analytical learning methods can cooperate in a
single framework to learn accurate, predictive relationships.
PosTHOC learns most guickly with a complete and correct
influence theory, but is still able to make use of background
knowledge when conditions diverge from this ideal.
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Appendix A

The Influence Theory Used o Model Subjects’ Knowledge of Inflating Balloons

. easier strong actor inflate
easier more elastic inflate

implies act stretch mare elastic
implies oid actor strong actor
implies age adult old actor

Appendixes continue on next page)
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Appendix B

Productions in PostTHOC

Initializing hypothesis

If there is an influence that is present in the example,

Then initialize the hypothesis to a single conjunction represent-
ing the features of that influence.

Otherwise, initialize the hypothesis to a conjunction of all fea-
tures of the initial example.

Errors of omission

ol

02

If the hypothesis is consistent with the influence theory

and there are features that indicate an additional influence,
then create a disjunction of the current hypothesis and a con-
junction of the features of the example indicative of the influ-
ence.

If the hypothesis is a single conjunction

and a feature of the conjunction is not in the example

and the conjunction consists of more than one feature,

then drop the feature from the conjunction.

03:

Otherwise, create a new disjunction of the current hypothesis
and a random feature from the example and simplify the dis-

Junction.

Errors of commission

Cn:

C2:

If the hypothesis is consistent with the background theory

and for each true conjunction there are features not present in
the current example that would be necessary for an influence,
then modify the conjunction by adding the additional features
that are indicative of the influence.

Otherwise, specialize ezch true conjunction of the hypothesis by
adding the inverse of a feature of the example that is not in the
conjunction and simplify.
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