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Abstract: In this paper, the demand of Low Voltage electricity customers in Cameroon using electricity as an energy 
source beginning from the period 1975 to 2011 is modeled. This approach aims to study the consumption determinants 
(macro- economic indicators, demographic indicators and lagged consumption of low voltage electricity) of low Voltage 
Customers and to analyze those determinants that have a strong influence on consumption. Parameters estimated by 
EVIEWS 7.2 software for linear and exponential (CooB-Douglas) models were used. The results show that CooB-Douglass 
models are better than the linear model. It also shows that: (i) the best linear model is a function of delayed 
consumption	����	; overall gross domestic product ((GDP
)�)	and population (�� 	); (ii) the best model CooB-Douglas is a 
function of delayed consumption	����	, the global gross domestic product ((GDP
)�) and the number of subscribers (
�). It 
noticed that the macroeconomic indicators have a better influence on demographic consumer’s indicators and that the 
absence of the delayed consumption variable in a model causes autocorrelation of the residuals models.  

Keywords: Consumption of Low Voltage Electricity, Linear Regression Models, Macro- Economic Indicators,  
CooB-Douglass Models, Socio-Economic Parameters, Demographic Indicators, Modeling 

 

1. Introduction 

A good supply of electricity contributes immensely to the 
development of national economy. Given its importance, it 
is vital for a country to ensure it accessibility and to 
guarantee it continuous supply, both in quantity and quality 
and at affordable prices. Giving that its nature those not 
permit it to be stored, the supply of energy must meet it 
demand at any time. Electricity demand as a direct 
reflection of the economic and social activity in a country, 
present a global predictable character, but with an uncertain 
margin. It is been influence in the long term by a number of 
factor amongst which we have socio-economic indicators 
as the principal influencing factor. 

Despite the significant energy potential of the African 
continent, access to electricity remains scarce in many rural 
areas in Africa. Certain zones powered by electricity are 
prone to rationing with regular blackouts and low voltages 
in the network. In Cameroon, electricity supplied was 
enhanced by the American company AES-SONEL from 

1994 to 2013 under the supervision of ARSEL (Electricity 
Sector Regulator Agency). Since 2014, electricity supply is 
been done by English company ACTIS. Despite the 
construction of a number of terminals to solve the 
deficiency of electricity supply in the country, the 
disequilibrium between the demand of electricity persist 
and this has resulted to blackouts and drops in voltage of 
electricity across the country. The cost generated by a 
power break down is enormous both for enterprises and the 
population and thus curbs socio- economic development of 
a country. It is therefore important to know the 
determinants of consumption so as to better manage 
available resources and advice the government on the 
development of energy policies. 

The hydro- power generation accounts for the bulk of the 
domestic production with over 92%. The share of thermal 
generation connected to the electricity network represents 
an average of 6.1% of the production of AES SONEL 
nation-wide during the period 2005 to 2011, with a 
maximum of 8.3% achieved in 2007. As for isolated power 
plants, they represent 1.6% of the national production of 
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AES SONEL, with a maximum of 1.8 % in 2011 [1]. Low 
voltage sales have been improving steadily with an increase 
of 32.9 % in 2005 to 40.9% in 2011 [1]. 71 % of low 
voltage customer in Cameroon is made up of households, 
27% of professional institutions (universities, government, 
hotels ...) and 3% of public lighting. The domestic sector 
been the dominant consumer of low voltage (that is about 
71% of the consumption), it is therefore important to 
determine the parameters that influence consumption in 
order to detect the model which the best suited to this 
analysis. Here public lighting has a very small percentage 
because a majority functions with integrated solar panel. 

This work is organized into five sections: Section 2 
provides a literature review. Section 3 describes the data 
used and devoted to the methodology of the analysis. 
Section 4 presents the results and section 5 presents the 
comments and conclusion. 

2. Literature Review 

Several studies have been conducted to explain the 
consumption of electricity in terms of socio -economic 
variables. Reference [12] analyzes the residential electric 
Appliance Holdings and Consumption. Reference [25] 
evaluates the cost and benefits of appliance efficiency 
standards. . Reference [6] model the electricity demand in 
the residential sector in Quebec for house heating, water 
and determine consumption in terms of economic variables. 
Reference [5] presents an integrated model for assessing 
the total energy demand in Quebec in the three economic 
sectors: residential, commercial and industrial sectors. 
Analysis shows the total energy demand as a function of its 
passed value, the real energy prices, real income and the 
degree of the days heating. Reference [24] proposes a 
model that permits to estimate the energy demand of 
Canadian residential customers following their energy 
consumption and household income. Reference [31] 
evaluates the effects of changing in electricity prices and 
the majeure consequences of such changes on the 
consumption of Californian households. Reference [17] 
shows that a unidirectional causal link from energy 
consumption to economic growth has been identified in the 
long and short term in the Mediterranean region. 

However, very few studies have been conducted for the 
analysis of electricity consumption in emerging African 
country such as Cameroon which has different climate from 
other European, Asian or American countries. Reference 
[26] demonstrates in two steps Engle and Granger that 
there exist from the ADF test a cointegration between GDP 
and consumption of electrical energy in Mali. Reference 
[32] shows that using Granger’s causality test, reveals the 
existence of a unidirectional causal link of the GDP on 
energy consumption in Congo. Reference [30] analyzes the 
impact of energy consumption on economic performance 
(overall GDP, primary GDP, secondary GDP and tertiary 
GDP) in Cameroon. He concluded that in the tertiary sector, 
energy consumption brings about an increase in production 

and the estimation that the first differentiation of VAR 
model shows that a 1% increase in the consumption of 
electrical energy leads to a 0.6 % increase of the added 
value on services. Reference [37] shows that there is a 
strong positive correlation between the consumption of 
electrical energy and the level of economic activity in Ivory 
Coast, but for the fact that the relationship is unidirectional 
(the GDP explains the consumption of electricity and not 
the contrary). Reference [11] modeled the demand for 
electricity in Togo, taking into account in the region 
meteorological parameters only. He concludes that the 
results could be best if socio economic parameters were 
integrated. 

3. Data and Methodology of Modeling 

3.1. Data 

In this paper, we are modeling the electrical consumption 
of low voltage electricity customers in Cameroon. To 
explain this consumption, we used three parameters namely 
lagged consumption, macroeconomic parameters (global 
GDP, tertiary GDP and GDP per capita) and demographic 
parameters (population, number of households, number of 
subscribers). Historical data is provided by AES-SONEL 
over the period 1975-2011. Macroeconomic and 
demographic data are provided by the National Institute of 
Statistics of Cameroon (INS). Reference [39] analyses the 
influence of consumption on economic growth 

3.1.1. Chronological Study 

We can distinguish three major periods of economic 
growth in Cameroon so far: 
� The period 1960 - 1986: this period corresponded to 

the five year development plans, with sustainable 
growth and realizes global economic development 
goals, such as doubling the per capita income, 
attend at the beginning 1980s. This period is 
characterized by an explosion in the petroleum 
production sector (from 1977 to 1986), which 
resulted to a high increase of 8.7% in the GDP. It 
also notices an evolution in the Consumption of low 
voltage electricity at an average annual growth rate 
of 10.91 % due to population growth and 
urbanization. 

 

Figure 1. Evolution curves of low voltage electricity Consumption and 

overall GDP. 
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� The period 1987 - 1996: this period was 
characterized by an economic crisis, resulting to 
higher interest rates, falling prices and an increase 
in the demand for importation of basics 
commodities, rising import prices, an increase of 
the external debt, a fall in the price of the U.S. 
dollar and the devaluation of the FCFA. The 
significant decrease in the overall income and the 
urgency to restore macro-economic equilibrium let 
to the suspension of the five-year development plan 
in favor of the structural adjustment programs 
spearheaded by international financial institutions. 
Thus, during this period of recession in which 
petroleum production witness drastic fell, the 
growth rate attained a negative average value of -
4.1 %. This was accompanied by a decrease in the 
Consumption rate of low voltage electricity 

consumers with an average annual growth rate of 
1.24%. The devaluation of the CFA francs let to a 
decrease in the purchasing power of households. 

� The period from 1996 to date: in spite of the 
fluctuation and the rapid downward trend in oil 
production during this period, it was characterized 
by a revival of economic growth and, this is thanks 
to the diversification of the national economy and 
the fact that there was less dependency on 
exportation in the petroleum sector. The real 
national GDP recorded an average annual growth 
rate of 3.9% over the period. In this regard, we note 
that the consumption of low voltage electricity has 
witness an average annual growth rate of 5.63% [2]. 

3.1.2. Evolution of Macroeconomic Indicators and 

Consumption of Low Voltage Electricity 

Examination of the various graphs of Figure 2 suggests a 
consistency between the growth of consumption of low 
voltage electricity and different GDP. The determination 
coefficients between this consumption and the various GDP, 
that is, GDP/capita, the overall GDP and tertiary GDP are 
0.7874, 0.9293 and 0.9422 respectively. 

 

(a) 

 

(b) 

 

(c) 

Figure 2. Evolution curves Consumption of low voltage electricity and 

various macroeconomic indicators (GDP/capita, global GDP and tertiary 

GDP). 

This enables us to confirm the positive impact that these 
different GDP can inflict on the consumption of low 
voltage electricity. We equally notice that consumption 
follows the evolution of GDP for all periods (the different 
GDPs evolve between 1960 to 1986, decreased between 
1987 to 1994, while consumption witness a slide increase 
and takes off again positively in 1995).The determination 
coefficient between consumption and tertiary GDP is 
higher and this can be justified by the fact that firms whose 
revenues constitute the GDP of the tertiary sector most 
often than not use Low Voltage electricity. These are 
professionals’ low voltages (Hotels, Restaurants, 
universities, ministries ...) which cover about 27 % of 
consumption. Therefore, different GDP have a positive 
influence on the Consumption of low voltage electricity. 
We equally notice that all variables increases with time. So 
they are not stationary. Since these variables depend on 
time, we can thus affirm that, we have time or 
chronological data. 
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3.1.3. Evolution of Demographic and Consumption of 

Low Voltage Electricity 

Examination of the various graphs of Figure 3 suggests a 
growth of all demographic indicators for all periods. The 
Consumption of low voltage electricity follows these 
growth trends except for the period 1987 - 1995, which was 
marked by the devaluation of the CFA francs. These caused 
a fall in the purchasing power of households and therefore 
let to a drastic drop in their consumption. The determining 
coefficients between consumption and various demographic 
indicators namely population, households and subscribers 
are 0.9023, 0.9456, and 0.9133 respectively. This allows us 
to confirm the positive impact that these indicators may 
have on the Consumption of low voltage electricity. 
Moreover, the determining coefficient between 
consumption and the number of households is higher; this 
is justified by the fact that the creation of a new household 
leads to additional power consumption.  

Globally, we can observe over the entire history, a 
growing trend in the Consumption of low voltage 
electricity, which is proportional to the increase in 
population and the real per capita income, to minor 
fluctuations. This can be explained by the significant share 
of the households in the consumption of low voltage 
electricity, estimated at an averagely of 71 % in recent 
years. 

 

(a) 

 

(b) 

 

(c) 

Figure 3. Evolution curves of the Consumption of low voltage electricity 

and various demographic indicators (population, households, and 

subscribers. 

3.2. Methodology of Modeling 

3.2.1. Linear Models 

A time series is a set of observations that are 
distinguished by the important role that the order in which 
they were collected plays .The principal models for the 
study of time series are: 

� Autoregressive models ("Auto - Regressive "). 
They were introduced by Yule [34]. In these models, we 

take into account a linear dependence of the process of its 
own lag. 

�� = 	α����� + 	α����� +⋯+	 	α����� +	�� 				 
Where p ∈ N * is the order of the 

process 	α� , 	α�	 , … 		α�	are real constants and ( 	�� )tϵZ is 
white noise . 

Moving average models («Moving Average») They were 
introduced by Slutsky [34]. A moving average process is 
the sum of white noise and its past: 

MA(q) :	�� =	�� + 	β����� + 	β����� +⋯+		β�����				 
Where q ε N * and	β�,		β�	,…		β�are real constants . 

� ARMA models ("Auto - Regressive Moving 
Average")Developed by Box & Jenkins [34]. 
ARMA models are a combination of autoregressive 
and moving average models: 

ARMA (p, q) : 	�� − 	α����� − 	α����� −⋯−
		α����� =	�� +		β����� + 	β����� +⋯+		β����� 	 

� The ARIMA (Autoregressive Integrated Moving 
Average) and SARIMA (Seasonal Autoregressive 
Integrated Moving Average) (a SARIMA process is 
an integrated ARMA process with seasonal 
component) [34]. ARIMA and SARIMA models 
were then developed in order to model a large 
number of real phenomena that present trends and / 
or seasonality. ARMA models are applied to 
integrated series. 

Linear regression is a statistical technique used to model 
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the linear relationship between exogenous variables 
(denoted	���) and an endogenous variable (denoted by	��). 
�� = α� + 	α����� + α���� + α���� +⋯+ α���� + �� 	 
Where:  
�� 	is an endogenous variable which in our article stands 

for low voltage consumption. 
����	is the lag value for the Consumption of low voltage 

electricity.  
��� 	are the exogenous variables (global GDP , tertiary 

GDP , population, households, number of subscribers ). 
α� , 	α� , … 	α�	 are the parameters to estimate from the 
model. 	�� 	 is the white noise defined by the relation : 
=	��	����	+	��	����	+…+	� 	��� 	+	Ɛ� 

The introduction of lag variables in our model permits to 
intercept the dynamic effects that are spread over several 
periods. Modeling consumption of low voltage electricity 
in Cameroon is expressed in terms of its lag value, 
macroeconomic and demographic variables: The linear 
models used are: 

	��� = α� + α����� + α�(
)� + α�"� + α#�� + α$( %&'()��))� + α*(GDP
)� + α+(GDP�,-�)� + �� 	          (1) 

��� = α� + 	α����� + α#�� + α*(GDP
)� + �� 	                                                  (2) 

��� = α� + 	α����� + α$( %&'()��))� + α*(GDP
)� + α+(GDP�,-�)� + ��                                      (3) 

��# = α� + 	α����� + α�(
)� + α�"� + α#�� + ��                                                                (4) 

��$ = α� + α�(
)� + α�"� + α#�� + α$( %&'
()���))� + α*(GDP
)� + α+(GDP�,-�)� + �� 		                          (5) 

��* = α� + α$( %&'
()���))� + α*(GDP
)� + α+(GDP�,-�)� + ��	                                              (6) 

��+ = α� + α�(
)� + α�"� + α#�� + �� 		                                                          (7) 

 
Where  
�� 	 : Low voltage consumption in year t 	����		 : Lag 

Consumption of low voltage electricity  
(./�
)� 	: Overall Gross domestic product (at constant 

prices) in year t. 
(./��,-�)� 	: Tertiary Gross domestic product (at constant 

prices) in year t. 

	( %&'
()���))� 	 : Gross domestic product per capita (at 

constant prices) in year t. 
�� 	: Population in year t	(
)�: Number of subscribers in 

year t	"� 	: Number of households in year t. 
Where 	α�	and ( 	α�	, α� , 	α� ,α# ,α$ , 	α* , 	α+)	are intercept 

and regression coefficients, respectively. For handling 
serial correlation, we implement autoregressive in the error 
term of demand models. This usual method is expressed in 
(8) [34].Here, autoregressive order two model is applied in 
the composed regression models. As options, models 
without and with autoregressive order one model are 
computed as well. 

��	=	��	����	+	��	����	+…+	� 	��� 	+	Ɛ� 									(8) 

Where 	�� 	 , �� 	 and p are 	Ɛ� 	 error term, constant, 
autoregressive order, and a white noise, respectively. 

3.2.2. Models CooB-Douglas 

The general form of Coob-Douglas function is: 

� = �.∏��)3 	4ù	6, 7� > 0 

Index i corresponds to the factors of production. This 
form can be linearized by applying the logarithm:  

ln(<) = ln(6) +=7� ∗ ?@(A�
�

) 

This particular form is used to calculate the elasticity of 
the average electricity demand directly. 

Coob-Douglass’ Models used are: 
 

���B = μ� ∗ D����EF G ∗ D(
)�EHG ∗ D"�EIG ∗ D��EJG ∗ 	D(GDP
)�EKG ∗ D(GDP�,-�)�ELG ∗ M� 																																(1’) 

���B = μ� ∗ D����EF G ∗ D(
)�EHG ∗ D(GDP
)�EKG ∗ M� 																																																										(2’) 

���B = μ� ∗ D����EF G ∗ N( %&'
()���))�

EOP ∗ D(GDP
)�EKG ∗ D(GDP�,-�)�ELG ∗ M� 																																						(3’) 

��#B = μ� ∗ D����EF G ∗ D(
)�EHG ∗ DQ�
EIG ∗ D��EJG ∗ M� 																																																		(4’) 

��$B = μ� ∗ D(
)�EHG ∗ D"�EIG ∗ D��EJG ∗ 	D(GDP
)�EKG ∗ D(GDP�,-�)�ELG ∗ M� 																																	(5’) 

��*B =	μ� ∗ D(GDP
)�EKG ∗ D(GDP�,-�)�ELG ∗ N( %&'
()���))�

EOP ∗ M� 																																													(6’)  
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��+B = μ�D(
)�EHG ∗ D"�EIG ∗ D��EJG ∗ M� 																(7’) 

Where	μ�	and (μ�	, μ�,	μ�,	μ#	,μ$,μ*,	μ+)	are intercept and 
regression coefficients, respectively. For handling serial 
correlation, we implement autoregressive in the error term 
of demand models. This usual method is expressed in (8’) 
[34].Here, autoregressive order two model is applied in the 
composed regression models. As options, models without 
and with autoregressive order one model are computed as 
well. 

M�=	��	M���	+	��	M���	+…+	� 	M�� 	+	Ɛ� 												(8’) 

Where 	M� 	 , �� , p and 	Ɛ� 	 are error term, constants, 
autoregressive order, and a white noise, respectively. 

 

4. Results 

We have used two models namely the linear model and 
the exponential model (which is also a linear model when 
applying the logarithm) in modeling low voltage electricity 
consumption. 

4.1. Linear Model 

In order to determine the most appropriate model for our 
study, we started by carrying out the Augmented Dickey-
Fuller test (ADF) [14] and Phillips –Perron test [34] on the 
variables used to determine whether they are stationary. 
Having observed that no series is stationary, we integrated 
them in order to determine their stationary order. From 
these tests, we find that our variables are having a different 
stationary order.  

Table 1. Augmented Dickey-Fuller (ADF) and Phillips-Perron (PP) tests for linear models 

variable 
Differentiation 

of order 0 

Differentiation 

of order 1 

Differentiation 

of order 2 

Differentiation 

of order 3 
Result 

 
PP.test 

p-value 

ADF.test 

p-value 

PP.test 

p-value 

p-value 

ADF.test 

PP.test 

p-value 

ADF.test 

p-value 

PP.test 

p-value 

ADF.test 

p-value 
 

( RST
UVWXYV)Y	 0.7657 0 .7147 0.0079 0.006 * * * * d =1 

(RSTZ)Y 0.9865 0 .9933 0.0079 0.0079 * * * * d =1 

(RSTY[\Y)Y). 0.9998 0.9999 0.0082 0.0084 * * * * d =1 

P 1.0000 1.0000 0.0000 0.0000 * *  *  d =1 

H 1.0000 0.8368 0.0008 1.0000 0.0001 0.9999 0.0000 0.0000 d = 1 

S 0.9997 0.9998 0.0472 0.7145 0.0000 0.0000   d =2 

Ct 0.9999 1.0000 0.0529 0.0437 0.0000 0.0000 * * d =2 

Table 2. Augmented Dickey-Fuller (ADF) and Phillips-Perron (PP) tests for Coob-Douglass models 

variable 

Differentiation of order 0 Differentiation of order 1 Differentiation of order 2 
Differentiation of 

order 3 
Résultats  

PP.test 

p-value  

ADF.test 

p-value 

PP.test 

p-value 

ADF.test 

p-value 

PP.test 

p-value 

ADF.test 

p-value 

PP.test 

p-value 

ADF.test 

p-value 
 

Ln (( RST
UVWXYV)Y	) 0.6305 0.5674 0.0070 0.0061 * * * * d =1 

Ln ((RSTZ)Y) 0.7450 0.7245 0.0168 0.0168 * * * * d =1 

Ln ((RSTY[\Y)Y). 0.8879 0.8947 0.0036 0.0027 * * * * d =1 

Ln (P) 0.0017 0.0000 * * * * * *  d = 0 

Ln (H) 1.0000 0.9979 0.0000 0.9688 0.0000 0.9999 0.0000 0.0000 d = 1 

Ln (S) 0.0002 0.0000 * * * * * * d =0 

Ln (Ct) 0.3529 0.5823 0.0153 0.0154 * * * * d =1 

 
Macroeconomic and demographics variables are 

integrated of order 1. �� is integrated of order 2. Results of 
these tests are included in Table 1. Now, we can apply the 
time linear regression because the theoretical conditions are 
satisfied. 

In order to determine the most appropriate variables for 
our study, we first wrote a linear equation where all the 
variables were involved, we then analyzed their different 
coefficients using Student's test, whose results are listed in 
Table 3. The threshold of α = 5%, the law on Student’s 

table gives us a critical value of 2.0452 at 29 degrees of 
freedom. 

It is clear from this analysis that only the coefficients of 
���� , �� 	7@]	(GDP
)�  have a higher magnitude than this 
critical value. Schwartz criterion (SC) and Akaike (AIC) 
having declined and the determination coefficient (R2’) 
having increase, during the withdrawal of other variables 
("� ,(
)� , (GDP�,-�)�  in the model. we can conclude that 
only three variables identified above play an explanatory 
role in the model.  
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Table 3. Regression coefficients for linear models 

Explanation 

Variable 

Model 1 Model 2 Model 3 Model 4 

Coef. Prob.(p-value) Coef. Prob.(p-value) Coef. Prob.(p-value) Coef. Prob.(p-value) 

C_�� 
0.8451 0 0.9407 0 0.9339 0 0.9992 0 

-10.563 0.0800* -17.95 0.0524* -15.026 0.0621* -12.94 0.0772* 

(S)_ 
0.4382 0.2202     -0.4442 0.0672 

-1.2539 0.3494*     (-1.896) 0.2342* 

H_ 
-0.0079 0.9293     0.1034 0.0795 

(-0.089) 0.0890*     -1.8129 0.0570* 

P_ 
-0.0427 0.0387 -0.0135 0.0242   0.006 0.6381 

(-2.169) 0.0197* (-2.366) 0.0057*   -0.475 0.0126* 

( GDPCapita)_ 
-513.08 0.3223   74.6656 0.7967   

(-1.007) 509.24*   -0.2598 287.34*   

(GDPfghi)_ 
91.1151 0.0429 38.5904 0.0001 38.5267 0.198   

-2.1213 42.951* -4.011 8.9687* (-0.906) 29.290*   

(GDP_jk_)_ 
-26.408 0.7231   -56.72 0.3718   

(-0.357) 73.797*   (-0.906) 62.585*   

α� 
353745 0.1669 63852.8 0.1058 -20046 0.7593 -140058 0.0671 

-1.4189 249299* -1.664 38367.* (-0.309) 64852.* (-1.897) 73796* 

Table 3. continued 

Explanation 

Variable 

Model 5 Model 6 Model 7 

Coef. Prob.(p-value) Coef. Prob.(p-value) Coef. Prob.(p-value) 

C_�� 
      

      

(S)_ 
2.4587 0.0006   0.4744 0.3951 

-3.8471 0.6391*   -0.8617 0.5505* 

H_ 
0.01204 0.9511   0.521 0 

-0.0618 0.1946*   -4.7277 0.1102* 

P_ 
-0.1525 0.0001   -0.0428 0.1591 

(-4.345) 0.0351*   (-1.440) 0.0297* 

( GDPCapita)_ 
-1478.5 0.1645 -805.95 0.3049   

(-1.425) 1037.5* (-1.042) 773.29*   

(GDPfghi)_ 
232.274 0.0114 76.0399 0.356   

-2.6967 86.130* -0.936 81.223*   

(GDP_jk_)_ 
-0.9116 0.9955 252.332 0.1374   

(-0.005) 161.14* -1.522 165.75*   

α� 
1150369 0.0277 1864.7 0.9917 -244284 0.1877 

-2.3145 497006* -0.01 177233* (-1.345) 181597* 

() t-statistic, *adjs. standard error, _ the related variable is not significant 

We equally notice that the coefficient of	����	is the most 
significant in the model (t = 10563 >> 2.02452).  

This indicates the presence of a dynamic adjustment 
of 	�� 	 in this model. The best model been based on the 
smallest values of AIC and SC, we can conclude that the 
most appropriate model for our study is that which depends 
on the three explanatory variables 
namely	�� 	,	(GDP
)� 	and	����. It corresponds to the model 
2 and the corresponding equation is	���. 

We observe that some parameters of different indicators 
have a great influence on consumption than others, but this 

does not mean that the other variables do not influence 
consumption. It may simply mean that, put together these 
parameters affect less consumption. In models 6 and 7 
where consumption depends respectively on macro -
economic and demographic parameters, the coefficients 

of 	(GDP�,-�)� 	( %&'
()���))� 	 are more significant than 

the	(GDP
)� 	in the first and those of	"� 	and	(
)� 	are more 
significant than that of 	�� 	 in the second contrary to our 
expectations. The result of regression coefficients for linear 
models is listed in Table 3. 

We can now perform Fischer’s test (F-stat) which is a 
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global significance test of coefficients. Threshold of α = 5%, 
F * (1, 29) = 249.8.  

There is overall significance of coefficients if F * (1, 29) 
< F. For 5, 6 and 7 models, (F < F *). This is due to the fact 
that in these different models, consumption does not 

depend on the past value	����. This is detrimental however; 
the introduction of past variables in this model would have 
permitted the intercept of the dynamic effects that are 
spread over several periods. 

Table 4. Regression statistics of linear models 

Linear 

Models  
R2 R2’ SE Reg. 

Prob. 

(F-Sta) 
AIC SC 

White-test 
JB-test 

(p-value) 
F -Stat 

B-D (LM) D-W 

ORS 

(p-value) 

F-stat 

(p-value) 

LM 

(p-value) 

F- stat 

(p-value) 

Model 1 
(UYl) 

0.9943 0.9929 29815.54 0.0000 23.63658 23.98847 
35.8860 
0.3801 

9.2607 
0.2555 

7.8431 
(0.0198) 

704.9302 
9.870465 
(0.0427) 

2.2665 
(0.0917) 

Model 2 
(UYm) 

0.9937 0.9931 29448.27 0.0000 23.5231 23.6990 
9.2879 
(0.4111) 

1.0044 
0.4612 

5 .9721 
(0.0504) 

1685.021 
8.7714 
(0.0671) 

2.25499 
(0.0884) 

Model 3 
(UYn) 

0.992954 0.9920 31664.72 0.0000 23.6920 23.9119 
16.0706 
(0.3091) 

1.2095 
(0.3375) 

21.6423 
(2*10E-5) 

1092.206 
1.559394 
(0.8161) 

0.305625 
(0.8716) 

Model 4 
(UYo) 

0.991705 0.9906 34358.31 0.0000 23.85532 24.07525 
7.9173 
(0.4416) 

0.9515 
(0.4926) 

11.2780 
(0.0035) 

926.5003 
2.091340 
(0.7190) 

0.416311 
(0.7954) 

Model 5 
(UYp) 

0.9724 0.9669 65504.28 0.0000 25.18628 25.4910    176.3218 [0.5408]  

Model 6 
(UYq) 

0.9441 0.9390 88913.42 0.0000 25.73052 25.90467    185.8270 [0.2439]  

Model 7 
(UYr) 

0.9488 0.9442 85051.21 0.0000 25.6417 25.8158    204.1088 [0.4198]  

() p-value, [ ] Durbin-Watson-stat. 

In order to verify the absence of autocorrelation of 
residuals, we performed the Breusch-Godfrey test (BG) [20] 
on models 1, 2, 3 and 4, because in these models we have 
lag endogenous variables ( ���� ) among exogenous 
variables. The Durbin-Watson test (DW) [34] shall be 
solely applied for models 5, 6 and 7 because there are no 
endogenous variables in the model.  

Residuals are correlated at threshold α = 5% if P-value < 
5 %. BG analysis test at order 4 and threshold α = 5 %, 
shows that P -value> 0.05 for model 1, 3 and 4. P-value = 
0.0427 < 0.05 for model 2. meanwhile , the analysis of 
square residue correlograms permits us to say that there is 
no autocorrelation of residues, however, the critical 
probability of Ljung-Box Statistics (L-B) [34] is for all 
delays superior at threshold α = 5%. We can therefore 
accept the hypothesis of an absence of autocorrelation 
between residues for model 1, 2, 3 and 4. The Analysis of 
the squared residue correlograms, White’s test (1980) and 
ARCH LM’s test [15] applied to these four models permits 
us to accept the hypothesis of an absence of 
heteroscedasticity errors given that at the threshold α = 5 %, 
P-value > 0.05. 

Our residue being homoscedastic it is thus white noise. 
DW test permits us to accept the hypothesis of an 
autocorrelation of residues, as models 5, 6 and 7 this test 
return values that are below 1.96 which is the critical value at 
the threshold α = 5% . For these models the autocorrelation 
can be rectified by introducing an autoregressive term. The 
results of these tests are listed in Table 2-b. 

In order to verify if our white noise is Gaussian, we have 
performed Jarque –Bera’s test (JB) [34]. The hypothesis of 
obtaining a Gaussian white noise is true at threshold α = 

5 %, if Jarque –Bera’s statistic is greater than that read from 
chi-square’s table (JB stat < 5.99) and the probability of 
Jarque –Bera’s statistic provided by Eviews is superior to 
the provided threshold (P-value> 5%).  

The analysis of this test permits us to reject the 
hypothesis of a Gaussian white noise for all models except 
for Model 2. This model fulfill the conditions of Gaussian 
white noise namely (JB stat = 5.97 < 5 99) and (P-value = 
0.0504 > 0.05). The CUSUM test [9] permits us to affirm 
the stability of our different models given that the curves 
are within the confident range at the threshold α = 5 %. The 
results of the various tests are listed in Table 2-b. 

For linear model, we have the following graphs: (A) 
forecast series in blue and forecast intervals to 95% in red. 
(B) Observation series in red, forecast series in green and 
residue in blue); 
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(B) 

Figure 3-1. model 1 
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Figure 3-2. model 2 
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Figure 3-3. model 3 
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Figure 3-4. model 4 
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Figure 3-5. model 5 
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Figure 3-6. model 6 
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Figure 3-7. model 7 

From the analysis of the different models, we can 
conclude that macro-economic indicators have a better 
influence on consumption than demographic indicators 
because SC and AIC are higher in Model 4 (��#	= f 
( ���� , 	
� , 	�� , 	"� ) than in model 3 ( ���	 = f 

(���� ,	( %&'
()���))� ,	(GDP
)� ,	(GDP�,-�)� ). Graphs illustrating 

the simulation of consumption	�� ,	and its residues are in 
Figure 3-i. Graphs illustrating the stability of the model are 
in Figure 4. 

4.2. Model CooB – Douglas 

The application of the logarithm on CooB - Douglass 
function permits us to have a linear form of the function.  

In order to verify the absence of autocorrelation of 
residuals, we performed the Breusch-Godfrey test (BG) [20] 
on models 1, 2, 3 and 4, because in these models we have 
lag endogenous variables ( ���� ) among exogenous 
variables. The Durbin-Watson test (DW) [34] shall be 
solely applied for models 5, 6 and 7 because there are no 
endogenous variables in the model.  

Residuals are correlated at threshold α = 5% if P-value < 
5 %. BG analysis test at order 4 and threshold α = 5 %, 
shows that P -value> 0.05 for model 1, 3 and 4. P-value = 
0.0427 < 0.05 for model 2. meanwhile , the analysis of 
square residue correlograms permits us to say that there is 
no autocorrelation of residues, however, the critical 
probability of Ljung-Box Statistics (L-B) [34] is for all 
delays superior at threshold α = 5%. We can therefore 
accept the hypothesis of an absence of autocorrelation 
between residues for model 1, 2, 3 and 4. The Analysis of 
the squared residue correlograms, White’s test (1980) and 
ARCH LM’s test [15] applied to these four models permits 
us to accept the hypothesis of an absence of 
heteroscedasticity errors given that at the threshold α = 5 %, 
P-value > 0.05. 

Our residue being homoscedastic it is thus white noise. 
DW test permits us to accept the hypothesis of an 
autocorrelation of residues, as models 5, 6 and 7 this test 
return values that are below 1.96 which is the critical value at 
the threshold α = 5% . For these models the autocorrelation 
can be rectified by introducing an autoregressive term. The 
results of these tests are listed in Table 4. 

In order to verify if our white noise is Gaussian, we have 
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performed Jarque –Bera’s test (JB) [34]. The hypothesis of 
obtaining a Gaussian white noise is true at threshold α = 
5 %, if Jarque –Bera’s statistic is greater than that read from 
chi-square’s table (JB stat < 5.99) and the probability of 
Jarque –Bera’s statistic provided by Eviews is superior to 
the provided threshold (P-value> 5%).  

The analysis of this test permits us to reject the 
hypothesis of a Gaussian white noise for all models except 
for Model 2. This model fulfill the conditions of Gaussian 
white noise namely (JB stat = 5.97 < 5 99) and (P-value = 
0.0504 > 0.05). The CUSUM test [9] permits us to affirm 
the stability of our different models given that the curves 
are within the confident range at the threshold α = 5 %. The 
results of the various tests are listed in Table 4. 

For linear model, we have the following graphs: (A) 
forecast series in blue and forecast intervals to 95% in red. 
(B) Observation series in red, forecast series in green and 
residue in blue); 
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Figure 4. model 1 
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Figure 5. model 2 
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Figure 6. model 3 

 

(A) 

0

200,000

400,000

600,000

800,000

1,000,000

1,200,000

1,400,000

1,600,000

1980 1985 1990 1995 2000 2005 2010

CBTF ± 2 S.E.

Forecast: CBTF

Actual: CBT

Forecast sample: 1975 2011

Adjusted sample: 1976 2011

Included observations: 36

Root Mean Squared Error 26294.83

Mean Absolute Error      19251.99

Mean Abs. Percent Error 3.655399

Theil Inequality Coefficient  0.017933

     Bias Proportion         0.000000

     Variance Proportion  0.001415

     Covariance Proportion  0.998585

-100,000

-75,000

-50,000

-25,000

0

25,000

50,000

0

400,000

800,000

1,200,000

1,600,000

1980 1985 1990 1995 2000 2005 2010

Residual Actual Fitted

0

200,000

400,000

600,000

800,000

1,000,000

1,200,000

1,400,000

1,600,000

1980 1985 1990 1995 2000 2005 2010

CBTF ± 2 S.E.

Forecast: CBTF

Actual: CBT

Forecast sample: 1975 2011

Adjusted sample: 1976 2011

Included observations: 36

Root Mean Squared Error 27205.96

Mean Absolute Error      19992.92

Mean Abs. Percent Error 3.567396

Theil Inequality Coefficient  0.018555

     Bias Proportion         0.000000

     Variance Proportion  0.001515

     Covariance Proportion  0.998485

-100,000

-75,000

-50,000

-25,000

0

25,000

50,000

0

400,000

800,000

1,200,000

1,600,000

1980 1985 1990 1995 2000 2005 2010

Residual Actual Fitted

11.5

12.0

12.5

13.0

13.5

14.0

14.5

1980 1985 1990 1995 2000 2005 2010

LCBTF ± 2 S.E.

Forecast: LCBTF

Actual: LCBT

Forecast sample: 1975 2011

Adjusted sample: 1976 2011

Included observations: 36

Root Mean Squared Error 0.047502

Mean Absolute Error      0.034742

Mean Abs. Percent Error 0.262544

Theil Inequality Coefficient  0.001795

     Bias Proportion         0.000000

     Variance Proportion  0.001675

     Covariance Proportion  0.998325

-120,000

-80,000

-40,000

0

40,000

80,000

0

400,000

800,000

1,200,000

1,600,000

1980 1985 1990 1995 2000 2005 2010

Residual Actual Fitted

0

200,000

400,000

600,000

800,000

1,000,000

1,200,000

1,400,000

1,600,000

1980 1985 1990 1995 2000 2005 2010

CBTF ± 2 S.E.

Forecast: CBTF

Actual: CBT

Forecast sample: 1975 2011

Adjusted sample: 1976 2011

Included observations: 36

Root Mean Squared Error 28330.94

Mean Absolute Error      20371.22

Mean Abs. Percent Error 3.543868

Theil Inequality Coefficient  0.019323

     Bias Proportion         0.000000

     Variance Proportion  0.001643

     Covariance Proportion  0.998357



197 Flora Isabelle Métégam Fotsing et al.:  Influence of Socio-Economic Indicators on  
Electricity Consumption of Low Voltage Customers in Cameroon 

 

(B) 

Figure 7. model 4 
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Figure 10. model 7 

From the analysis of the different models, we can 
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(GDP
)�, (GDP�,-�)�). Graphs illustrating the simulation of 
consumption ��,	and its residues are in Figure 3-i. Graphs 
illustrating the stability of the model are in Figure 4. 

4.2. Model CooB – Douglas 

The application of the logarithm on CooB - Douglass 
function permits us to have a linear form of the function.  
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Table 5. Regression coefficients for Coob-Douglass models 

Explanation 
Model 1’ Model 2’ Model 3’ Model 4’ 

Coef. Prob.(p-value) Coef. Prob.(p-value) Coef. Prob.(p-value) Coef. Prob.(p-value) 

C_�� 
0.8396 0 0.8698 0 

0.8193 (16.550) 
0 0.9988 0 

-10.12 0.0829* -12.3945 0.0701* 0.049504* -11.9077 0.0838* 

(S)_ 
-0.0213 0.843 -0.0973 0.0991   -0.2076 0.0781 

(-0.199) 0.1067* (-1.6985) 0.0573*   (-1.8218) 0.1139* 

H_ 0.3078 
(1.0207) 

0.3158     -0.0097 (-
0.0280) 

0.9778 

0.3015*     0.3462* 

P_ 
-0.2929 0.5353     0.422 0.4072 

(-0.627) 0.4668*     -0.8401 0.5023* 

( GDPCapita)_ 
    0.0578 0.7416   

    -0.3326 0.1737   

GDP)_ 
0.4948 0.0011 0.2554 0.0001 

0.4166 (1.7306) 
0.0935   

3.6082 0.1371 -4.6016 0.0555* 0.2407*   

(GDP_jk_)_ 
-0.3748 0.0767   -0.2831 0.156   

(-1.835) 0.2042*   (-1.453) 0.1947*   

α� 
1.4076 0.6744 0.86 0.0003 

0.7495 (1.5779) 
0.1247 -4.0704 0.1741 

-0.4244 3.3165* -4.0984 0.2098* 0.4750* (-1.3910) 2.9262* 

Table 5. continued 

Explanation 
Model 5’ Model 6’ Model 7’ 

Coef. Prob.(p-value) Coef. Prob.(p-value) Coef. Prob.(p-value) 

C_�� 
      

      

(S)_ 
0.8621 0   0.852733 0 

-7.0239 0.1227*   -5.1341 0.1660* 

H_ 
1.7159 0.004   1.937383 0.0094 

-3.112 0.5513*   -2.7577 0.7025* 

P_ 
-2.9233 0.0009   -2.0803 0.0581 

(-3.653) 0.8002*   (-1.9628) 1.0598* 

( GDPCapita)_ 
  -1.0595 0.0501   

  (-2.033) 0.521   

GDP)_ 
0.9422 0.0012 1.9535 0.0105   

-3.5638 0.2643* 2.715 0.7194   

(GDP_jk_)_ 
-0.3533 0.4038 -0.3048 0.6227   

(-0.846) 0.4174* (-0.496) 0.6136   

α� 
19.8069 0.0015 5.2782 0.0002 8.104594 0.2093 

-3.4745 5.7006* -4.2036 1.2556* -1.2804 6.3297* 

() t-statistic, *adjs. standard error, _ the related variable is not significant 

The ADF and PP test performed at the variables after 
application of the logarithm permits us to observe that our 
variables are stationary at different orders: series 	s@	(
� ) 
and s@	(��) are stationary at zero-order and other series are 
integrated of order 1. Results of these tests are included in 

Table 2. Student's test permits us to identify the best model 
has been that which dependent on	s@(
�),(s@	(GDP
)� ) and 
(s@	(����). It corresponds to model 2’. Fischer test permits 
us to observe that in models 5 and 7 the coefficients are not 
globally significant. The results of regression coefficients 
for linear models are listed in Table 5. 

BD and LB tests performed on residues of models 1, 2, 3 
and 4 accept the hypothesis of an absence of an 
autocorrelation of residuals for these models. DW test 

performed on residues of models 5, 6 and 7 refutes the 
hypothesis of an absence of autocorrelation of residues. 
Residues are thus correlated for these three models. The 
Analysis of the squared correlogram residues, ARCH and 
White tests applied to models 1, 2, 3 and 4 permit to 
conclude that the residues are homoskedastic (white noise). 
JB test refutes the hypothesis of Gaussian white noise for 
all the different models. CUSUM test affirms the stability 
of our different models except for Model 6 ', the reason 
being that its curve is not within the range of the confident 
threshold α = 5 %. Results of various tests for the models 
are listed in Table 6. 
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Table 6. Regression coefficients for Coob-Douglas models 

Coob-

Douglass 

Models 

R2 R2’ SE Reg. 
Prob. 

 (F-Stat) 
AIC SC 

White -test 

JB-test F -Stat 

B-D (LM) 

D-W 

ORS 

(p-value) 

F-stat 

(p-value) 

LM 

(p-value) 

F- Stat 

(p-value) 

Model 1’ (UYl′) 0.9937 0.9925 0.0509 0.0000 -2.94 -2.6334 
20.1681 
(0.3234) 

1.2031 
(0.3535) 

26.1531 
(2.*10E-6) 

774.5725 
10.9971 
(0.0266) 

2.7489 
(0.050) 

Model 2’ (UYm′) 0.9929 0.9922 0.0517 0.0000 -2.98 -2.8050 
8.8248 
(0.4536) 

0.9381 
(0.5099) 

21.3625 
(2.3*10E-4) 

1504.179 
9.8214 
(0.0435) 

2.6261 
(0.0557) 

Model 3’ (UYn′) 0.9933 0.9924 0.0511 0.0000 -2.97 -2.7583 
16.070 
(0.3091) 

1.2095 
(0.3375) 

21.6423 
(2.*10E-5) 

1152.618 
 

5.5030 
(0.2395) 

1.2180 
(0.3263) 

Model 4’ (UYo′) 0.9903 0.9890 0.0615 0.0000 -2.60 -2.38 
7.9173 
(0.4416) 

0.9515 
(0.4926) 

11.2780 
(0.0035) 

1504.179 
5.2807 
0.2597 

1.1603 
(0.3501) 

Model 5’ 
(	UYp′) 

0.9757 0.9718 0.1052 0.0000 -1.51 -1.256    249.8790 [0.6583]  

Model 6’ 
(	UYq′) 

0.9367 0.9310 0.16480 0.0000 -0.66 -0.4922    162.9722 [0.2009]  

Model 7’ 
(	UYr′) 

0.9526 0.9483 0.1425 0.0000 -0.95 -0.7817    221.3877 [0.2976]  

() p-value, [ ]Durbin-Watson-stat. 

The result of regression coefficients for Coob-Douglas 
models are listed in Table 5. Graphs illustrating the 
simulation of low voltage consumption and their residues 
are in Figure 11 to 17. Graphs illustrating the stability of 
the model are in Figure 18. 

From the analysis of different models, we can conclude 
that the macro-economic indicators have a greater impact 
on consumption than demographic indicators because SC 
and AIC are higher in model 4' (��#′ = f (s@	(����), ln(
�), 
ln (�� ), ln ("� )) in the model 3' (���′  = f ( s@( ���� ), 

ln(( %&'
()���))� ), ln((GDP
)�), ln((GDP�,-�)�). 

Conclusively, we can assert that for CooB-Douglass’ 
model, the determining coefficient R2’ is between 0.9310 
and 0.9925, AIC is between -0.66 and -2.95, SC is between 
-0.49 and -2.8. For the linear model, R2’ is between 0.9390 
and 0.9931, AIC is between 23.6990 and 25.7305, SC is 
between 23.6990 and 25.9046. AIC and SC been minimum 
in CooB-Douglass model, we can thus conclude that, this 
model generally provide better results than the linear model, 
given that the application of the logarithm on these 
different variables permits to captures the 
Heteroscedasticity that could be observe 

For Coob-Douglas models, we have the following graphs: 
(A) forecast series in blue and forecast intervals at 95% in 
red. (B) Observation series in red, forecast series in green 
and residue in blue), 
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Figure 11. model 1’ 
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Figure 12. model 2’ 
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Figure 13. model 3’ 
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Figure 14. model 4’ 
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Figure 15. model 5’ 
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Figure 16. model 6’ 
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Figure 17. model 7 
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Figure 18. CUMUS test 

5. Conclusion and Discussion 

This article presents the modeling of electricity demand 
of Cameroonian Low Voltage customers using econometric 
techniques particularly the linear regression model and 
CooB-Douglass’ model. The socio -economic indicators 
(demographic and macroeconomic) and past consumption 
are used as exogenous variables. It is sterms from this 
analysis that CooB – Douglass’ models provide better 
results than linear models. The best linear model is that 
which includes(GDP
)�,	�� 	and	����, and the best of CooB-
Douglass’ model is that which 
includes 	(GDP
)� 	of 	
�	and 	����	 , here, we have model 2 
and 2' respectively because they have the smallest AIC and 
SC and their residues are white noise. At the outcome of 
this analysis, we find that demographic and macroeconomic 
indicators having a significant influence on consumption 
are respectively the population and	(GDP
)� 	for the linear 
model and the number of subscribers 	
� 	and 	(GDP
)� 	for 
CooB-Douglass’ model. We note in this model that the 
coefficient of	(GDP
)� 	is more significant than that of the 
population. There after, we find that the absence of the past 
consumption variable in a model causes the autocorrelation 
of its residues as is the case in models 5, 6 and 7 of the 
linear model and 5 ' , 6' and 7 ' CooB-Douglass’ model. 
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Past consumption therefore influences consumption 
strongly because it indicates the presence of a dynamic 
adjustment of	�� 	in these different models. Models 3, 4, 3 ' 
and 4' permit us to arrive at the conclusion that macro -
economic indicators have a better influence on consumer 
than demographic indicators. This might be due to the fact 
that approximately 71% of low voltage customers in 
Cameroon are households. Consumption been principally 
of a domestic nature, the observed historical data implicitly 
hold that, an individual is averagely predisposition to see 
his power consumption increase, depending on the 
amelioration of his living standards and the overall 
increasing trend of the volume of Low Voltage 
consumption based on population growth and therefore, the 
number of households and Low Voltage subscribers. 

It would be beneficial for the country to invest in 
renewable energy for rural electrification or remote areas 
which do not have access to electricity as it is been done 
already in the Northern part of the country through the 
exploitation of the solar potential of the region. To 
overcome blackout and voltage drop, it would be important 
to conduct a household survey so as to identify deposits 
consumption especially at rush hour. It is also important to 
carry out an awareness campaign so as to convince the 
people to use low power consuming devices that will help 
curb or reduce their electricity bills while improving the 
quality of electricity received. 

Mastery of electricity demand (MDE) been a factor that 
can strongly influence the consumption of electricity, it will 
be interesting to run a scenario test on electricity 
consumption involving the MDE so as to evaluate the 
impact that it could have on Cameroonian low voltage 
consumers. The information presented in this article can 
help stake holders to identify the relationship that exist 
between the consumption of low voltage customers and 
different socio -economic indicators. Relying on this 
information, a better plan for the electricity network sector 
can be put in place and thus breach the gap between supply 
and demand Cameroon. 
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