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#### Abstract

Using elementary information-theoretic tools, we develop a novel technique for linear transformation from the space of observations into a low-dimensional (feature) subspace for the purpose of classification. The technique is based on a numerical optimization of an information-theoretic objective function, which can be computed analytically. The advantages of the proposed method over several other techniques are discussed and the conditions under which the method reduces to linear discriminant analysis are given. We show that the novel objective function enjoys many of the properties of the mutual information and the Bayes error and we give sufficient conditions for the method to be Bayes-optimal. Since the objective function is maximized numerically, we show how the calculations can be accelerated to yield feasible solutions. The performance of the method compares favorably to other linear discriminant-based feature extraction methods on a number of simulated and real-world data sets.
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## 1 Introduction

FEature extraction is a common preprocessing step in the analysis of multivariate statistical data. In a broad sense, the feature extraction can be defined as a low-dimensional data representation, where features capture some important data properties. An obvious benefit of this dimensionality reduction is that data becomes computationally more manageable. More importantly, the dimensionality reduction facilitates numerous applications, such as data compression, denoising, pattern recognition, etc. Many of these applications rely on accurate estimates of the data statistics, e.g., means, covariances, or probability density functions (PDFs), in general. In the face of a limited sample size, a direct estimation of these quantities in the data space is grossly inaccurate, primarily because the high-dimensional data space is mostly sparse [1, p. 70], [2], a phenomenon known as the curse of dimensionality. Also, the feature extraction may be useful for visualization purposes, where the optimal lowdimensional data projection is sought (projection pursuit), subject to a suitably chosen objective function [2], [3].

In the majority of applications, feature extraction methods are linear; that is, a feature vector represents a linear combination of the attributes of a data vector and resides in a (linear) subspace of the data space. Consequently, the transformation from the data space to the feature space is represented by a transformation matrix. Recently, a couple of nonlinear feature extraction methods have been proposed [4], [5], where features reside on a low-dimensional
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manifold embedded in the data space. However, linear feature extraction methods continue to play an important role in many applications, primarily due to their computational effectiveness.

From a different standpoint, feature extraction methods can be classified as unsupervised and supervised. In unsupervised applications, the data class labels are unknown; therefore, it is assumed that data is sampled from a common distribution. The statistical properties of this distribution are then used to facilitate the feature extraction process. The bestknown representative of these techniques is principal component analysis (PCA), which relies on the first two statistical moments of the data distribution (see [6] or any other textbook). Another popular method, which utilizes higher order statistical moments and can be viewed as a generalization of PCA, is independent component analysis (ICA) (see [7] for survey). In supervised applications, the knowledge of the data class labels is used to find a low-dimensional representation which preserves the class differences, so that a classifier can be designed in the feature domain. This type of feature extraction is often referred to as the discriminant feature extraction (DFE). Undoubtedly, linear discriminant analysis (LDA) is the best known representative of these techniques.

The basic form of LDA was introduced by Fisher [8] and, so, the method often goes by the name of the Fisher linear discriminant. The method was subsequently generalized by Rao [9] and it has since been used in many statistical applications, such as speech recognition (see [10] for a review), document classification [11], and face recognition [12]. Under fairly restrictive assumptions, it can be shown that LDA is an optimal ${ }^{1}$ linear DFE [13]. Motivated by these restrictions, Kumar and Andreou [10] proposed an extension of LDA, which they derived using a maximum likelihood (ML) approach. Other linear DFE methods include the use of probabilistic distance measures [14], such as Kullback-Liebler

[^0](KL) divergence [15], [16], Bhattacharyya distance [16], and approximate Chernoff distance [17]. It should be noted that these criteria are designed for binary classification tasks and that their application to multiclass problems requires heuristic extensions, e.g., the introduction of an average pairwise distance.

Devijver and Kittler [14] also discuss several probabilistic dependence measures, which are naturally defined in a multiclass case and can serve as class-separability measures. The best-known representative of these measures is the mutual information, whose use in pattern recognition applications has been mostly limited to feature selection ${ }^{2}$ problems [18], [19] due to the high-computational cost associated with the mutual information evaluation. However, current feature selection approaches lack a consistent strategy for combining individual features into a feature set and proposed solutions (see [20] for a review) are either of unrestricted combinatorial complexity or likely to be suboptimal [21]. Principe et al. [22] used alternative definitions of entropy [23], coupled with a Parzen window density estimation that led to a computationally simpler definition of the mutual information. Motivated by these findings, Torkkola developed an informationtheoretic feature extraction algorithm [24], although his method is computationally demanding and seems impractical even for moderately sized data.

In this paper, we propose a novel information-theoretic class-separability measure which, unlike the mutual information, can be found analytically. In Section 2, we give an overview of the classical tools such as Bayes classification and LDA. The shortcomings of LDA serve as a motivation for the development of our technique. Section 3 introduces the idea behind our method, conveniently called information discriminant analysis (IDA), and some interesting theoretical properties of IDA are presented. A practical recipe for calculating the IDA feature extraction matrix is given as well. The performance of our method on several benchmark data sets is tested in Section 4. Discussion is presented in Section 5 and concluding remarks are given in Section 6. Some mathematical derivations and proofs are given in the supplemental Appendix, which can be found at http://computer.org/tpami/archives.htm.

## 2 Bayes Classifier and Linear Discriminant ANALYSIS

To objectively assess the performance of any DFE method, a classifier is designed in the feature domain. For theoretical purposes, the Bayes classifier is often used as a standard benchmark. Let $f_{\mathrm{R} \mid \Omega}\left(\boldsymbol{r} \mid \omega_{i}\right)$ be the PDF of a continuous random variable ( RV ) $\mathrm{R} \in \mathbb{R}^{n}$ conditioned upon a class variable $\Omega=\left\{\omega_{1}, \omega_{2}, \cdots, \omega_{c}\right\}$, where classes are drawn from a discrete distribution with the prior probability $p_{i} \triangleq P\left(\Omega=\omega_{i}\right), \forall i=1,2, \cdots, c$. The probability of misclassification is given by

$$
\begin{equation*}
P_{\mathrm{R}}(\varepsilon)=1-\sum_{i=1}^{c} \int_{\mathcal{R}_{i}} f_{\mathrm{R} \mid \Omega}\left(\boldsymbol{r} \mid \omega_{i}\right) p_{i} d \boldsymbol{r} \tag{1}
\end{equation*}
$$

[^1]where $\mathcal{R}_{i} \subset \mathbb{R}^{n}$ is the region of acceptance of the class $\omega_{i}$, as determined by the classifier. A classifier that minimizes (1) is the Bayes classifier
\[

$$
\begin{equation*}
i^{*}=\arg \max _{1 \leq i \leq c} P\left(\omega_{i} \mid \boldsymbol{r}_{0}\right) \tag{2}
\end{equation*}
$$

\]

where $\boldsymbol{r}_{0}$ is an unlabeled observation and $P\left(\omega_{i} \mid \boldsymbol{r}_{0}\right)$ is the posterior class probability. Consequently, the minimum $\varepsilon_{\mathrm{R}} \triangleq \min P_{\mathrm{R}}(\varepsilon)$ is called the Bayes error. An important property of the Bayes error is that it is invariant under invertible linear transformations. Unfortunately, the evaluation of $\varepsilon_{\mathrm{R}}$ requires the knowledge of $f_{\mathrm{R} \mid \Omega}\left(\boldsymbol{r} \mid \omega_{i}\right)$, which limits the applicability of the Bayes error, in practice, where the class-conditional PDFs are rarely known and have to be estimated from data. If the sample size is relatively small with respect to the data dimension, $n$, these estimates may be quite unreliable. One remedy is to extract low-dimensional features by virtue of a full-rank ${ }^{3}$ linear transformation $\boldsymbol{T}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$, where $m(m \ll n)$ is the dimension of the feature space. The classifier (2), or any other classifier, can then be designed for the features $\overline{\mathrm{R}} \triangleq \boldsymbol{T}$ R. While theoretical analysis shows that the performance of the Bayes classifier can only deteriorate under such a transformation [25, p. 110], i.e., $\varepsilon_{\overline{\mathrm{R}}} \geq \varepsilon_{\mathrm{R}}$, the opposite effect is often seen in dealing with finite data samples (see Section 4.2).

Due to its computational simplicity, LDA is a widely used DFE technique. There are many variants of LDA and a somewhat unifying definition can be found in [1, p. 446]. In its most popular form, LDA maximizes the generalized Rayleigh quotient

$$
J(\boldsymbol{T})=\frac{\left|\boldsymbol{T} \Sigma_{\mathrm{B}} \boldsymbol{T}^{\mathrm{T}}\right|}{\left|\boldsymbol{T} \Sigma_{\mathrm{W}} \boldsymbol{T}^{\mathrm{T}}\right|}
$$

where $\Sigma_{\mathrm{B}}$ and $\Sigma_{\mathrm{W}}$ represent the between-class and the within-class scatter matrices [25, p. 121], respectively, and $\boldsymbol{T}$ is the feature extraction matrix. The biggest appeal of LDA is that such a matrix can be found analytically, thereby avoiding numerical optimization.

Since the evaluation of $\Sigma_{\mathrm{B}}$ and $\Sigma_{\mathrm{W}}$ relies on the first two statistical moments, LDA implicitly assumes Gaussian classes. Additionally, if the class-conditional covariances are equal, it can be shown that LDA is optimal in the sense of Bayes [13, p. 90], i.e., $\varepsilon_{\bar{R}}=\varepsilon_{\mathrm{R}}$, where $\overline{\mathrm{R}}=\boldsymbol{T}$ R is the extracted feature vector. If the classes do not conform to these so-called homoscedastic conditions, LDA will be suboptimal, even if the classes are Gaussian. In general, if the class-conditional means are similar and/or the class-conditional covariances are different, LDA may be highly suboptimal. Fig. 1a shows one such example, where searching for the best 1D features yields quite different results for LDA and IDA (to be described in Section 3). In particular, the features extracted by LDA are fully overlapped, resulting in the Bayes error of 50 percent, compared to 25.78 percent error of the IDA features. The subspace extracted by a recently developed technique of Loog and Duin [17] has also been shown. Although the method maximizes a criterion based on the Chernoff distance [1, p. 98], it too fails to find a useful data projection; in particular, a subspace with zero Chernoff distance is extracted. Thus, we will refer to this technique as the

[^2]

Fig. 1. Various 2D binary class examples where LDA fails. The class probabilities are uniform, i.e., $p_{1}=p_{2}$. The straight lines indicate optimal 1D subspace according to different feature extraction methods: IDA, LDA, ACC, and PCA. The numbers above the panels represent the value of information theoretic objective $\mu$ (see Section 3.1), and the estimate $\varepsilon$ of the Bayes error, evaluated through a numeric integration. The two smaller panels are the class-conditional PDFs of the extracted features. (a) Gaussian classes. (b) Mixture of Gaussian classes. (c) Bimodal uniform classes. (d) Discrete class distributions with the size of the dot proportional to the probability mass function (PMF).
approximate Chernoff criterion (ACC). Two unsupervised techniques, PCA and ICA, have been shown for reference. The direction of maximum variance reveals nothing about the two classes, and so the PCA features are useless. On the contrary, ICA produces essentially the same result as our method (note the symmetry of the example). We will underscore the similarities between the two methods later on. We emphasize, however, that the two techniques are fundamentally different (supervised versus unsupervised). Figs. 1b, 1c, and 1d show that, if the class-conditional means are overlapped, the superiority of IDA over LDA and ACC extends beyond Gaussian classes.

Another weakness of LDA is that the size of the feature space is constrained by the number of classes $c$. Since $\operatorname{rank}\left(\Sigma_{\mathrm{B}}\right) \leq c-1$ and the LDA feature space is spanned by the eigenvectors of $\Sigma_{\mathrm{W}}^{-1} \Sigma_{\mathrm{B}}$ corresponding to its nonzero eigenvalues, the number of features is at most $c-1$. While the Bayes classifier (2) indeed requires $c-1$ features, namely, the posteriors $P\left(\omega_{i} \mid \boldsymbol{r}\right), i=1,2, \cdots, c^{4}$ these features cannot be extracted from data in a linear fashion. Therefore, for linear feature extraction methods, there is no theoretical basis for a feature vector to be $c$-1-dimensional.

Examples illustrating this shortcoming of LDA are presented in Table 1. Two Gaussian class-conditional PDFs with randomly sampled parameters were created in 2D, 3D, and

[^3]4D spaces and the optimal features were extracted using LDA, ACC, and IDA methods. The experiment was repeated 1,000 times with random sampling performed on a trial-bytrial basis. Since $c=2$, LDA features are constrained to a 1D subspace, while IDA and ACC can search for discriminatory information in higher dimensions. For each feature space, the Bayes error was estimated using Monte Carlo integration with 10,000 points and the averages over trials are shown. Generally, the performance of IDA, represented by the average error rate, is significantly better (sign test, $\mathrm{p}=0.05$ )

TABLE 1
The Average Error Rates (Percent) of LDA, ACC, and IDA Methods for Various Feature Space Dimensions

| $n$ | $m$ | LDA | ACC | IDA |
| :--- | :--- | :--- | :--- | :--- |
| 2 | 1 | $\mathbf{4 7 . 8 0}$ | $\mathbf{4 5 . 8 8}$ | 45.06 |
| 3 | 1 | $\mathbf{4 8 . 2 2}$ | $\mathbf{4 5 . 0 2}$ | 44.25 |
|  | 2 | - | $\mathbf{3 9 . 4 9}$ | 39.04 |
| 4 | 1 | $\mathbf{4 9 . 2 9}$ | $\mathbf{4 5 . 4 2}$ | 43.90 |
|  | 2 | - | $\mathbf{3 8 . 3 5}$ | 37.08 |
|  | 3 | - | 35.07 | 35.08 |

Boldface values are significantly different from IDA error.
than those of LDA and ACC methods. Note that the advantage of IDA over LDA holds even in 1D feature space.

We will show next that these limitations of LDA and ACC can be circumvented by choosing an information-theoretic cost functional, the maximization of which gives rise to a feature extraction matrix. We will also argue that more sophisticated methods, such as the ones that can handle problems in Fig. 1, are computationally more complex than the IDA method developed here.

## 3 Information Discriminant Analysis

A fundamental concept in information theory is the mutual information. For a continuous $\mathrm{RV} \mathrm{R} \in \mathbb{R}^{n}$ and a discrete class variable $\Omega$, the mutual information, denoted by $\mu I(\mathrm{R} ; \Omega)$, is defined as

$$
\begin{equation*}
\mu I(\mathrm{R} ; \Omega) \triangleq H(\mathrm{R})-H(\mathrm{R} \mid \Omega)=H(\mathrm{R})-\sum_{i=1}^{c} H\left(\mathrm{R} \mid \omega_{i}\right) p_{i} \tag{3}
\end{equation*}
$$

where $H(\mathrm{R}) \triangleq-\int_{\mathcal{R}} f_{\mathrm{R}}(\boldsymbol{r}) \log \left(f_{\mathrm{R}}(\boldsymbol{r})\right) d \boldsymbol{r}$ is the differential entropy. While the mutual information primarily serves a probabilistic dependence measure, it naturally defines a multiclass feature extraction criterion [14]. Generally, the higher the mutual information, the smaller the probability of error. In particular, the following inequality ${ }^{5}$ holds [26]:

$$
\begin{equation*}
\varepsilon_{\mathrm{R}} \leq \frac{1}{2}[H(\Omega)-\mu I(\mathrm{R} ; \Omega)] \tag{4}
\end{equation*}
$$

where $H(\Omega)$ is the entropy of $\Omega$. However, the practical applicability of (4) as a class-separability measure is limited by the computational cost (numerical integration in the feature space) associated with the mutual information. Next, we introduce a feature extraction objective function that is based on the mutual information, yet it is easily computable.

### 3.1 Information-Theoretic Objective Function

Let $f_{\mathrm{R} \mid \Omega}\left(\boldsymbol{r} \mid \omega_{i}\right)$ be a class-conditional PDF with the mean $\boldsymbol{m}_{i}$ and the positive definite covariance matrix $\Sigma_{i}>0, \forall i$. To calculate the unconditional entropy $H(\mathrm{R})$, the mixture PDF, defined as $f_{\mathrm{R}}(\boldsymbol{r}) \triangleq \sum_{i=1}^{c} f_{\mathrm{R} \mid \Omega}\left(\boldsymbol{r} \mid \omega_{i}\right) p_{i}$, must be evaluated. The mean and the covariance of the mixture are given by

$$
\begin{equation*}
\boldsymbol{m}=\sum_{i=1}^{c} \boldsymbol{m}_{i} p_{i} \boldsymbol{\Sigma}=\sum_{i=1}^{c}\left[\Sigma_{i}+\left(\boldsymbol{m}_{i}-\boldsymbol{m}\right)\left(\boldsymbol{m}_{i}-\boldsymbol{m}\right)^{\mathrm{T}}\right] p_{i} \tag{5}
\end{equation*}
$$

While the mixture PDF is not Gaussian, in general, we propose a measure similar to (3), where $H(\mathrm{R})$ is replaced by its Gaussian entropy, easily computed as $H_{g}(\mathrm{R})=\frac{1}{2} \log$ $\left((2 \pi e)^{n}|\Sigma|\right)$. Thus, we write
$\mu(\mathrm{R} ; \Omega) \triangleq H_{g}(\mathrm{R})-H(\mathrm{R} \mid \Omega)=H_{g}(\mathrm{R})-\sum_{i=1}^{c} H\left(\mathrm{R} \mid \omega_{i}\right) p_{i}$.
Throughout the rest of the paper, we will refer to this criterion as the $\mu$-measure. If we define the negentropy as $\bar{H}(\mathrm{R}) \triangleq$ $H_{g}(\mathrm{R})-H(\mathrm{R})$, the $\mu$-measure can be decomposed as

$$
\begin{equation*}
\mu(\mathrm{R} ; \Omega)=\bar{H}(\mathrm{R})+\mu I(\mathrm{R} ; \Omega) \tag{7}
\end{equation*}
$$

5. Hellman and Raviv [26] give examples of distributions where (4) does not hold. These pathological cases will not be treated here.

For a fixed covariance matrix, $H_{g}(\mathrm{R}) \geq H(\mathrm{R})$ and the equality holds if and only if R is a Gaussian RV [27, p. 234]. Thus, the negentropy can be viewed as a measure of non-Gaussianity of a distribution. Based on (7), it follows that the $\mu$-measure is a biased version of the mutual information, i.e., $\mu(\mathrm{R} ; \Omega) \geq \mu I(\mathrm{R} ; \Omega)$, where the bias is the negentropy. If the classes are well separated, it is clear that the resulting mutual information will be large, thereby contributing to the value of $\mu$. Perhaps less obvious is the fact that, under these conditions, the mixture PDF is likely to be far from normal, resulting in a large $\bar{H}(\mathrm{R})$. This property of the negentropy has been used in projection pursuit applications [2], [28], where it was argued that the most interesting data projections are the ones where data appears least Gaussian. Similarly, the negentropy plays a prominent role in ICA applications, where the presence of independent signal sources may be revealed by finding these far-fromGaussian projections. On the other hand, if the classes are fully overlapped, not only do we have $\mu I(\mathrm{R} ; \Omega)=0$, but also the negentropy is likely to be relatively small. ${ }^{6}$ In summary, the maximization of the $\mu$-measure implies the maximization of $\bar{H}(\mathrm{R})$ and/or $\mu I(\mathrm{R} ; \Omega)$, both of which are proper class-separability criteria. We will refer to the maximization of the $\mu$-measure over a subspace of a fixed dimension (see Section 3.6) as information discriminant analysis.

### 3.2 Theoretical Properties of the $\mu$-Measure

The $\mu$-measure shares many properties of the Bayes error $\varepsilon_{\mathrm{R}}$ and the mutual information (3).
Theorem 1 (Subspace Invariance). The $\mu$-measure is invariant under invertible linear transformations, i.e., $\mu(\overline{\mathrm{R}} ; \Omega)=\mu(\mathrm{R} ; \Omega)$, where $\overline{\mathrm{R}} \triangleq \boldsymbol{T} \mathrm{R}$, and $\boldsymbol{T}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is a nonsingular transformation matrix.
Proof. For any nonsingular matrix, $\boldsymbol{T}$, we have $H(\boldsymbol{T}$ R $)=$ $H(\mathrm{R})+\log (|\boldsymbol{T}|)$, where $|$.$| is the absolute value of the$ determinant [27, p. 234]. It follows from the definition (6) that
$\mu(\overline{\mathrm{R}} ; \Omega)=H_{g}(\mathrm{R})+\log (|\boldsymbol{T}|)-[H(\mathrm{R} \mid \Omega)+\log (|\boldsymbol{T}|)]=\mu(\mathrm{R} ; \Omega)$.

Theorem 2. For any full-rank transformation matrix $\boldsymbol{T}: \mathbb{R}^{n} \rightarrow$ $\mathbb{R}^{m}(m<n)$, thereexistsanorthonormal matrix $\boldsymbol{E} \in \mathbb{R}^{m \times n}$, so that, if $\overline{\mathrm{R}} \triangleq \boldsymbol{T}$ R and $\tilde{\mathrm{R}} \triangleq \boldsymbol{E} \mathrm{R}$, we have $\mu(\overline{\mathrm{R}} ; \Omega)=\mu(\tilde{\mathrm{R}} ; \Omega)$.
Proof. By the Singular Value Decomposition Theorem, there exist orthogonal matrices $\boldsymbol{U} \in \mathbb{R}^{m \times m}$ and $\boldsymbol{V} \in \mathbb{R}^{n \times n}$ such that $\boldsymbol{U}^{\mathrm{T}} \boldsymbol{T} \boldsymbol{V}=\left[\boldsymbol{\Lambda} \mid \mathbf{0}_{m \times d}\right]$, where $\Lambda \in \mathbf{R}^{m \times m}$ is a diagonal matrix of singular values of $\boldsymbol{T}$ and $d \triangleq n-m$. Note that $\operatorname{rank}(\boldsymbol{T})=m$ implies that $\Lambda$ is invertible. Define $\overline{\mathrm{R}} \triangleq \boldsymbol{T} \mathrm{R}$ and $\tilde{\mathrm{R}} \triangleq \Lambda^{-1} \boldsymbol{U}^{\mathrm{T}} \overline{\mathrm{R}}$ and note that $\mu(\overline{\mathrm{R}} ; \Omega)=\mu(\tilde{\mathrm{R}} ; \Omega)$ based on Theorem 1. From the definitions of $\overline{\mathrm{R}}$ and $\tilde{\mathrm{R}}$, it follows that $\tilde{\mathrm{R}}=\Lambda^{-1} \boldsymbol{U}^{\mathrm{T}} \boldsymbol{T} \mathrm{R}$. Define $\boldsymbol{E} \triangleq \Lambda^{-1} \boldsymbol{U}^{\mathrm{T}} \boldsymbol{T} \in \mathbb{R}^{m \times n}$ and note that $\boldsymbol{E} \boldsymbol{V}=\left[\boldsymbol{I}_{m} \mid \mathbf{0}_{m \times d}\right]$. It follows readily that $\boldsymbol{E} \boldsymbol{V} \boldsymbol{V}^{\mathrm{T}} \boldsymbol{E}^{\mathrm{T}}=\boldsymbol{I}_{m}$, which, after recalling that $\boldsymbol{V}$ is an orthogonal matrix, completes the proof.

[^4]Theorem 3 (Data Processing Inequality). The $\mu$-measure is nonincreasing under linear transformations, i.e., $\mu(\overline{\mathrm{R}} ; \Omega) \leq$ $\mu(\mathrm{R} ; \Omega)$, where $\overline{\mathrm{R}} \triangleq \boldsymbol{T} \mathrm{R}$ and $\boldsymbol{T}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}(m<n)$ is a full-rank transformation matrix.
Proof. Let $\boldsymbol{T}^{\perp} \in \mathbb{R}^{(n-m) \times n}$ be a matrix whose rows span the null space of $\boldsymbol{T}$. Define the matrix $\tilde{\boldsymbol{T}}$ and the RV $\tilde{\mathrm{R}}$ as

$$
\tilde{\boldsymbol{T}} \triangleq\left[\begin{array}{c}
\boldsymbol{T} \\
\boldsymbol{T}^{\perp}
\end{array}\right] \in \mathbb{R}^{n \times n}, \tilde{\mathrm{R}} \triangleq \tilde{\boldsymbol{T}} \mathrm{R}=\left[\begin{array}{c}
\boldsymbol{T} \mathrm{R} \\
\boldsymbol{T}^{\perp} \mathrm{R}
\end{array}\right] \triangleq\left[\begin{array}{c}
\overline{\mathrm{R}} \\
\overline{\mathrm{~N}}
\end{array}\right] .
$$

Since $\tilde{\boldsymbol{T}}_{\tilde{\sim}}$ is a full-rank matrix, it follows from Theorem 1 that $\mu(\tilde{\mathrm{R}} ; \Omega)=\mu(\mathrm{R} ; \Omega)$. From the definition of $\tilde{\mathrm{R}}$, we have

$$
\mu(\tilde{\mathrm{R}} ; \Omega)=\mu(\overline{\mathrm{R}}, \overline{\mathrm{~N}} ; \Omega)=H_{g}(\overline{\mathrm{R}}, \overline{\mathrm{~N}})-H(\overline{\mathrm{R}}, \overline{\mathrm{~N}} \mid \Omega) .
$$

We write based on the chain rule for entropies and conditional entropies [27, p. 232]

$$
\begin{aligned}
\mu(\tilde{\mathrm{R}} ; \Omega) & =H_{g}(\overline{\mathrm{R}})+H_{g}(\overline{\mathrm{~N}} \mid \overline{\mathrm{R}})-[H(\overline{\mathrm{R}} \mid \Omega)+H(\overline{\mathrm{~N}} \mid \overline{\mathrm{R}}, \Omega)] \\
& =\mu(\overline{\mathrm{R}} ; \Omega)+H_{g}(\overline{\mathrm{~N}} \mid \overline{\mathrm{R}})-H(\overline{\mathrm{~N}} \mid \overline{\mathrm{R}}, \Omega) \geq \mu(\overline{\mathrm{R}} ; \Omega),
\end{aligned}
$$

where the inequality follows by noting that $H_{g}(\overline{\mathrm{~N}} \mid \overline{\mathrm{R}}) \geq$ $H(\overline{\mathrm{~N}} \mid \overline{\mathrm{R}}) \geq H(\overline{\mathrm{~N}} \mid \overline{\mathrm{R}}, \Omega)$ (Gaussian distribution maximizes entropy and conditioning reduces entropy [27, p. 232]).
We comment briefly on the importance of the above theorems. Theorem 1 simply states that, like many other discriminant measures, such as the Bayes error or the mutual information, the $\mu$-measure is independent of the choice of a coordinate system for data representation. The implication of Theorem 2 is that the search for a full-rank feature extraction matrix $\boldsymbol{T}$ can be restricted to a subspace of orthonormal projection matrices without compromising the objective function. While theoretical performances of orthonormal and arbitrary projection matrices are equivalent, in practical applications, these oblique projections may cause awkward scalings of data and may lead to numerical instability. Finally, Theorem 3 states that the $\mu$-measure of any subspace of the original data space is bounded above by the $\mu$-measure of the original space.

### 3.3 The Calculation of the $\mu$-Measure

To complete the calculation of $\mu$ given by (6), the classconditional PDFs and, in turn, the corresponding entropies, $H\left(\mathrm{R} \mid \omega_{i}\right)$, must be evaluated. In principle, this can be achieved using either a parametric (model-based) or a nonparametric (kernel-based) approach. The advantage of the parametric approach is that computations are simpler, although the assumed model may not be supported by data. The nonparametric approach, on the other hand, does not assume any particular model, but analytical tractability is inevitably lost, and computations are much more demanding. Interestingly, Devijver and Kittler [14] argue against the use of nonparametric density estimates on the grounds of both simplicity and accuracy, claiming that, in the face of a limited sample size, the errors on the nonparametric PDF estimate may by far exceed those of simple parametric models, such as Gaussians. Throughout the rest of the paper, we will use the parametric estimates of the class-conditional entropies $H\left(\mathrm{R} \mid \omega_{i}\right)$. In particular, the entropies are modeled as

$$
H\left(\mathrm{R} \mid \omega_{i}\right)=\frac{1}{2} \log \left((2 \pi e)^{n}\left|\Sigma_{i}\right|\right)
$$

which coupled with (6) yields a very simple version of the $\mu$-measure

$$
\begin{equation*}
\mu(\mathrm{R}, \Omega)=\frac{1}{2}\left[\log (|\Sigma|)-\sum_{i=1}^{c} \log \left(\left|\Sigma_{i}\right|\right) p_{i}\right] . \tag{8}
\end{equation*}
$$

While $(8)^{8}$ is ideally suited for Gaussian classes, we will argue below, and demonstrate by numerous examples, that it is also a general class-separability criterion. Furthermore, because of its analytical tractability, we will show how $\mu$ relates to known statistical quantities and how it can be efficiently maximized. Like IDA and ACC, the criterion (8) employs the first two statistical moments and belongs to the category of second-order criteria.

First note that the primary goal of the criterion (8) is to measure the class separability, rather than to approximate the mutual information. If the class differences are captured by the first two statistical moments, it is expected that the $\mu$-measure (8) will perform well. Fig. 1 demonstrates that this is indeed the case; even if the class-conditional PDFs are multimodal and far from Gaussian (Figs. 1b and 1c), the criterion (8) performs optimally. In addition, the $\mu$-measure may be optimal even if the support of the PDF is not simply connected (Fig. 1c), and even if the classes have discrete distributions (Fig. 1d). On the other hand, LDA and ACC fail completely, as illustrated by the Bayes error of 50 percent.

While classes with fully overlapped means are unlikely to be found in real situations, a simple continuity argument suggests that IDA will retain the advantage over LDA and ACC if the class-conditional means remain relatively close. To test this hypothesis, we performed 1,000 Monte Carlo trials for examples (Figs. 1a, 1b, and 1c) and calculated the Bayes error using a numerical integration. Briefly, the class covariances were randomized and the first class was centered at the origin. The second class was rotated by a random angle, sampled uniformly from $[0,2 \pi]$, and the class was centered $\rho$ Mahalanobis distances from the origin. Therefore, we have $\boldsymbol{m}_{2}{ }^{\mathrm{T}} \Sigma_{1}{ }^{-1} \boldsymbol{m}_{2}=\rho^{2}$, where $\rho$ was sampled uniformly from $[0, D]$. All random samplings were performed on a trial-by-trial basis. Table 2 shows the average error rates and the average values of $\mu$ for several values of $D$ and for the following feature extraction techniques: LDA, ACC, IDA, and the Patrick-Fisher (PF) measure, which was chosen as a computationally feasible representative of probabilistic dependence measures [14, p. 261]. The performance of IDA is uniformly superior (the smallest $\varepsilon$ ) to those of LDA, ACC, and PF methods. For small values of $D$, the performances of PF and IDA are similar, but they seem to diverge as $D$ increases, with the performance margin increasing in favor of IDA. On the other hand, IDA holds a substantial advantage over LDA and ACC when the means are relatively close and the margin of improvement decreases with $D$. As classes are more separated, the three techniques yield errors which are more similar. Note that $\mu$ is negatively correlated with $\varepsilon$; hence, its use as a classseparability measure is justified. In most of the cases, the advantage of IDA over the other three techniques is statistically significant (sign test, $\mathrm{p}=0.05$ ).

In summary, if the class-conditional means are relatively close, the $\mu$-measure may provide significant improvement
8. It was brought to the author's attention at the time of publication of this manuscript that (8) was used earlier in [47].

TABLE 2
The Average Error Rates (Percent) and the Average Values of the $\mu$-Measure for Various Examples (Fig. 1)

| Example |  | (a) |  |  |  |  | (b) |  |  |  |  |  | (c) |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $D$ | Method | LDA | ACC | IDA | PF | LDA | ACC | IDA | PF | LDA | ACC | IDA | PF |
| 0.5 | $\varepsilon$ | $\mathbf{3 9 . 1 5}$ | $\mathbf{3 9 . 4 7}$ | 35.76 | 36.13 | $\mathbf{3 1 . 7 0}$ | $\mathbf{3 1 . 8 2}$ | 27.19 | 27.92 | $\mathbf{3 2 . 4 7}$ | $\mathbf{3 3 . 1 0}$ | 25.45 | 25.47 |
|  | $\mu$ | $\mathbf{0 . 0 7 7}$ | $\mathbf{0 . 0 6 8}$ | 0.122 | 0.121 | $\mathbf{0 . 1 2 7}$ | $\mathbf{0 . 1 1 6}$ | 0.181 | $\mathbf{0 . 1 6 7}$ | $\mathbf{0 . 1 0 8}$ | $\mathbf{0 . 0 9 9}$ | 0.179 | 0.175 |
| 1.0 | $\varepsilon$ | $\mathbf{3 5 . 8 0}$ | $\mathbf{3 6 . 1 1}$ | 33.06 | $\mathbf{3 5 . 1 6}$ | $\mathbf{2 9 . 9 4}$ | $\mathbf{3 0 . 2 8}$ | 26.20 | 26.99 | $\mathbf{3 1 . 1 1}$ | $\mathbf{3 0 . 9 1}$ | 24.83 | 25.07 |
|  | $\mu$ | $\mathbf{0 . 1 0 9}$ | $\mathbf{0 . 1 0 1}$ | 0.153 | $\mathbf{0 . 1 2 7}$ | $\mathbf{0 . 1 6 3}$ | $\mathbf{0 . 1 5 2}$ | 0.215 | $\mathbf{0 . 1 9 6}$ | $\mathbf{0 . 1 4 2}$ | $\mathbf{0 . 1 3 7}$ | 0.216 | 0.196 |
| 2.0 | $\varepsilon$ | $\mathbf{2 9 . 1 3}$ | $\mathbf{2 9 . 7 6}$ | 27.20 | $\mathbf{3 0 . 7 9}$ | $\mathbf{2 4 . 8 3}$ | $\mathbf{2 5 . 4 0}$ | 22.57 | $\mathbf{2 4 . 9 4}$ | $\mathbf{2 7 . 4 4}$ | $\mathbf{2 7 . 7 6}$ | 23.52 | $\mathbf{2 4 . 8 3}$ |
|  | $\mu$ | $\mathbf{0 . 1 9 4}$ | $\mathbf{0 . 1 7 9}$ | 0.233 | $\mathbf{0 . 1 8 0}$ | $\mathbf{0 . 2 7 2}$ | $\mathbf{0 . 2 5 3}$ | 0.319 | $\mathbf{0 . 2 5 8}$ | $\mathbf{0 . 2 3 0}$ | $\mathbf{0 . 2 1 8}$ | 0.297 | $\mathbf{0 . 2 4 0}$ |
| 3.0 | $\varepsilon$ | $\mathbf{2 2 . 7 3}$ | $\mathbf{2 3 . 2 9}$ | 21.30 | $\mathbf{2 6 . 3 1}$ | $\mathbf{1 9 . 7 2}$ | $\mathbf{2 0 . 1 5}$ | 18.08 | $\mathbf{2 1 . 6 2}$ | $\mathbf{2 2 . 7 7}$ | $\mathbf{2 2 . 9 2}$ | 19.79 | $\mathbf{2 2 . 1 4}$ |
|  | $\mu$ | $\mathbf{0 . 3 1 0}$ | $\mathbf{0 . 2 9 5}$ | 0.348 | $\mathbf{0 . 2 6 0}$ | $\mathbf{0 . 3 8 3}$ | $\mathbf{0 . 3 6 5}$ | 0.426 | $\mathbf{0 . 3 3 0}$ | $\mathbf{0 . 3 3 9}$ | $\mathbf{0 . 3 2 5}$ | 0.400 | $\mathbf{0 . 3 1 1}$ |

Boldface values are significantly different from IDA values.
over other second-order techniques such as LDA and ACC. We will see next that this property of the $\mu$-measure can be explained theoretically.

### 3.4 The $\mu$-Measure as a Measure of Class Separability

Ideally, the $\mu$-measure should be linked to the Bayes error in a manner similar to (4). A useful connection between $\mu(\mathrm{R}, \Omega)$ and $\varepsilon_{\mathrm{R}}$, however, is not easy to establish even if the simplified definition (8) is used. We will argue next that the $\mu$-measure increases with class separability. Before we proceed, note that, under the homoscedastic conditions $\Sigma_{1}=\Sigma_{2}=\cdots=\Sigma_{c}$, the definition (8) reduces to

$$
\mu(\mathrm{R}, \Omega)=\frac{1}{2} \log \frac{\left|\Sigma_{\mathrm{B}}+\Sigma_{\mathrm{W}}\right|}{\left|\Sigma_{\mathrm{W}}\right|},
$$

which is a variant of LDA [1, p. 446], where $\Sigma_{\mathrm{B}} \triangleq \sum_{i=1}^{c}\left[\left(\boldsymbol{m}_{i}-\right.\right.$ $\left.\boldsymbol{m})\left(\boldsymbol{m}_{i}-\boldsymbol{m}\right)^{\mathrm{T}}\right] p_{i}$ and $\Sigma_{\mathrm{W}} \triangleq \sum_{i=1}^{c} \Sigma_{i} p_{i}$ are the between and within-class scatter matrices, respectively. Therefore, under the homoscedastic conditions, IDA reduces to the classical LDA. In addition, if the classes are Gaussian, the two methods will be optimal the sense of Bayes (see Section 2).

Another interesting point is that, for a binary Gaussian class case with a relatively small difference in means, the $\mu$-measure reduces to yet another well-known statistical measure-the Chernoff distance. To see this, rewrite (8) as

$$
\mu(\mathrm{R} ; \Omega)=\frac{1}{2} \log \frac{\left|\Sigma_{\mathrm{W}}+\left(\boldsymbol{m}_{1}-\boldsymbol{m}_{2}\right)\left(\boldsymbol{m}_{1}-\boldsymbol{m}_{2}\right)^{\mathrm{T}} p_{1} p_{2}\right|}{\prod_{i=1}^{2}\left|\Sigma_{i}\right|^{p_{i}}},
$$

which follows readily after noting that $\boldsymbol{m}=\sum_{i=1}^{2} \boldsymbol{m}_{i} p_{i}$ and $\Sigma_{\mathrm{W}}=\sum_{i=1}^{2} \Sigma_{i} p_{i}$. Since the second term in the numerator is a rank-1 matrix, the expression above can be simplified as

$$
\begin{aligned}
\mu(\mathrm{R} ; \Omega)= & \frac{1}{2} \log \frac{\left|\Sigma_{\mathrm{W}}\right|}{\prod_{i=1}^{2}\left|\Sigma_{i}\right|^{p_{i}}} \\
& +\frac{1}{2} \log \left(1+\left(\boldsymbol{m}_{1}-\boldsymbol{m}_{2}\right)^{\mathrm{T}} \Sigma_{\mathrm{W}}^{-1}\left(\boldsymbol{m}_{1}-\boldsymbol{m}_{2}\right) p_{1} p_{2}\right) .
\end{aligned}
$$

For $\|x\| \approx 0$, the following second order Taylor series expansion is valid

$$
\log \left(1+\alpha \boldsymbol{x}^{\mathrm{T}} \boldsymbol{Q} \boldsymbol{x}\right) \approx \alpha \boldsymbol{x}^{\mathrm{T}} \boldsymbol{Q} \boldsymbol{x}
$$

and, so, we finally write

$$
\begin{align*}
\mu(\mathrm{R} ; \Omega)= & \frac{p_{1} p_{2}}{2}\left(\boldsymbol{m}_{1}-\boldsymbol{m}_{2}\right)^{\mathrm{T}} \boldsymbol{\Sigma}_{\mathrm{W}}^{-1}\left(\boldsymbol{m}_{1}-\boldsymbol{m}_{2}\right) \\
& +\frac{1}{2} \log \frac{\left|\Sigma_{\mathrm{W}}\right|}{\prod_{i=1}^{2}\left|\Sigma_{i}\right|^{p_{i}}}, \tag{9}
\end{align*}
$$

which is the Chernoff distance, $\rho(s)$, evaluated at $s=p_{1}[1$, p. 99]. Therefore, for two heteroscedastic Gaussian classes with relatively close means, the $\mu$-measure approaches the Chernoff distance, thereby defining the upper bound for the Bayes error, i.e., $\varepsilon_{\mathrm{R}} \leq p_{1}^{p_{1}} p_{2}^{p_{2}} e^{-\mu(\mathrm{R} ; \Omega)}$. This explains the superior performance of IDA on the example from Fig. 1a and the related Monte Carlo simulations, especially at low values of $D$ (see Table 2). For non-Gaussian classes, the expression (9) no longer represents the Chernoff distance, although this criterion has been successfully used in many pattern recognition problems [16], [15] or as a basis for the development of novel feature extracting methods [17]. Therefore, the good performance of IDA in examples Figs. 1 b and 1 c is not surprising even though the classes are far from Gaussian.

Let us now show that the $\mu$-measure is a valid classseparability measure under more general conditions. Suppose first that $c=2, \boldsymbol{m}_{1}=\boldsymbol{m}_{2}$, and $\Sigma_{1}=\Sigma_{2}$. It follows from (5) and (8) that $\mu=0$. Adding a little perturbation to $\boldsymbol{m}_{1}$ and/or $\Sigma_{1}$ would result in a $\mu$ that is slightly positive. Our conjecture is that by "increasing" these perturbations, the $\mu$-measure would also increase, therefore capturing the differences between $\left\{\boldsymbol{m}_{1}, \Sigma_{1}\right\}$ and $\left\{\boldsymbol{m}_{2}, \boldsymbol{\Sigma}_{2}\right\}$. For the sake of simplicity, we consider two separate cases.

### 3.4.1 Fixed Covariances

Suppose $\Sigma_{1}, \Sigma_{2}, \cdots, \Sigma_{c}$ are fixed and define deviations $\tilde{\boldsymbol{m}}_{i} \triangleq$ $\boldsymbol{m}_{i}-\boldsymbol{m}, \forall i$. In the interest of clarity, we will study the variation of a single vector, say $\boldsymbol{m}_{j}$. The analysis extends to multiple vectors in a straightforward fashion. Therefore, assume that all $\boldsymbol{m}_{i}$ are fixed with the exception of $\boldsymbol{m}_{j}$. Also, assume that $\boldsymbol{m}_{j} \neq \boldsymbol{m}$, i.e., $\tilde{\boldsymbol{m}}_{j} \neq \mathbf{0}$, where $\mathbf{0}$ stands for a zero vector in $\mathbb{R}^{n}$. We want to argue that moving in the direction of $\tilde{\boldsymbol{m}}_{j}$ can only increase the function $\mu$. An illustrative example with Gaussian classes is shown in Fig. 2.


Fig. 2. (a) Three Gaussian classes. (b) Moving mean $\boldsymbol{m}_{3}$ in the direction of $\tilde{\boldsymbol{m}}_{3}$ reduces the overlap, thus increasing the class separability and the $\mu$-measure.

## Proposition 1.

$$
\begin{equation*}
\left\langle\frac{\partial \mu}{\partial \tilde{\boldsymbol{m}}_{j}}, \tilde{\boldsymbol{m}}_{j}\right\rangle>0 \tag{10}
\end{equation*}
$$

where $\partial \mu / \partial \tilde{\boldsymbol{m}}_{j} \in \mathbb{R}^{n}$ is the gradient of $\mu$ with respect to $\tilde{\boldsymbol{m}}_{j}$ and $\langle$,$\rangle is an inner product in \mathbb{R}^{n}$. The proof of this proposition is given in the supplemental Appendix A, which can be found at http://computer.org/tpami/archives.htm.

### 3.4.2 Fixed Means

Suppose now that $\boldsymbol{m}_{1}, \boldsymbol{m}_{2}, \cdots, \boldsymbol{m}_{c}$ are fixed. Define matrix deviations $\tilde{\Sigma}_{i} \triangleq \Sigma_{i}-\Sigma$, and assume that all $\Sigma_{i}$ are fixed with the exception of a single matrix, say $\Sigma_{j}$. A similar argument extends to multiple matrices. Also, assume that $\Sigma_{j} \neq \Sigma$, i.e., $\tilde{\Sigma}_{j} \neq 0_{n}$, where $0_{n}$ stands for a zero matrix in $\mathbb{R}^{n \times n}$. We want to show that moving in the direction of $\tilde{\Sigma}_{j}$ can only increase the function $\mu$. An example of this situation is illustrated by Fig. 3.

## Proposition 2.

$$
\begin{equation*}
\left\langle\partial \mu / \partial \tilde{\Sigma}_{j}: \tilde{\Sigma}_{j}\right\rangle>0 \tag{11}
\end{equation*}
$$

$\tilde{\Sigma}^{\text {where }} \partial \mu / \partial \tilde{\Sigma}_{j} \in \mathbb{R}^{n \times n}$ is the gradient of $\mu$ with respect to $\tilde{\Sigma}_{j}$ and $\langle:\rangle$ stands for an inner product of matrices, defined as $\langle\boldsymbol{A}: \boldsymbol{B}\rangle \triangleq \sum_{i, j} A_{i, j} B_{i, j}$ for two arbitrary matrices $\boldsymbol{A}$ and $\boldsymbol{B}$ of the same size. The proof of this proposition is given in the supplemental Appendix B, which can be found at http://computer.org/tpami/archives.htm.
We finish this section by commenting briefly on the two propositions. Since the projection of the gradient of $\mu$ to the parameter vector is strictly positive, moving in the direction of the parameter vector can only increase the $\mu$-measure. By definition, the parameter vector is proportional to the class separability, hence, we conclude that the $\mu$-measure is a valid class-separability measure.

### 3.5 Bayes Optimality of IDA

We have seen in Section 3.4 that, when Gaussian classes conform to the homoscedastic conditions, IDA is an optimal feature extraction technique in the sense of Bayes. We will now give more general (heteroscedastic) conditions under which IDA is optimal. Let $R \in \mathbb{R}^{n}$ be a data vector. Let us assume that the class differences are confined to an $m \mathrm{D}$ subspace in $\mathbb{R}^{n}$, and that classes are fully overlapped in the complementary $d \mathrm{D}$ space $(d \triangleq n-m)$. We will refer to these subspaces as the signal subspace and the noise subspace, respectively. Assume


Fig. 3. (a) Two Gaussian classes. (b) Changing the covariance $\Sigma_{1}$ in the "direction" of $\tilde{\Sigma}_{1}$ reduces the overlap and increases the class separability and $\mu$.
further that class data is a linear mixture of a Gaussian signal $\mathrm{S} \mid \Omega \in \mathbb{R}^{m}$ and a Gaussian noise $\mathrm{N} \mid \Omega \in \mathbb{R}^{d}$

$$
\mathrm{R} \left\lvert\, \omega_{i}=\boldsymbol{M}\left[\begin{array}{c}
\mathrm{S} \mid \omega_{i}  \tag{12}\\
\mathrm{~N} \mid \omega_{i}
\end{array}\right] \quad \forall i=\{1,2, \cdots, c\}\right.
$$

where $\boldsymbol{M} \in \mathbb{R}^{n \times n}$ is a nonsingular mixing matrix. This type of model is frequently used in array signal processing [29], where the number of sensors is larger than the number of signal sources.
Theorem 4. Let $\boldsymbol{T} \in \mathbb{R}^{m \times n}$ be a full-rank matrix that maximizes $\mu(\overline{\mathrm{R}} ; \Omega)$, where $\overline{\mathrm{R}} \triangleq \boldsymbol{T}$ R. If $f_{\mathrm{N} \mid \mathrm{S}, \Omega}\left(\boldsymbol{n} \mid \boldsymbol{s}, \omega_{i}\right)=f_{\mathrm{N} \mid \mathrm{S}}(\boldsymbol{n} \mid \boldsymbol{s})$, $\forall i=\{1,2, \cdots, c\}, \forall \boldsymbol{s} \in \mathbb{R}^{m}, \forall \boldsymbol{n} \in \mathbb{R}^{d}$, where $\mathrm{S} \mid \Omega$ and $\mathrm{N} \mid \Omega$ are Gaussian random variables, then $\boldsymbol{T}$ extracts the signal subspace, i.e., $\mu(\overline{\mathrm{R}} ; \Omega)=\mu(\mathrm{S} ; \Omega)$. Moreover, such a subspace is optimal in the sense of Bayes, i.e., $\varepsilon_{\overline{\mathrm{R}}}=\varepsilon_{\mathrm{R}}$.
Proof. Without loss of generality, assume $\boldsymbol{M}=\boldsymbol{I}_{n}$. If not, we can always find a transformation matrix $\tilde{\boldsymbol{T}}=\boldsymbol{M}^{-1}$ such that

$$
\tilde{\mathrm{R}} \triangleq \tilde{\boldsymbol{T}} \mathrm{R}=\left[\begin{array}{l}
\mathrm{S} \\
\mathrm{~N}
\end{array}\right],
$$

where $\mu(\tilde{\mathrm{R}} ; \Omega)=\mu(\mathrm{R} ; \Omega)$ (by Theorem 1 ) and $\varepsilon_{\tilde{\mathrm{R}}}=\varepsilon_{\mathrm{R}}$ (see Section 2). Therefore, we have
$\mu(\mathrm{R} ; \Omega)=\mu(\mathrm{S}, \mathrm{N} ; \Omega)=\mu(\mathrm{S} ; \Omega)+H_{g}(\mathrm{~N} \mid \mathrm{S})-H(\mathrm{~N} \mid \mathrm{S}, \Omega)$,
which follows after applying the chain rule for entropies. From the conditions of the theorem, it follows that N is independent of $\Omega$, given S , thus $H(\mathrm{~N} \mid \mathrm{S}, \Omega)=H(\mathrm{~N} \mid \mathrm{S})$. To prove that $\mu(\mathrm{R} ; \Omega)=\mu(\mathrm{S} ; \Omega)$ in (13), it suffices to show that $\mathrm{N} \mid \mathrm{S}$ is Gaussian. Since both $\mathrm{S} \mid \Omega$ and $\mathrm{N} \mid \Omega$ are Gaussian by assumption, so is $\mathrm{N} \mid \mathrm{S}, \Omega$. From $f_{\mathrm{N} \mid \mathrm{S}}(\boldsymbol{n} \mid \boldsymbol{s})=f_{\mathrm{N} \mid \mathrm{S}, \Omega}$ $\left(\boldsymbol{n} \mid \boldsymbol{s}, \omega_{i}\right)$, it follows that $\mathrm{N} \mid \mathrm{S}$ is Gaussian. Thus, we have $\mu(\mathrm{R} ; \Omega)=\mu(\mathrm{S} ; \Omega)$, which, combined with Theorem 3 and the assumptions of Theorem 4, yields

$$
\mu(\mathrm{R} ; \Omega) \geq \mu(\overline{\mathrm{R}} ; \Omega) \geq \mu(\mathrm{S} ; \Omega)=\mu(\mathrm{R} ; \Omega)
$$

Next, we show that $\varepsilon_{\mathrm{S}}=\varepsilon_{\mathrm{R}}$ by showing that the Bayes assignment is preserved, i.e.,

$$
\begin{aligned}
P\left(\omega_{i} \mid \boldsymbol{r}\right) & =\frac{f_{\mathrm{R} \mid \Omega}\left(\boldsymbol{r} \mid \omega_{i}\right) p_{i}}{f_{\mathrm{R}}(\boldsymbol{r})}=\frac{f_{\mathrm{N} \mid \mathrm{S}, \Omega}\left(\boldsymbol{n} \mid \boldsymbol{s}, \omega_{i}\right) f_{\mathrm{S} \mid \Omega}\left(\boldsymbol{s} \mid \omega_{i}\right) p_{i}}{f_{\mathrm{R}}(\boldsymbol{r})} \\
& =\frac{f_{\mathrm{N} \mid \mathrm{S}}(\boldsymbol{n} \mid \boldsymbol{s}) f_{\mathrm{S} \mid \Omega}\left(\boldsymbol{s} \mid \omega_{i}\right) p_{i}}{f_{\mathrm{N}, \mathrm{~S}}(\boldsymbol{n}, \boldsymbol{s})}=\frac{f_{\mathrm{S} \mid \Omega}\left(\boldsymbol{s} \mid \omega_{i}\right) p_{i}}{f_{\mathrm{S}}(\boldsymbol{s})} \\
& =P\left(\omega_{i} \mid \boldsymbol{s}\right) \quad \forall i=\{1,2, \cdots, c\}, \forall \boldsymbol{r} \in \mathbb{R}^{n} .
\end{aligned}
$$



Fig. 4. (a) Two Gaussian classes in 3D with the corresponding orthogonal projections (ellipses). (b) The IDA-optimal 2D subspace together with $x 0 y$ plane. The dashed line marks the optimal 1D subspace extracted by LDA.

Since the Bayes error is subspace invariant (see Section 2), it follows that $\varepsilon_{\overline{\mathrm{R}}}=\varepsilon_{\mathrm{S}}$.
Before we proceed, let us comment briefly on this result. First, Theorem 4 gives sufficient conditions for the optimality of IDA. Second, apart from the fact that the class $\Omega$ has no bearing on the noise N when the signal S is given, these conditions are somewhat hard to interpret. Fortunately, since Gaussian RVs are involved, it is easy to find another set of conditions which are sufficient for optimality of IDA, yet they are easy to interpret. The following corollary of Theorem 4 states that, if the class differences are confined to the signal subspace and if the noise and signal are uncorrelated over classes, then IDA is an optimal DFE method in the sense of Bayes, and will extract the signal subspace. Kumar and Andreou [10] proposed an ML solution of the problem above, although they did not explicitly show that their solution extracts the signal subspace.
Corollary 1. Let $\mathrm{R} \mid \Omega$ be a Gaussian $R V$ defined as in (12) with $\boldsymbol{M}=\boldsymbol{I}_{n}$ and with

$$
\boldsymbol{m}_{i}=\left[\begin{array}{c}
\boldsymbol{m}_{i}^{\mathrm{S}} \\
\boldsymbol{m}_{i}^{\mathrm{N}}
\end{array}\right] \quad \Sigma_{i}=\left[\begin{array}{cc}
\Sigma_{i}^{\mathrm{SS}} & \Sigma_{i}^{\mathrm{SN}} \\
\Sigma_{i}^{\mathrm{NS}} & \Sigma_{i}^{\mathrm{NN}}
\end{array}\right] .
$$

Let $\boldsymbol{T} \in \mathbb{R}^{m \times n}$ be a full-rank matrix that maximizes $\mu(\overline{\mathrm{R}} ; \Omega)$, where $\overline{\mathrm{R}} \triangleq \boldsymbol{T}$ R. If $\boldsymbol{m}_{i}^{\mathrm{N}}=\boldsymbol{m}^{\mathrm{N}}, \Sigma_{i}^{\mathrm{NN}}=\Sigma^{\mathrm{NN}}$, and $\Sigma_{i}^{\mathrm{SN}}=$ $\left(\Sigma_{i}^{\mathrm{NS}}\right)^{\mathrm{T}}=\mathbf{0}_{m \times d}, \forall i$, then this transformation extracts the signal subspace, i.e., $\mu(\overline{\mathrm{R}} ; \Omega)=\mu(\mathrm{S} ; \Omega)$. Moreover, such a subspace is optimal in the sense of Bayes.

The proof of this corollary is given in the supplemental Appendix E, which can be found at http://computer.org/ tpami/archives.htm and an illustrative example is shown in Fig. 4.

The signal subspace is the $x 0 y$-plane and the noise subspace is the $z$-axis (note the overlap in PDFs along this axis). Fig. 4 also shows that IDA estimates the optimal 2D subspace up to a rotation matrix. Finally, note that, if Corollary 1 holds for RV R , it also holds for $\mathrm{RV} \tilde{\mathrm{R}} \triangleq \boldsymbol{M} \mathrm{R}$, where $\boldsymbol{M} \in \mathbb{R}^{n \times n}$ is an arbitrary nonsingular matrix.

### 3.6 Maximization of the $\mu$-Measure

From the three theorems in Section 3.2, it follows that the following optimization problem is well-posed. Given the
data $\mathrm{R} \in \mathbb{R}^{n}$ and the dimension, $m$, of a feature space, we wish to find a full-rank matrix $\boldsymbol{T} \in \mathbb{R}^{m \times n}$ such that the measure $\mu(\overline{\mathrm{R}} ; \Omega)$ is maximized, i.e.,

$$
\begin{align*}
\boldsymbol{T}^{*}= & \arg \max _{\boldsymbol{T} \in \mathbb{R}^{m \times n}}\{\mu(\overline{\mathrm{R}} ; \Omega): \overline{\mathrm{R}}=\boldsymbol{T} \mathrm{R}\}  \tag{14}\\
& \text { subject to } \boldsymbol{T} \boldsymbol{T}^{\mathrm{T}}=\boldsymbol{I}_{m},
\end{align*}
$$

where, based on Theorem 2, we have replaced the condition $\operatorname{rank}(\boldsymbol{T})=m$ in (14) with the constraint $\boldsymbol{T} \boldsymbol{T}^{\mathrm{T}}=\boldsymbol{I}_{m}$. From (8) and (22) (see the supplemental Appendix C, which can be found at http://computer.org/tpami/archives.htm), the gradient $\partial \mu / \partial \boldsymbol{T} \in \mathbb{R}^{m \times n}$ can be found as

$$
\begin{equation*}
\frac{\partial \mu(\overline{\mathrm{R}} ; \Omega)}{\partial \boldsymbol{T}}=\left(\boldsymbol{T} \boldsymbol{\Sigma} \boldsymbol{T}^{\mathrm{T}}\right)^{-1} \boldsymbol{T} \boldsymbol{\Sigma}-\sum_{i=1}^{c}\left(\boldsymbol{T} \Sigma_{i} \boldsymbol{T}^{\mathrm{T}}\right)^{-1} \boldsymbol{T} \Sigma_{i} p_{i} \tag{15}
\end{equation*}
$$

Unfortunately, the equation $\partial \mu(\overline{\mathrm{R}} ; \Omega) / \partial \boldsymbol{T}=0$ cannot be solved analytically, so the maximization (14) must be performed numerically using gradient-based optimization schemes. However, the Hessian $\partial^{2} \mu / \partial \boldsymbol{T}^{2} \in \mathbb{R}^{m n \times m n}$ can be found analytically as

$$
\begin{equation*}
\frac{\partial^{2} \mu(\overline{\mathrm{R}} ; \Omega)}{\partial \boldsymbol{T}^{2}}=\boldsymbol{A}(\boldsymbol{\Sigma})+\boldsymbol{B}(\boldsymbol{\Sigma})-\sum_{i=1}^{c}\left[\boldsymbol{A}\left(\Sigma_{i}\right)+\boldsymbol{B}\left(\boldsymbol{\Sigma}_{i}\right)\right] p_{i} \tag{16}
\end{equation*}
$$

where the matrix functions $\boldsymbol{A}$ and $\boldsymbol{B}$ are defined by (23) (see Appendix C). Therefore, the maximization (14) is amenable to Newton-based optimization routines. While posed as a constrained optimization problem, (14) can be solved using an unconstrained approach, where, at each iteration, the current solution is projected to the constraint set (see Theorem 2).

## 4 Experimental Results

The performance of IDA was tested experimentally and compared to those of the LDA, ACC, and PF methods. Both LDA and ACC yield feature extraction matrices analytically, therefore, they are easy to implement. For the PF criterion, a parametric model of class-conditional PDFs was used, so that the four criteria are comparable in that they are all secondorder techniques. The IDA and PF extraction matrices were found numerically.

The performances were tested against five data sets taken from the UCI machine learning repository [30] and a data set adopted from [31]. These data sets come from a variety of applications, with various numbers of classes and attributes and various sample sizes (see Table 3). The instances with missing values in data set (b) were ignored throughout the experiments. The performances were evaluated based on the linear and quadratic Bayesian classifiers [25, p.39], with prior probabilities estimated empirically from the data. In addition, for data sets (e) and (f), a support vector machine (SVM) implementation, SVMTorch [32], was used, and all experiments were performed with a Gaussian kernel. For these two data sets, training and test data were specifically designated by their donors; therefore, the DFE matrices and the classifier parameters were estimated from the training data and validated on the test data. The number of test instances is given in Table 3. For all other data sets, a $k$-fold crossvalidation (CV) was used. The justification of the choice of $k$ will be given below.

TABLE 3
Data Sets Used for Performance Assessment

| Data set | Label | $n$ | $c$ | $N_{i}$ | Validation |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Brain | (a) | 8 | 2 | 162 | 10 -fold |
| Heart | (b) | 13 | 2 | 296 | 10 -fold |
| Balance | (c) | 4 | 3 | 625 | 20-fold |
| Vehicle | (d) | 18 | 4 | 846 | 20-fold |
| Satellite | (e) | 36 | 6 | 6435 | 2000 |
| Letter | (f) | 16 | 26 | 20000 | 4000 |

The columns are: $n$ is the number of attributes, $c$ is the number of classes, $N_{i}$ is the number of instances, and Validation is the type of validation or the number of test data.

### 4.1 Performance Evaluation

For data sets (e) and (f), the transformation matrices $\boldsymbol{T}: \mathbb{R}^{n} \rightarrow$ $\mathbb{R}^{m}$ were estimated from the training data, which was then transformed by $\boldsymbol{T}$ to a subspace of appropriate dimension, where the two classifiers were designed. The test data was then transformed by $\boldsymbol{T}$ and the probability of misclassification (error) was computed. Note that the admissible subspace dimensions are $1 \leq m \leq c-1$ for LDA and $1 \leq m \leq n-1$ for the IDA and ACC methods. For data sets (a), (b), (c), and (d), the evaluation consists of the following procedure:

1. Randomly divide the data set into $k$ nonoverlapping folds of equal size.
2. Designate one of the folds as test data and combine the other $k-1$ folds (and possible leftover data) into a single training set.
3. Based on the training set, compute the transformation matrix to a subspace of appropriate dimension, $m$, and design the classifiers based on the transformed training data. Transform the test data in the same
manner, perform the classification, and $\log$ the number of misclassified instances.
4. Repeat Steps 2 and 3 until all the folds are exhausted. Estimate the error as the total number of misclassified cases divided by the total number of test instances [33].
5. Repeat Steps 1 through 4 several (5-10) times to obtain multiple estimates of the error.
The sample mean of the error obtained above is used as the estimate of the probability of misclassification, and its sample variance is used to construct the confidence intervals.

The choice of the number of folds, $k$, for CV is dictated by the bias-variance trade-off. For small values of $k$, a large discrepancy in size between the training set and the data set may overestimate the probability of error [33]. On the other hand, for $k=N_{i}$, also known as leave-one-out CV, the error estimates are almost unbiased, but often with unacceptably high variability [34]. Also, for data with a large number of instances, $N_{i}$, leave-one-out CV can be computationally demanding. It is widely accepted that 10 to 20 -fold CV offers a good bias-variance compromise, and these values are often used as default. As suggested in [33], further improvements in terms of both bias and variance can be obtained by stratification, where the relative class frequencies over folds roughly match those of the original data set. Therefore, for large data sets ( $N_{i}>500$ ), a stratified 20 -fold CV was used (see Table 3 ). Other data sets were tested using a stratified 10 -fold CV.

### 4.2 Analysis of Results

We begin with the analysis of data sets (e) and (f), where only a single cross-validatory run was performed. The respective results are given in Table 4 and Table 5. The errors are calculated based on the four DFE methods and the three classifiers: linear (L), quadratic (Q), and SVM (S). The performance of the classifiers in the original space (FULL) is also shown. In the interest of space, the results for selected subspaces are shown, featuring the smallest error for each method-classifier combination. These optimal error values are shown in bold. The best performance for a given classifier

TABLE 4
The Estimated Error (Percent) for Various DFE Method-Classifier Combinations for Data Set Satellite (e)

| Method | Classifier | Size of feature space ( $m$ ) |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 4 | 5 | 19 | 20 | 27 | 31 | 33 | 36 (FULL) |
| LDA | L | 17.25 | 17.15 | - | - | - | - | - | 17.15 |
|  | Q | 15.30 | 15.50 | - | - | - | - | - | 15.20 |
|  | S (28) | 12.30 | 12.20 | - | - | - | - | - | 8.05 |
| ACC | L | 17.80 | 17.75 | 17.00 | 17.15 | 16.95 | 17.05 | 17.20 | 17.15 |
|  | Q | 15.75 | 15.90 | 14.90 | 14.75 | 15.15 | 14.90 | 15.15 | 15.20 |
|  | S (28) | 13.60 | 12.15 | 9.95 | 9.95 | 8.90 | 8.55 | 8.00 | 8.05 |
| IDA | L | 17.70 | 17.75 | $16.7{ }^{\dagger}$ | 16.90 | 17.15 | 17.30 | 17.10 | 17.15 |
|  | Q | 14.85 | 16.35 | 14.90 | 15.05 | 15.26 | $14.65{ }^{\dagger}$ | 15.15 | 15.20 |
|  | S (28) | 12.70 | 12.05 | 10.10 | 10.00 | 8.90 | 8.25 | $7.85{ }^{\ddagger}$ | 8.05 |
| PF | L | 17.75 | 17.70 | 17.10 | 17.10 | 16.95 | 17.05 | 17.20 | 17.15 |
|  | Q | 14.90 | 16.55 | 14.90 | 14.75 | 15.15 | 14.90 | 15.10 | 15.20 |
|  | S (28) | 13.05 | 12.30 | 9.85 | 9.90 | 8.85 | 8.55 | 8.00 | 8.05 |

TABLE 5
The Estimated Error (Percent) for the Data Set Letter (f)

| Method | Classifier | Size of feature space ( $m$ ) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 11 | 12 | 13 | 14 | 15 | 16 (FULL) |
| LDA | L | 31.13 ${ }^{\dagger}$ | 31.55 | 31.42 | 31.32 | 31.32 | 31.18 |
|  | Q | 18.82 | 17.70 | 15.62 | 14.25 | 12.78 | $12.50{ }^{\dagger}$ |
|  | S (5) | 5.53 | 4.75 | 3.90 | 2.85 | 2.12 | 2.17 |
| ACC | L | 32.20 | 31.37 | 31.65 | 31.57 | 31.55 | 31.18 |
|  | Q | 15.38 | 14.25 | 13.08 | 13.12 | 12.57 | $12.50{ }^{\dagger}$ |
|  | S (5) | 2.67 | 2.57 | 2.33 | 2.23 | 2.02 | 2.17 |
| IDA | L | 32.83 | 31.60 | 31.75 | 31.72 | 31.37 | 31.18 |
|  | Q | 15.38 | 14.10 | 13.38 | 13.25 | 12.65 | 12.50 ${ }^{\dagger}$ |
|  | S (5) | 3.05 | 2.33 | 2.30 | 2.33 | $1.97{ }^{\ddagger}$ | 2.17 |
| PF | L | 32.25 | 32.15 | 31.52 | 31.35 | 31.45 | 31.18 |
|  | Q | 16.32 | 15.10 | 13.40 | 12.93 | 12.70 | 12.50 ${ }^{\dagger}$ |
|  | S (5) | 3.02 | 2.62 | 2.33 | 2.25 | 2.20 | 2.17 |

is marked by $\dagger$ and the best overall performance is marked by $\ddagger$. The performance of the SVM classifier depends on the standard deviation of the Gaussian kernel and the chosen value is shown in the parentheses. To minimize the variability in performance, the feature extraction matrices of the LDA, ACC, and PF methods were orthonormalized prior to classification. This renders all four transformations volume preserving and, so, their performances for a single choice of the kernel are comparable. For generalizable results, both the kernel and the subspace dimension, $m$, must be estimated from the training data. These could be accomplished, for example, through internal CV over the training sets. In general, this is a computationally expensive procedure and, since the goal of this analysis is to merely compare the performances of various DFE techniques under identical classifiers, no effort was made to optimize the kernel individually for each feature set and/or DFE method.

Based on these results, we make two general observations. First, the SVM classifier uniformly outperforms the quadratic classifier, which is uniformly better than the linear classifier. Second, for both data sets, the best overall performance is
based on IDA. In particular, for data set (e), the best results for all three classifiers were observed with the IDA method. For data set (f), however, the results are somewhat mixed, and the performances of the four methods are more comparable. These results are consistent with Section 3.3, where the advantage of IDA was shown to be more substantial on difficult classification problems (measured here by the ratio of ( $1-$ error $)$ and ( $1-$ chance error $)$ ). Also, note that the best error rates per classifier were typically achieved in the subspace of lower dimension than that of the original space, thus underscoring the benefits of the dimensionality reduction. The data sets (e) and (f) were also benchmarked by Torkkola [24], who used a nonparametric mutual information with quadratic entropies as an objective function for finding the optimal DFE matrix. In essence, his technique is equivalent to the PF measure, with the Parzen window estimates of the class-conditional PDFs. While the choice of a Gaussian kernel was not disclosed in [24], the reported optimal error rates with SVMTorch were 10.3 percent for Satellite data and 7.5 percent for Letter data (inferior to the results reported here). Apart from being computationally complex, his method apparently had difficulties with the extraction of high-dimensional subspaces ( $m>15$ for data set (e) and $m>8$ for data set (f)).

We now turn to the analysis of the remaining data sets, where the $k$-fold CV was used. The results are summarized in Tables $6,7,8$, and 9 . The errors are shown only for selected subspaces, where at least one method-classifier combination attains a minimum. In addition, standard deviation bounds, estimated from multiple runs of CV, are shown. For a given classifier, the best performance over all DFE methods is marked by $\dagger$, while $\ddagger$ marks the best overall performance. For each classifier-feature space combination, the error estimates that are significantly different (sign test, $\mathrm{p}=0.05$ ) from the best error of that combination are given in boldface. For example, the smallest error for the Q-5 combination (Table 6), corresponds to IDA features. This value is significantly different from that of ACC features, but not significantly different from the error corresponding to PF features.

### 4.2.1 General Performance

As with the previous data sets, we note that the quadratic classifier is generally superior to the linear classifier. Also, note that the average error rates over many subspace

TABLE 6
The Estimated Error (Percent) and Standard Deviation (Percent) for Data Set Brain (a)

| Method | Classifier | Size of feature space ( $m$ ) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 1 | 3 | 4 | 5 | 6 | 8 (FULL) |
| LDA | L | $29.25 \pm 1.31$ | - | - | - | - | $29.25 \pm 1.31$ |
|  | Q | $28.75 \pm 1.51$ | - | - | - | - | $28.50 \pm 1.48$ |
| ACC | L | $\mathbf{3 2 . 5 0} \pm 2.50$ | $32.12 \pm 2.60$ | $30.69 \pm 1.95$ | $30.12 \pm 2.34$ | $29.38 \pm 2.25$ | $29.25 \pm 1.31$ |
|  | Q | $\mathbf{3 3 . 0 6} \pm 2.66$ | $\mathbf{2 9 . 0 0} \pm 1.70$ | $\mathbf{2 8 . 6 9} \pm 1.62$ | $\mathbf{2 9 . 1 2} \pm 1.90$ | $\mathbf{2 9 . 9 4} \pm 1.64$ | $28.50 \pm 1.48$ |
| IDA | L | $29.19^{\dagger} \pm 0.79$ | $31.00 \pm 0.89$ | $29.56 \pm 1.56$ | $29.31 \pm 1.29$ | $29.38 \pm 1.25$ | $29.25 \pm 1.31$ |
|  | Q | $27.50 \pm 1.40$ | $25.94 \pm 1.09$ | $26.50 \pm 1.88$ | $26.69 \pm 0.79$ | $28.81 \pm 2.19$ | $\mathbf{2 8 . 5 0} \pm 1.48$ |
| PF | L | $30.81 \pm 2.41$ | $31.06 \pm 0.89$ | $30.38 \pm 1.61$ | $29.56 \pm 1.81$ | $29.44 \pm 1.71$ | $29.25 \pm 1.31$ |
|  | Q | $\mathbf{3 0 . 1 9} \pm 2.81$ | $26.56 \pm 1.46$ | $\mathbf{2 7 . 8 8} \pm 1.68$ | $26.81 \pm 0.65$ | $\mathbf{2 9 . 4 4} \pm 2.04$ | $28.50 \pm 1.48$ |

TABLE 7
The Estimated Error (Percent) and Standard Deviation (Percent) for Heart Data (b)

| Method | Classifier | Size of feature space ( $m$ ) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 1 | 2 | 10 | 11 | 13 (FULL) |
| LDA | L | $\mathbf{1 5 . 8 6} \pm 0.62$ | - | - | - | $15.86 \pm 0.62$ |
|  | Q | $\mathbf{1 6 . 1 7} \pm 0.39$ | - | - | - | $17.31 \pm 1.22$ |
| ACC | L | $\mathbf{1 7 . 5 2} \pm 1.44$ | $\mathbf{1 6 . 7 9} \pm 1.25$ | $16.03 \pm 0.89$ | $15.72 \pm 0.90$ | $15.86 \pm 0.62$ |
|  | Q | $\mathbf{1 7 . 7 2} \pm 1.57$ | $18.41 \pm 1.49$ | $17.03 \pm 0.76$ | $17.28 \pm 1.06$ | $17.31 \pm 1.22$ |
| IDA | L | $15.14 \pm 0.45$ | $15.10^{\ddagger} \pm 0.53$ | $16.07 \pm 0.38$ | $15.90 \pm 0.50$ | $\mathbf{1 5 . 8 6} \pm 0.62$ |
|  | Q | $15.28^{\dagger} \pm 0.44$ | $18.34 \pm 0.84$ | $16.76 \pm 1.05$ | $17.31 \pm 1.12$ | $\mathbf{1 7 . 3 1} \pm 1.22$ |
| PF | L | $\mathbf{1 6 . 0 5} \pm 0.79$ | $\mathbf{1 6 . 0 2} \pm 0.75$ | $15.97 \pm 0.54$ | $15.90 \pm 0.59$ | $15.86 \pm 0.62$ |
|  | Q | $\mathbf{1 6 . 6 0} \pm 0.64$ | $18.03 \pm 0.85$ | $16.69 \pm 1.06$ | $17.28 \pm 1.25$ | $17.31 \pm 1.22$ |

dimensions remain smaller than those in the full space, thus confirming that a gain in performance can be achieved by reducing the dimensionality of the problem (see Section 2).

### 4.2.2 Peak Performance

The average error rates of the IDA method compare favorably to those of other techniques for many subspace dimensions $m$. As indicated earlier, this advantage seems to correlate with the difficulty of the classification problem. In particular, for data set (a), with the achieved error rates of nearly 30 percent, IDA is uniformly (over all $m$ ) superior to other DFE methods. Also, note that many of these performance differences are statistically significant, especially for the quadratic classifier. In addition, the best linear and quadratic classifier error rates are those of IDA, with the best overall performance significantly different from the best performances of other techniques. The only exception is the PF method, which, as predicted by our analysis in Section 3.3, approaches the performance of the IDA method when the classes are highly overlapped. A similar analysis applies to other data sets, where the advantages of IDA persist but are not as convincing as in the case of Brain data. Clearly, the class separability in data set (b) is much better than the separability in data set (a), as can be seen by comparing the

TABLE 8
The Estimated Error (Percent) and the Standard Deviation (Percent) for Balance Data (c)

| Method | Classifier | Size of feature space ( $m$ ) |  |
| :---: | :---: | :---: | :---: |
|  |  | 1 | 4 (FULL) |
| LDA | L | $\mathbf{1 2 . 9 7} \pm 0.37$ | $12.97 \pm 0.37$ |
|  | Q | $8.40^{\ddagger} \pm 0.13$ | $8.43 \pm 0.17$ |
| ACC | L | $\mathbf{1 2 . 8 7} \pm 0.31$ | $12.97 \pm 0.37$ |
|  | Q | $8.40^{\ddagger} \pm 0.13$ | $8.43 \pm 0.17$ |
| IDA | L | $12.13^{\dagger} \pm 0.56$ | $\mathbf{1 2 . 9 7} \pm 0.37$ |
|  | Q | $8.40^{\ddagger} \pm 0.13$ | $8.43 \pm 0.17$ |
| PF | L | $\mathbf{1 2 . 9 0} \pm 0.25$ | $12.97 \pm 0.37$ |
|  | Q | $8.40^{\ddagger} \pm 0.13$ | $8.43 \pm 0.17$ |

attained error rates. Nevertheless, the differences in the best error rates of the IDA method and the other three techniques are still statistically significant. Note that the optimal subspace dimensions for data sets (a) and (b) are relatively low $m \in[1,3]$, consistent with a small number of classes in these data. The performance of IDA on data set (c) is comparable to that of other techniques, most notably due to a high separability of classes, although IDA slightly outperforms other techniques under the linear classifier. Note that the optimal subspace dimension is $m=1$, regardless of the classifier choice. Finally, the performance of IDA on data set (d) is relatively poor for low-dimensional feature space, especially when compared to LDA, but the performance improves in higher dimensions. In particular, the best linear and quadratic classifier errors are those of IDA. While the best linear classifier result is significantly better than those of other methods, the best quadratic classifier performance is superior to the LDA method only. Note that the performance of LDA is seriously limited by the constraint $m \leq c-1$.

### 4.2.3 Statistical Significance

To compare the performances of two techniques on certain data, statistical tests are necessary to establish the significance of results. To gather the sufficient statistics for small data sets, data is typically resampled (e.g., holdout, cross-validation, bootstrap [33]). The major problem with this data recycling is that observations violate the independence assumption necessary for further statistical tests. As a consequence, the mere repetition of a $k$-fold CV will render the performances of any two methods statistically significant (type I error). On the other hand, variability arising from resampling of small data sets [35] may impose differences between two methods that are not genuine (type II error). Dietterich [35] developed a statistical test for a classifier comparison by balancing the two types of errors. When applied to our data, this statistical test produced rather inconsistent results, presumably due to a violation of the many assumptions required by the test. Therefore, a simple sign test on the error samples was performed. Based on these remarks, it should be clear that caution must be exercised when discussing the statistical significance of the results in Section 4.2.2.

TABLE 9
The Estimated Error (Percent) and Standard Deviation (Percent) for Vehicle Data (d)

| Method | Classifier | Size of feature space ( $m$ ) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 3 | 10 | 14 | 15 | 16 | 18 (FULL) |
| LDA | L | $22.08 \pm 0.61$ | - | - | - |  | $22.08 \pm 0.61$ |
|  | Q | $20.90 \pm 0.71$ | - | - | - |  | $14.36 \pm 0.42$ |
| ACC | L | $\mathbf{2 5 . 4 6} \pm 0.39$ | $21.51 \pm 0.79$ | $22.44 \pm 0.54$ | $22.33 \pm 0.66$ | $\mathbf{2 1 . 9 2} \pm 0.44$ | $22.08 \pm 0.61$ |
|  | Q | $\mathbf{2 4 . 7 9} \pm 0.71$ | $15.49 \pm 0.81$ | $13.92 \pm 0.73$ | $13.90 \pm 0.76$ | $14.05 \pm 0.58$ | $14.36 \pm 0.42$ |
| IDA | L | $\mathbf{3 2 . 0 5} \pm 0.59$ | $\mathbf{2 3 . 2 6} \pm 0.46$ | $22.51 \pm 0.90$ | $22.46 \pm 0.80$ | $21.23^{\dagger} \pm 0.45$ | $\mathbf{2 2 . 0 8} \pm 0.61$ |
|  | Q | $\mathbf{2 4 . 2 6} \pm 0.27$ | $15.59 \pm 0.48$ | $13.59^{\ddagger} \pm 0.76$ | $13.82 \pm 0.80$ | $14.00 \pm 0.56$ | $\mathbf{1 4 . 3 6} \pm 0.42$ |
| PF | L | $\mathbf{2 6 . 8 7} \pm 0.43$ | $\mathbf{2 2 . 2 6} \pm 0.64$ | $21.92 \pm 0.87$ | $22.38 \pm 0.54$ | $\mathbf{2 1 . 8 5} \pm 0.38$ | $22.08 \pm 0.61$ |
|  | Q | $\mathbf{2 4 . 8 5} \pm 0.53$ | $15.62 \pm 0.30$ | $13.72 \pm 0.77$ | $13.79 \pm 0.56$ | $14.18 \pm 0.65$ | $14.36 \pm 0.42$ |

## 5 Discussion

We discuss several points related to the implementation and performance of the IDA method.

### 5.1 Optimization

Both the gradient (15) and the Hessian (16) can be calculated analytically, thus the maximization of the $\mu$-measure is amenable to fast optimization techniques based on Newton's method, such as the trust-region technique [36]. All optimization routines were implemented with the MATLAB © $\mathbb{C}$ Optimization Toolbox. The convergence rates of the trustregion method varied across the data sets, but single iterations were generally very fast (a fraction of a second to a couple of seconds), even for problems with the dimension of several hundreds. Supplying the Hessian speeds up optimization procedure by an order of a magnitude. Since the Hessian calculation involves a manipulation of matrices in $\mathbb{R}^{m n \times m n}$, the computation speed will necessarily saturate for large-scale problems. It was observed empirically that, when $m n>1,000$, a standard conjugate gradient method was a faster optimization scheme, even though it does not facilitate the curvature information. Repeated optimization runs with 10 randomized initial conditions yielded solutions with less than $10^{-8}$ percent of relative improvement over a single optimization run. These improvements are comparable to the relative tolerance of the optimization routine and suggest that the optimal results were independent of the choice of initial condition. Experiments with simulated annealing [37] using an exponential annealing schedule were not able to improve upon the best solution obtained through random restarts; therefore, the maximization of the $\mu$-measure does not appear prone to the problem of local maxima, at least for data studied in this paper. Choosing a good initial condition, however, speeds up the overall computation considerably. The feature extraction matrix of the ACC method and, when admissible, the LDA method, were used as an initial guess for the optimization problem (14). In many cases, the $\mu$-measure in the LDA and ACC feature subspace was very close to the optimal $\mu$-measure found by IDA ( $<1$ percent in some cases). Thus, LDA and ACC provide a good initial condition for the maximization of $\mu$ and, in turn, its fast convergence. A similar initialization approach was used in [24].

### 5.2 Singular Covariance Matrices

Since second-order techniques involve covariance matrices, problems may arise if these matrices are singular. This, for example, often happens in the so-called small sample size problems [1, p. 39], such as image classification, where the dimension of data, $n$, exceeds the number of data instances. As this is a problem commonly faced by many second-order techniques, including LDA, there have been a number of proposed solutions, ranging from the removal of data singularities through PCA [17], to various shrinkage approaches [38]. Some recent solutions to the small sample size problem in the context of LDA include various covariance matrix subspace decompositions [39], [40] and combining the discriminatory information over the subspaces.

The $\mu$-measure (8) becomes ill-defined if any of the covariance matrices $\Sigma_{i}$ are singular. However, one benefit of IDA, over LDA and ACC in particular, is that it does not deal with covariance matrices $\Sigma_{i}$ directly, rather, it relies on their feature space representation $\boldsymbol{T} \boldsymbol{\Sigma}_{i} \boldsymbol{T}^{\mathrm{T}}$. It follows immediately that $\operatorname{rank}\left(\boldsymbol{T} \Sigma_{i} \boldsymbol{T}^{\mathrm{T}}\right)=\min \left\{m, r_{i}\right\}$, where $r_{i}$ is the rank of $\Sigma_{i}$. Therefore, as long as the size of the feature space is smaller than the rank of $\Sigma_{i}$, the $\mu$-measure and its subsequent optimization will be well-defined. In the small sample size problems, $r_{i}$ is typically linked to the number of training instances, $n_{i}$, in class $\omega_{i}$, i.e., $r_{i}=n_{i}-1$, while $m$ is small by design and, so, the assumption $m<r_{i}$ is welljustified. Extending $m$ beyond $r_{i}$ would require the use of aforementioned techniques, such as covariance shrinkage. In addition, subspace decompositions, proposed in [39], [40], may provide some computational savings by removing large uninformative subspaces.

### 5.3 Performance

In general, the parametric form (8) of the $\mu$-measure can be viewed as an approximation of the $\mu$-measure (6) when class-conditional PDFs are replaced by their second order approximations and, so, the $\mu$-measure (8) is ideally suited for Gaussian classes. While Fig. 1 and extensive Monte Carlo simulations (Section 3.3) indicate that IDA works well for non-Gaussian classes, we also comment on the implications of the second order approximation on experimental data. Consider, for example, data sets (e) and (f), where classes are known to deviate from the Gaussian assumption [24], and consider the performance of the SVM classifier in the
full space (Table 4 and Table 5), which is Gaussian assumption-free. Evidently, the performances are comparable (even inferior) to the peak performance of IDA and other second-order techniques. This suggests that the violation of the Gaussian assumption is not critical for the performance of IDA. In cases where classes deviate significantly from the Gaussian assumption, IDA (and any other second-order technique) may yield suboptimal solutions; though as long as the first two statistical moments contain discriminatory information, IDA is expected to perform well.

Although the number of analyzed data sets in this study is limited (9), data comes from a variety of domains, with a diverse number of classes, attributes, and sample sizes. In addition, many experimental data sets contain a combination of continuous, discrete, and nominal attributes. Because of this data diversity, we hope that the conclusions of this study will hold in a more general set-up. Based on the results presented in Tables 1, 2, 3, 4, 5, 6, 7, 8, and 9, it follows that IDA outperforms other methods according to many criteria such as: the number of best performances, the number of best overall performances and the optimality margin. Even when suboptimal, the performance of the IDA method remains relatively close to the optimal performance. We conclude that, among the DFE methods tested on the nine data sets, IDA is the best single technique.

Clearly, the IDA technique is computationally more demanding than the ACC method and especially the LDA method. Since the absolute improvements of IDA are modest ( $<7.5$ percent for LDA; $<2.75$ percent for ACC), it is worth addressing the question of IDA's justifiability. First note that the $\mu$-measure (8), the gradient (15), and the Hessian (16) are available analytically. Moreover, they involve simple matrix manipulations. The optimization problem (14) can be solved using standard algorithms (trust-region and conjugate gradients), which are readily available. Finally, once the LDA (ACC) feature extraction matrix is available as an initial guess for the IDA matrix, the solution is typically found in only a few iterations. Even if a random initial condition is used, the solution is available within seconds (minutes for large-scale problems). This is not the case for the PF method and related probabilistic dependence measures [14], which are computationally much more intense, even when the parametric class models are assumed. While available analytically, the expression for the PF measure involves $\mathcal{O}\left(c^{3}\right)$ terms. Thus, PF will be very slow for problems involving a large number of classes (e.g., data set (f)). Similarly, the expression for the gradient is equally complex and there are no known expressions for the Hessian, which limit the practical applicability of the PF measure. In summary, IDA offers a computationally feasible alternative to other linear DFE methods.

## 6 Conclusion

Using elementary information-theoretic tools, we have developed a novel linear DFE method, conveniently called IDA. The method facilitates the maximization of a measure, $\mu$, which, under the parametric class-conditional PDF models, can be analytically computed from the data. We have shown that the $\mu$-measure has many interesting properties that are reminiscent of the mutual information and the Bayes error.

If the classes conform to the homoscedastic Gaussian conditions, IDA reduces to the classical LDA technique and is an optimal feature extraction technique in the sense of Bayes. For two closely centered heteroscedastic Gaussian classes, the $\mu$-measure reduces to the Chernoff distance. Sufficient conditions for the optimality of IDA in the sense of Bayes have been given for heteroscedastic Gaussian classes. We have justified the use of the $\mu$-measure as a class-separability criterion by showing how it relates to the differences in the classconditional means and the class-conditional covariances, which, in turn, makes IDA suitable for heteroscedastic data.

Finally, we have tested the performance of the IDA method, and several related second-order techniques, on a number of simulated and real-world data sets. We have demonstrated, both theoretically and experimentally, that, when class-conditional PDFs are highly overlapped, the IDA method outperforms other second-order techniques, and as the classes are more separated, the performance of IDA approaches that of the other methods. Since the estimation of the IDA feature extraction matrix is computationally feasible, IDA should be considered as an alternative to other linear DFE methods.
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## Appendix I

## Proof of Proposition 1

It follows from (8) that

$$
\begin{aligned}
\mu(\mathrm{R} ; \Omega) & =\frac{1}{2}\left[\log \left(\left|\boldsymbol{\Sigma}_{\mathrm{W}}+\sum_{i=1}^{c} \tilde{\boldsymbol{m}}_{i} \tilde{\boldsymbol{m}}_{i}^{\mathrm{T}} p_{i}\right|\right)\right. \\
& \left.-\sum_{i=1}^{c} \log \left(\left|\boldsymbol{\Sigma}_{i}\right|\right) p_{i}\right]
\end{aligned}
$$

where $\Sigma_{\mathrm{W}} \triangleq \sum_{i=1}^{c} \Sigma_{i} p_{i}$. Based on (22) (see Appendix III), followed by the chain rule, we obtain

$$
\frac{\partial \mu}{\partial \tilde{\boldsymbol{m}}_{j}}=p_{j}\left[\boldsymbol{\Sigma}_{\mathrm{W}}+\sum_{i=1}^{c} \tilde{\boldsymbol{m}}_{i} \tilde{\boldsymbol{m}}_{i}^{\mathrm{T}} p_{i}\right]^{-1} \tilde{\boldsymbol{m}}_{j}
$$

To prove (10), it suffices to show that $\left[\boldsymbol{\Sigma}_{\mathrm{W}}+\sum_{i=1}^{c} \tilde{\boldsymbol{m}}_{i} \tilde{\boldsymbol{m}}_{i}{ }^{\mathrm{T}} p_{i}\right]^{-1}$ is a positive definite matrix, which follows readily after noting that $\Sigma_{\mathrm{W}}>0$ and $\left[\sum_{i=1}^{c} \tilde{\boldsymbol{m}}_{i} \tilde{\boldsymbol{m}}_{i}{ }^{\mathrm{T}} p_{i}\right]>0$.

## Appendix II

## Proof of Proposition 2

Based on (8) and (21) we calculate $\partial \mu / \partial \tilde{\boldsymbol{\Sigma}}_{j}$ as

$$
\frac{\partial \mu}{\partial \tilde{\boldsymbol{\Sigma}}_{j}}=\frac{p_{j}}{2}\left[\boldsymbol{\Sigma}^{-1}-\boldsymbol{\Sigma}_{j}^{-1}\right]
$$

To prove (11) we need to show $\left\langle\boldsymbol{\Sigma}^{-1}-\Sigma_{j}^{-1}: \Sigma_{j}-\boldsymbol{\Sigma}\right\rangle>0$. This condition can be written as

$$
\boldsymbol{e}^{\mathrm{T}}\left[\left(\boldsymbol{\Sigma}^{-1}-\boldsymbol{\Sigma}_{j}^{-1}\right) \circ\left(\boldsymbol{\Sigma}_{j}-\boldsymbol{\Sigma}\right)\right] \boldsymbol{e}>0
$$

where $\boldsymbol{e} \triangleq[1,1, \cdots, 1]^{\mathrm{T}} \in \mathbb{R}^{n}$, and $\circ$ denotes the Hadamard product (see Appendix IV). Based on the properties 2) and 5) of the Hadamard product (see Appendix IV), the expression above reduces to ${ }^{8}$

$$
\begin{equation*}
\boldsymbol{e}^{\mathrm{T}}\left(\boldsymbol{\Sigma}^{-1} \circ \boldsymbol{\Sigma}_{j}+\boldsymbol{\Sigma}_{j}^{-1} \circ \boldsymbol{\Sigma}\right) \boldsymbol{e}>2 n \tag{17}
\end{equation*}
$$

${ }^{8} \mathrm{~A}$ less strict version of the condition (17), written as $\boldsymbol{\Sigma}^{-1} \circ \boldsymbol{\Sigma}_{j}+\boldsymbol{\Sigma}_{j}^{-1} \circ \boldsymbol{\Sigma} \geq 2 \boldsymbol{I}$, was proven in [41].

Based on the property 6), the term on the left hand side of (17), denoted by L, satisfies the following

$$
\begin{align*}
& \text { case (1): } \mathrm{L}=\boldsymbol{e}^{\mathrm{T}}\left[\left(\Sigma \circ \Sigma_{j}^{-1}\right)^{-1}+\Sigma_{j}^{-1} \circ \Sigma\right] \boldsymbol{e}  \tag{18}\\
& \Sigma_{j}, \Sigma-\text { diagonal } \\
& \text { case (2): } \mathrm{L}>\boldsymbol{e}^{\mathrm{T}}\left[\left(\Sigma \circ \Sigma_{j}^{-1}\right)^{-1}+\Sigma_{j}^{-1} \circ \Sigma\right] \boldsymbol{e}  \tag{19}\\
& \text { otherwise }
\end{align*}
$$

We proceed by noting that the matrix $\left(\Sigma \circ \Sigma_{j}^{-1}\right)^{-1}+\Sigma_{j}^{-1} \circ \Sigma$ is symmetric [property 3)], therefore its eigenvectors $\left\{\boldsymbol{v}_{i}: i=1,2, \cdots, n\right\}$ form an orthonormal basis in $\mathbb{R}^{n}$. Write $\boldsymbol{e}$ in this new basis as $\boldsymbol{e}=\sum_{i=1}^{n} g_{i} \boldsymbol{v}_{i}$, where $g_{i} \triangleq\left\langle\boldsymbol{e}, \boldsymbol{v}_{i}\right\rangle$, and observe that $\boldsymbol{e}^{\mathrm{T}}\left[\left(\boldsymbol{\Sigma} \circ \boldsymbol{\Sigma}_{j}^{-1}\right)^{-1}+\boldsymbol{\Sigma}_{j}^{-1} \circ \boldsymbol{\Sigma}\right] \boldsymbol{e}=\sum_{i=1}^{n} g_{i}^{2} \alpha_{i}$, where $\alpha_{i}$ are the eigenvalues corresponding to the eigenvectors $\boldsymbol{v}_{i}$. Based on the property 1) and the properties of invertible matrices we note that $\alpha_{i}=\lambda_{i}+1 / \lambda_{i}$, where $\lambda_{i}$ are the eigenvalues of $\boldsymbol{\Sigma}_{j}^{-1} \circ \boldsymbol{\Sigma}$. Finally, observe that $\boldsymbol{\Sigma}_{j}^{-1} \circ \boldsymbol{\Sigma}$ is a positive definite matrix [property 4)], therefore $\lambda_{i}>0, \forall i$. Thus $\min _{\lambda>0}\{\lambda+1 / \lambda\}=2$, and the minimum is attained at $\lambda=1$. Based on these observations we have

$$
\begin{array}{r}
\boldsymbol{e}^{\mathrm{T}\left[\left(\boldsymbol{\Sigma} \circ \boldsymbol{\Sigma}_{j}^{-1}\right)^{-1}+\boldsymbol{\Sigma}_{j}^{-1} \circ \boldsymbol{\Sigma}\right] \boldsymbol{e}} \\
\geq 2 \sum_{i=1}^{n} g_{i}^{2}=2 n \tag{20}
\end{array}
$$

and the equality holds if and only if $\boldsymbol{e}$ is the eigenvector of $\Sigma_{j}^{-1} \circ \boldsymbol{\Sigma}$ corresponding to $\lambda=1$. Therefore, for the case (2) the condition (17) follows directly from (19) and (20). A similar argument applies to the case (1), the only concern arising when (20) holds with equality. But in this case, the condition $\left(\boldsymbol{\Sigma}_{j}^{-1} \circ \boldsymbol{\Sigma}\right) \boldsymbol{e}=\boldsymbol{e}$ imposes that the row sums of the matrix $\boldsymbol{\Sigma}_{j}^{-1} \circ \boldsymbol{\Sigma}$ are 1, which for diagonal matrices $\Sigma_{j}$ and $\Sigma$ yields $\Sigma_{j}=\Sigma$. This, however, contradicts our assumption $\tilde{\Sigma}_{j} \neq \boldsymbol{0}_{n}$.

## Appendix III

## Derivatives of Functions of Matrices

Let $f: \mathbb{R}^{m \times n} \rightarrow \mathbb{R}$ be a differentiable function of a matrix $\boldsymbol{T} \in \mathbb{R}^{m \times n}$. We define $\partial f / \partial \boldsymbol{T}$ as an $m \times n$ matrix such that $[\partial f / \partial \boldsymbol{T}]_{i, j} \triangleq \partial f / \partial T_{i, j}$. Let $\Psi: \mathbb{R}^{m \times n} \rightarrow \mathbb{R}^{p \times q}$ be a differentiable function of a matrix $\boldsymbol{T} \in \mathbb{R}^{m \times n}$. We define $\partial \boldsymbol{\Psi} / \partial \boldsymbol{T}$ as a $p q \times m n$ matrix such that
$[\partial \boldsymbol{\Psi} / \partial \boldsymbol{T}]_{(j-1) p+i,(l-1) m+k} \triangleq \partial \Psi_{i, j} / \partial T_{k, l}$. We list some important rules and identities for the differentiation of functions of matrices [42], [43]. Unless otherwise noted, it is assumed that $\boldsymbol{T} \in \mathbb{R}^{m \times n}, \Psi: \mathbb{R}^{r \times s} \rightarrow \mathbb{R}^{p \times q}$ and $\boldsymbol{\Phi}: \mathbb{R}^{m \times n} \rightarrow \mathbb{R}^{r \times s}$ are differentiable functions of their respective variables.

1) $\partial|\boldsymbol{T}| / \partial \boldsymbol{T}=\operatorname{adj}^{\mathrm{T}}(\boldsymbol{T})$, where $\boldsymbol{T} \in \mathbb{R}^{n \times n}$.
2) $\partial \boldsymbol{T} / \partial \boldsymbol{T}=\boldsymbol{I}_{n} \otimes \boldsymbol{I}_{m}$, where $\otimes$ stands for the Kronecker product [44].
3) $\partial \boldsymbol{T}^{-1} / \partial \boldsymbol{T}=-\left(\boldsymbol{T}^{-\mathrm{T}} \otimes \boldsymbol{T}^{-1}\right)$, where $\boldsymbol{T} \in \mathbb{R}^{n \times n}$ is a non-singular matrix.
4) Product rule: $\partial[\boldsymbol{U} \boldsymbol{V}] / \partial \boldsymbol{T}=\left(\boldsymbol{I}_{r} \otimes \boldsymbol{U}\right) \partial \boldsymbol{V} / \partial \boldsymbol{T}+\left(\boldsymbol{V}^{\mathbf{T}} \otimes \boldsymbol{I}_{p}\right) \partial \boldsymbol{U} / \partial \boldsymbol{T}$, where $\boldsymbol{U}: \mathbb{R}^{m \times n} \rightarrow \mathbb{R}^{p \times q}$ and $\boldsymbol{V}: \mathbb{R}^{m \times n} \rightarrow \mathbb{R}^{q \times r}$ are differentiable functions of $\boldsymbol{T}$.
5) Chain rule: $\partial[\boldsymbol{\Psi}(\boldsymbol{\Phi}(\boldsymbol{T}))] / \partial \boldsymbol{T}=[\partial \boldsymbol{\Psi} / \partial \boldsymbol{\Phi}][\partial \boldsymbol{\Phi}(\boldsymbol{T}) / \partial \boldsymbol{T}]$.

From the foregoing, we have the following useful results:

- If $\boldsymbol{T} \in \mathbb{R}^{n \times n}$ is an invertible matrix with $|\boldsymbol{T}|>0$, then

$$
\begin{equation*}
\frac{\partial \log (|\boldsymbol{T}|)}{\partial \boldsymbol{T}}=\boldsymbol{T}^{-\mathrm{T}} \tag{21}
\end{equation*}
$$

- Let $\boldsymbol{T} \in \mathbb{R}^{m \times n}(m<n)$ be a full-rank matrix, and let $\boldsymbol{\Sigma} \in \mathbb{R}^{n \times n}$ be a symmetric positive definite matrix. From (21) and the chain rule we have

$$
\begin{equation*}
\frac{\partial \log \left(\left|\boldsymbol{T} \boldsymbol{\Sigma} \boldsymbol{T}^{\mathrm{T}}\right|\right)}{\partial \boldsymbol{T}}=2\left(\boldsymbol{T} \boldsymbol{\Sigma} \boldsymbol{T}^{\mathrm{T}}\right)^{-1} \boldsymbol{T} \boldsymbol{\Sigma} \tag{22}
\end{equation*}
$$

- Similarly, based on the product rule and the chain rule we write

$$
\begin{aligned}
\frac{\partial\left(\boldsymbol{T} \boldsymbol{\Sigma} \boldsymbol{T}^{\mathrm{T}}\right)}{\partial \boldsymbol{T}} & =\left(\boldsymbol{I}_{m} \otimes \boldsymbol{T} \boldsymbol{\Sigma}\right) \frac{\partial \boldsymbol{T}^{\mathrm{T}}}{\partial \boldsymbol{T}} \\
& +\left(\boldsymbol{T} \otimes \boldsymbol{I}_{m}\right) \frac{\partial(\boldsymbol{T} \boldsymbol{\Sigma})}{\partial \boldsymbol{T}} \\
& =\left(\boldsymbol{I}_{m} \otimes \boldsymbol{T} \boldsymbol{\Sigma}\right) \Theta \\
& +\left(\boldsymbol{T} \boldsymbol{\Sigma} \otimes \boldsymbol{I}_{m}\right) \triangleq \boldsymbol{C}(\boldsymbol{\Sigma})
\end{aligned}
$$

where we have used the fact that $\left(\boldsymbol{T} \otimes \boldsymbol{I}_{m}\right)\left(\boldsymbol{\Sigma} \otimes \boldsymbol{I}_{m}\right)=\left(\boldsymbol{T} \boldsymbol{\Sigma} \otimes \boldsymbol{I}_{m}\right)$. The matrix $\Theta \in$ $\mathbb{R}^{m n \times m n}$ is a sparse matrix with $\left\{\Theta_{(j-1) n+i,(i-1) m+j}=1 \mid i=1, \cdots, n ; j=1, \cdots, m\right\}$ and all other elements 0 .

- Finally, based on the product rule we find the derivative of the main term in (22) as

$$
\frac{\partial\left[\left(\boldsymbol{T} \boldsymbol{\Sigma} \boldsymbol{T}^{\mathrm{T}}\right)^{-1} \boldsymbol{T} \boldsymbol{\Sigma}\right]}{\partial \boldsymbol{T}}=\boldsymbol{A}(\boldsymbol{\Sigma})+\boldsymbol{B}(\boldsymbol{\Sigma})
$$

where from the chain rule we have

$$
\begin{align*}
\boldsymbol{A}(\boldsymbol{\Sigma})= & {\left[\boldsymbol{I}_{n} \otimes\left(\boldsymbol{T} \boldsymbol{\Sigma} \boldsymbol{T}^{\mathrm{T}}\right)^{-1}\right]\left(\boldsymbol{\Sigma} \otimes \boldsymbol{I}_{m}\right) } \\
\boldsymbol{B}(\boldsymbol{\Sigma})= & -\left(\boldsymbol{\Sigma} \boldsymbol{T}^{\mathrm{T}} \otimes \boldsymbol{I}_{m}\right)  \tag{23}\\
& {\left[\left(\boldsymbol{T} \boldsymbol{\Sigma} \boldsymbol{T}^{\mathrm{T}}\right)^{-\mathrm{T}} \otimes\left(\boldsymbol{T} \boldsymbol{\Sigma} \boldsymbol{T}^{\mathrm{T}}\right)^{-1}\right] \boldsymbol{C}(\boldsymbol{\Sigma}) }
\end{align*}
$$

where $\boldsymbol{A}(\boldsymbol{\Sigma}), \boldsymbol{B}(\boldsymbol{\Sigma}) \in \mathbb{R}^{m n \times m n}$.

## Appendix IV

## Some Properties of Hadamard Product

The Hadamard (elementwise) product of two matrices $\boldsymbol{A}$ and $\boldsymbol{B}$ of the same size is defined as $[\boldsymbol{A} \circ \boldsymbol{B}]_{i, j} \triangleq A_{i, j} B_{i, j}$. We will use the following properties of the Hadamard product:

1) Commutativity: $\boldsymbol{A} \circ \boldsymbol{B}=\boldsymbol{B} \circ \boldsymbol{A}$ (follows directly from the definition).
2) Distributivity: $\boldsymbol{A} \circ(\boldsymbol{B}+\boldsymbol{C})=\boldsymbol{A} \circ \boldsymbol{B}+\boldsymbol{A} \circ \boldsymbol{C}$ (follows from the definition).
3) If $\boldsymbol{A}=\boldsymbol{A}^{\mathrm{T}}$ and $\boldsymbol{B}=\boldsymbol{B}^{\mathrm{T}}$, then $(\boldsymbol{A} \circ \boldsymbol{B})^{\mathrm{T}}=\boldsymbol{A}^{\mathrm{T}} \circ \boldsymbol{B}^{\mathrm{T}}=\boldsymbol{A} \circ \boldsymbol{B}$ (follows from the definition).
4) If $\boldsymbol{A}>0$ and $\boldsymbol{B}>0$, then $(\boldsymbol{A} \circ \boldsymbol{B})>0$ (see [44, pp. 458]).
5) If $\boldsymbol{A} \in \mathbb{R}^{n \times n}$ is an invertible matrix and $\boldsymbol{e} \triangleq[1,1, \cdots, 1]^{\mathrm{T}} \in \mathbb{R}^{n}$, then $\boldsymbol{e}^{\mathrm{T}}\left(\boldsymbol{A}^{-1} \circ \boldsymbol{A}\right) \boldsymbol{e}=n$ (follows from the definition, but see also [45]).
6) If $\boldsymbol{A}>0$ and $\boldsymbol{B}>0$, then $(\boldsymbol{A} \circ \boldsymbol{B})^{-1} \leq \boldsymbol{A}^{-1} \circ \boldsymbol{B}^{-1}$ and the equality holds if and only if $\boldsymbol{A}$ and $\boldsymbol{B}$ are both diagonal (see [45]).

## Appendix V <br> Proof of Corollary 1

It suffices to show that the conditions of Corollary 1 imply the conditions of Theorem 4, i.e. $f_{\mathrm{N} \mid \mathrm{S}, \Omega}\left(\boldsymbol{n} \mid \boldsymbol{s}, \omega_{i}\right)=f_{\mathrm{N} \mid \mathrm{S}}(\boldsymbol{n} \mid \boldsymbol{s}), \forall i=\{1,2, \cdots, c\}, \forall \boldsymbol{s} \in \mathbb{R}^{m}, \forall \boldsymbol{n} \in \mathbb{R}^{d}$. Since $\mathrm{S} \mid \Omega$ and $\mathrm{N} \mid \Omega$ are Gaussian, so is $N \mid S, \Omega$, i.e. $N \mid S, \Omega \sim \mathcal{N}\left(\boldsymbol{m}_{i}^{\mathrm{N} \mid \mathrm{S}}, \boldsymbol{\Sigma}_{i}^{\mathrm{N} \mid \mathrm{S}}\right)$, where [46, pp. 45-51]

$$
\begin{align*}
& \boldsymbol{m}_{i}^{\mathrm{N} \mid \mathrm{S}}=\boldsymbol{m}_{i}^{\mathrm{N}}+\boldsymbol{\Sigma}_{i}^{\mathrm{NS}}\left(\boldsymbol{\Sigma}_{i}^{\mathrm{SS}}\right)^{-1}\left(\boldsymbol{s}-\boldsymbol{m}_{i}^{\mathrm{S}}\right) \\
& \boldsymbol{\Sigma}_{i}^{\mathrm{N} \mid \mathrm{S}}=\boldsymbol{\Sigma}_{i}^{\mathrm{NN}}-\boldsymbol{\Sigma}_{i}^{\mathrm{NS}}\left(\boldsymbol{\Sigma}_{i}^{\mathrm{SS}}\right)^{-1} \boldsymbol{\Sigma}_{i}^{\mathrm{SN}} \quad \forall i, \forall \boldsymbol{s} \tag{24}
\end{align*}
$$

After recalling the conditions of Corollary 1, it follows immediately from (24) that $\boldsymbol{m}_{i}^{\mathrm{N} / \mathrm{S}}=\boldsymbol{m}^{\mathrm{N}}$ and $\Sigma_{i}^{N \mid S}=\Sigma^{N N}$, hence $N \mid S, \Omega \sim \mathcal{N}\left(\boldsymbol{m}^{N}, \Sigma^{N N}\right)$. By definition

$$
f_{\mathrm{N} \mid \mathrm{S}}(\boldsymbol{n} \mid \boldsymbol{s})=\sum_{i=1}^{c} f_{\mathrm{N} \mid \mathrm{S}, \Omega}\left(\boldsymbol{n} \mid \boldsymbol{s}, \omega_{i}\right) P\left(\omega_{i} \mid \boldsymbol{s}\right)
$$

which after noting that $f_{\mathrm{N} \mid \mathrm{S}, \Omega}\left(\boldsymbol{n} \mid \boldsymbol{s}, \omega_{i}\right)=\mathcal{N}\left(\boldsymbol{m}^{\mathrm{N}}, \boldsymbol{\Sigma}^{\mathrm{NN}}\right)$ and $\sum_{i=1}^{c} P\left(\omega_{i} \mid \boldsymbol{s}\right)=1$, implies that $N \mid S \sim \mathcal{N}\left(\boldsymbol{m}^{\mathrm{N}}, \boldsymbol{\Sigma}^{\mathrm{NN}}\right)$.


[^0]:    1. The optimality is in the sense of Bayes (see Section 2).
[^1]:    2. We make a distinction between the feature selection and the feature extraction. The feature extraction gives rise to a feature vector by utilizing the joint statistical properties of features. The feature selection is concerned with individual (scalar) features, where the feature space is constructed by the concatenation of individual features.
[^2]:    3. A deficient-rank transformation matrix would extract features that are linear combinations of other features. To avoid this redundancy, only fullrank extraction matrices will be considered in this article.
[^3]:    4. $\sum_{i=1}^{c} P\left(\omega_{i} \mid \boldsymbol{r}\right)=1$ implies $c-1$ linearly independent features.
[^4]:    6. Examples may be constructed where nonoverlapping classes give rise to a Gaussian mixture and fully overlapped classes give rise to a far-fromGaussian mixture, but these are of theoretical significance and rarely appear in practical applications.
    7. Matrix $\boldsymbol{E} \in \mathbb{R}^{m \times n}$ is orthonormal if $\boldsymbol{E} \boldsymbol{E}^{\mathrm{T}}=\boldsymbol{I}_{m}$, where $\boldsymbol{I}_{m}$ is the identity matrix of size $m$.
