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IFIC/09-57 and FTUV-09-1111Information of a qubit interating with a multilevel environmentA. PérezDepartament de Físia Teòria and IFIC, Universitat de Valènia-CSICDr. Moliner 50, 46100-Burjassot, SpainAbstratWe onsider the interation of a small quantum system (a qubit) with a strutured environmentonsisting on many levels. The qubit will experiene a deoherene proess, whih implies that itsinitial information will be transferred to the environment. We investigate how this information isdistributed on a given subset of levels as a funtion of its size, using the mutual information betweenboth entities, in the spirit of the partial information plots studied by Zurek [1℄. In this ase weobserve some di�erenes, whih arise from the fat that we are partitioning just one quantumsystem, and not a olletion of them. However some similar features, like a redundany (in thesense that a given amount of information is shared by many subsets), whih inreases with the sizeof the environment, are also found here.
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I. INTRODUCTIONQuantum systems are usually subjet to interation with some environment. Suh inter-ation is at the origin of the deoherene experiened by the system [2, 3℄, a fat that makesdi�ult the design and performane of quantum omputers [4℄. In short, deoherene willause a system S to evolve from a pure state to a mixed one, thus destroying the subtleorrelations (entanglement) needed for quantum omputation and for many kinds of exper-iments. During this proess, the entropy of the system inreases and, as a onsequene, theinformation it ontained is transferred to the environment E, where it is inevitably lost.This is, at least, the usual point of view. Suppose, however, that one an have aessto this information. If we onsider the ombined S+E total system as isolated, then thedynamis of this enlarged system is unitary, whih means that the total entropy is onserved.In other words, all the information lost by S must be neessarily enoded on E . One anthen address the problem of knowing how this information is stored in the environment.There are reasons to justify this researh. First, a knowledge of how the interation of thesystem with the environment works an be used to design a strategy to protet the systemagainst deoherene. Indeed, proedures to ontrol the e�ets aused by deoherene havebeen proposed, and a better understanding of the deoherene mehanism may be used toimprove these strategies [5, 6, 7, 8, 9, 10℄.A seond reason is related to our pereption of quantum systems. As pointed out by W.Zurek [1℄, observers usually pereive those systems by an indiret way, i.e. by interation withthe environment to whih the system is oupled. Suh interation leads to a proliferation(redundany) of the information ontent of S within E, a fat that an help us to understandwhy many independent observers an agree about the properties of the system S or, in otherwords, how these properties an beome objetive. As shown in these referenes, the abovementioned redundany omes at the prie that only some seleted states an give rise to alarge o�spring. This fat has been referred to as quantum Darwinism [1, 11, 12, 13℄.In order to investigate these features, Zurek and his oworkers have onsidered a quantumsystem (a qubit, for example) oupled to an environment whih onsists on many identialquantum entities, suh as spins or osillators. One an then hoose an arbitrary subset ofE, and study the mutual information this partiular partition shares with S . From thesePartial Information Plots (PIPs) one an get insight about how many subsets of the whole2



environment share a given amount of information with the smaller system S.In this paper, we will fae a di�erent topi, although it is related to, and motivated by,the above disussion. We alulate the mutual information between a qubit and a multilevelenvironment (a qudit). We analyze this quantity for a fration of the total number of levelsas a funtion of the size of the hosen fration. The purpose of this study is to investigatehow many levels of the environment one should �read� in order to obtain information aboutthe qubit, assuming this information is available experimentally. The obtained PIPs di�erfrom the ones mentioned above, beause in this ase we are disussing the interation witha subset of a single quantum system, instead of a olletion of them. Some similarities,however, still exist. We disuss these topis. As we also show, the fration of levels oneshould measure in order to gain a substantial information about the system S depends onthe total number of levels of the environment.This paper is organized as follows. In Set. II we introdue the model used for the systemand environment. In Set. III we present the results that are derived from our alulations.Set. IV will summarize these results. We work in units suh that ~ = 1.II. MODELWe use a simple model in order to desribe the deoherene of our system (the qubit). Itis assumed to interat with an environment onsisting on a band of N equally spaed levels.This model an desribe relaxation to equilibrium and deoherene e�ets in a natural way[14℄, and may be regarded as a simpli�ed version of the two-band model desribed in [15, 16℄. We write the Hamiltonian for the free qubit as
HS =

∆E

2
σz , (1)where ∆E is the energy gap for our two-level system and σz is the third Pauli matrix. TheHamiltonian desribing the environment is de�ned by

HE =

N∑

n=1

δε

N
n|n〉〈n| (2)and the interation between both systems by

HI = σzC, (3)3



with
C = λ

∑

n2>n1

c(n1, n2)|n1〉〈n2| + h.c. (4)ating on E and σz ating on S. The indies n, n1 and n2 label the levels of the energyband. The global strength of the interation with the qubit is given by λ. The ouplingonstants c(n1, n2) are independent Gaussian random variables. Their averages (denoted by
<>) over the random onstants c(n1, n2) satisfy:

〈c(n1, n2)〉 = 0, (5)
〈c(n1, n2)c(n

′
1
, n′

2
)〉 = 0, (6)

〈c(n1, n2)c
∗(n′

1
, n′

2
)〉 = δn1,n′

1
δn2,n′

2
. (7)III. RESULTSWe now present some results obtained from a simulation of the model introdued in theprevious setion. The ombined S+E total system is onsidered as isolated, starting froma pure fatorizable state |Ψ(0)〉 = |ΨS(0)〉 ⊗ |ΨE(0)〉 , and we let the whole system evolveaording to the Shrödinger equation, thus obtaining |Ψ(t)〉 as a funtion of time from

i
d

dt
|Ψ(t)〉 = H |Ψ(t)〉 , (8)with H = HS + HE + HI the total Hamiltonian. As for the initial onditions, we hoose

|ΨS(0)〉 = 1√
2
|+〉 + 1√

2
|−〉 , where |±〉 are the eigenstates of HS. For the environment, wetake the uniform superposition |ΨE(0)〉 = 1√

N

∑N

n=1
|n〉. As the total system evolves in time,the qubit beomes entangled with the environment, so that it an not be desribed as a purestate. We obtain the redued density matrix of S as

ρS(t) ≡ TrE{ρ(t)}, (9)where ρ(t) = |Ψ(t)〉 〈Ψ(t)| is the density matrix orresponding to S+E , and TrE standsfor the partial trae over the environment. From this, we alulate the entropy of system Sas SS(t) = Tr {ρS(t) log ρS(t)}. 4
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Figure 1: Numerial solution of Eq. (8) for an environment of N = 10 or N = 100 levels. Thedashed-dotted and ontinuous lines show the evolution of ρS(1, 2) for N = 10 and N = 100 ,respetively. The dotted and dashed lines are plots of the entropy of the qubit for N = 10 and
N = 100 , respetively.Fig. 1 plots the results obtained from a numerial simulation of Eq. (8) when oursystem interats with a small environment with N = 10 levels. The rest of parameters are
λ = 2.5×10−2, ∆E = 1 , δε = 0.5 . Although we solve Eq. (8) exatly, this hoie warrantiesthat the evolution of ρS(t) an be approximated by a master equation of the form [14℄

d

dt
ρS(t) = −i[HS, ρS(t)] + Γ(σzρS(t)σz − ρS(t)). (10)with

Γ =
2πλ2N

δε
. (11)It has been showed that Eq. (10) will approximate the evolution of ρS(t) when the onditions

c1 ≡
λN

δε
≥

1

2

c2 ≡
λ2N

δε2
≪ 1 (12)are met [16, 17℄. In our ase, we �nd c1 = 0.5, c2 = 2.5 × 10−2.We learly see that the system osillates, but these osillations are damped due to thee�et of deoherene, whih translates into an inrease of the entropy. These features anbe easily reprodued by studying Eq. (10), and imply that the information initially stored5



in the system has degraded. Sine the S+E total system is assumed to be isolated, suhinformationmust be present in the environment E. The question we want now to analyzeis how this information is distributed or, in other words, how muh of the environment oneshould san in order to known this information.Let us write the time-dependent global state as
|Ψ(t)〉 =

2∑

i=1

N∑

n=1

ain(t) |i〉 ⊗ |n〉 . (13)In this equation, {|i〉 /i = 1, 2} is a basis of the Hilbert spae assoiated to the qubit, and
ain(t) are the oe�ients of the expansion in the omposite base {|i〉 ⊗ |n〉}. One then has

ρ(t) =

2∑

i,j=1

N∑

n,m=1

ain(t)a∗
jm(t) |i〉 〈j| ⊗ |n〉 〈m| . (14)Assume one an aess a given subset F of nF levels (not neessarily onseutive) out ofthe N total number of levels in E . The density matrix ρSF orresponding to F+S an beobtained from

ρSF (t) =
1

NF

2∑

i,j=1

∑

n,m∈F

ain(t)a∗
jm(t) |i〉 〈j| ⊗ |n〉 〈m| . (15)where NF =

∑
2

i=1

∑
n∈F |ain|

2 is a normalization fator, so that Tr {ρSF (t)} = 1 (we haveomitted the dependene on t for brevity). It an be easily heked that this density matrixatually desribes a pure state, sine
ρSF (t) = |ΨSF (t)〉 〈ΨSF (t)| , (16)with

|ΨSF (t)〉 =
2∑

i=1

∑

n∈F

ain(t) |i〉 ⊗ |n〉 . (17)Finally, we obtain the density matrix for F from
ρF (t) ≡ TrS{ρSF (t)} =

1

NF

2∑

i=1

∑

n,m∈F

ain(t)a∗
im(t) |n〉 〈m| . (18)In order to haraterise how muh information we an obtain from S by knowing about F ,we de�ne the mutual information between F and S

I(S : F ) = SS + SF − SSF = SS + SF , (19)6
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Figure 2: (Color online). Averaged mutual information (solid lines) as a funtion of the fration f, orresponding to the model with N = 10 levels, for 3 di�erent times: t = 5, 7, 10 (from bottom totop). The values of the model are the same as in Fig. (1). For eah t , the horizontal dotted lineshows the maximum value 2SS(t).where SF = Tr {ρF (t) log ρF (t)} is the entropy assoiated to F , and SSF =Tr {ρSF (t) log ρSF (t)} is the entropy assoiated to F+S , whih vanishes aording to theabove disussion. The last equality in Eq. (19) immediately follows from this. We nowanalyze the magnitude I(S : F ) as a funtion of the fration f = nF /N of levels involved inF. Given a value of time, we have obtained, from the numerial simulations, that I(S : F )is not a monotoni funtion of f , i.e. the information has aumulated in some levels atthe expense of the rest. However, if we perform an averaging over all levels partiipating fora given fration f , one expets a monotoni inrease. This is indeed the ase, as we showin Fig. 2. At this point, we observe a similarity with the partial information plots studiedin [1, 11, 12, 18℄. There is, however, a fundamental di�erene between both kind of plots,whih has to be stressed. In the previous ase, the authors onsider the interation of a qubitwith an environment omposed by several quantum systems (like qubits or osillators). Inour ase, the environment is just one quantum system, although it onsists on many levels.Partitioning these levels is not the same as partitioning several quantum systems into asubset of them. In other words, let HN be the Hilbert spae assoiated to E , HF theHilbert spae orresponding to F and H�F the one assoiated to its omplementary in E.Obviously, HN is obtained as the diret sum HN = HF ⊕H�F and not as the tensor produt7
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Figure 3: (Color online). Same as Fig. 2 for the model with N = 100 .
HF ⊗H�F , as it would appear when the environment is made from several quantum objets,and F represents a subset of them. This has the onsequene, for example, that strongsubadditivity [4℄ does not apply to F and its omplementary. Another onsequene is thatthe plot of I(S : F ) versus f is not symmetri, di�erently to what is obtained by Zurek andoworkers.Figure 2 is a plot of I(S : F ) as a funtion of f for the same model onsidered in Fig. 1and three di�erent times : t = 5, 7, 10 . For eah value of nF , we have performed an averageover all possible (

N

nF

) ombinations. As an be seen, the resulting urves are monotonifuntions. The maximum value is attained when f = 1 or, equivalently, when nF = N, whih amounts to knowing the total information in the environment. In this ase, thepartition of F+S orresponds to two entangled quantum systems ( E and S ) sharing thesame information SS(t). Therefore, this maximum value is
I(S : E) = 2SS(t). (20)We have plotted this maximum value for eah time t as a horizontal dotted line, orre-sponding to twie the entropy of the qubit shown in Fig. 1.In order to explore a more omplex environment, we have also performed a simulationwhen the number of levels is N = 100 . The results for the time evolution of ρS(1, 2) andthe entropy SS(t) are also shown in Fig. 1. In this ase we have taken λ = 1.5 × 10−2, therest of parameters being the same as in the previous example, giving c1 = 3, c2 = 9× 10−2.The results for the quantity I(S : F ) are shown in Fig. 3. In this ase, it beomes8



impossible to perform an average over all possible (
N

nF

) ombinations sine, for example,
(
100

50
) ≈ 1029 . Instead, we have performed an approximated average over a su�ientlylarge number of ombinations, until we obtain onvergene. We observe that the mutualinformation onverges faster towards its maximum value. This means that knowing a lowfration of the entire environment will provide almost omplete information about the sys-tem. One ould also try to interpret this result in the spirit of redundant information beingstored in the environment [1, 11, 12, 18℄ (in the sense that many fragments share the sameinformation). It is interesting to observe that a measurement over virtually any small ran-dom subset of levels on�guring our system E an be used to obtain information about S .There is also a question regarding the relevant time sales for the problem. Fig. 3 suggeststhat the time sale neessary for information to be distributed throughout the environmentmay be muh shorter than the deoherene time Td ∼ 1/Γ (ompare this �gure with Fig.1). Clearly, more researh is neessary to eluidate this issue.IV. CONCLUSIONSIn this paper, we studied the interation of a qubit S with an environment E onsistingon N levels. The initial information about the qubit is distributed through E via the well-known proess of deoherene. We have investigated how muh information about S onean obtain by measuring a subset F of nF levels, as a funtion of the fration f = nF /N .As a measure of the amount of information, we used the mutual information I(S : F ) . Wefound some di�erenes with the partial information plots that appear when one onsidersthe mutual information of S with a fration of a given set of quantum systems that de�nethe environment [1, 11, 12, 18℄. The reason is that E is not a bipartite system of F and itsomplementary. For example, the plots we obtain do not have the symmetry properties thatappear in the referened papers although, when properly averaged over di�erent fragmentsof the same size, we �nd that I(S : F ) inreases monotonially with f .Our results show that, when N is inreases, even a small fration of E an give informationabout S . One would be tempted to interpret this result in the spirit of redundant informationbeing stored in the environment, in a similar way that Zurek and oworkers suggest for a9



multipartite environment, but now applied to a part of a single quantum system E (althoughpossessing a rih internal struture). Our work an be interpreted as a further step in theunderstanding on how information is distributed throughout the environment. Clearly, moreresearh has to be done in this diretion, but suh knowledge an be used, in priniple, to abetter design of quantum systems and quantum omputers in the presene of deoherene.Maybe also for a better understanding of how marosopi observers pereive quantumsystems, as suggested by Zurek et. al.AknowledgmentsI would like to aknowledge the omments made by M.C. Bañuls and I. de Vega dur-ing interesting disussions. This work has been supported by the Spanish Ministerio deEduaión y Cienia through Projets AYA2007-67626-C03-01 and FPA2008-03373.
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